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Transition metal complexes of Ni(II) and Cu(II) with  Ketoconazole and thiocyanate ion  were 
synthesized by using microwave irradiation. The metal complexes have been characterized by elemental 
analysis, molar conductance, magnetic moment, UV-Visible, FT-IR and EPR spectral studies. The 
antimicrobial activities of the strains Escherichia coli (MTCC 732) for bacteria and Candida albicans (MTCC 
183) for fungi have been evaluated by disc diffusion method. The formulae of the complexes were 
derived from the percentage of the elements present in the complex and their molar conductivity. The 
UV-Visible and the magnetic moment indicate the geometry of the complexes is found to be octahedral. 
The FT-IR spectral data of the complexes were compared with those for the free ligands to confirm the 
entry of the ligands in to the coordination sphere. The metal ligand covalancy of Cu(II)  complex has been 
arrived at from EPR spectrum. The free radical scavenging activities of the complex and the ligand have 
been determined by measuring their interaction with the stable free radical DPPH. The complexes have 
larger antioxidant activity as compared to the ligands.  
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INTRODUCTION 
 
Ketoconazole is an effective antifungal agent[1]. It also used to treat a number of fungal infections such 
as tinea, cutaneous candidiasis, pityriasis versicolor, dandruff and seborrheic dermatitis. Ketoconazole is an 
imidazole derivative primarily used for its antifungal activity. However, in the early 1980s, the drug was also shown 
to have effects on steroid synthesis in humans by inhibiting cytochrome P450 enzymes and significantly reducing 
cortisollevels [2-7]. This drug has thus increasingly been used in the management of Cushing’s disease [8]. The 
serious medical problem [9-11] of bacterial and fungal resistance and the rate at which it develops has led to the 
escalating levels of resistance to conventional antibiotics. The recognition and growth of antibacterial and antifungal 
drugs with inspired mechanism of action have become a critical task for communicable diseases research programs 
[12]. Many investigations proved that binding of a drug to a metalloelement enhances its activity and in some cases 
the complex possesses even more therapeutic properties than the parent drug [13]. The present study aims at the 
microwave assisted synthesis and spectral characterization of Ni(II) and Cu(II) complexes with  Ketoconazole and 
thiocyanate ion as ligands. The ligands and their complexes are also focused on the biological studies. 
 
EXPERIMENTAL METHOD 
 
Materials  
Metal nitrate, Ketoconazole  and KSCN were purchased from Alfa Aaser Company and used as such. The organic 
solvents used, viz., DMSO, DMF, methanol and ethanol were of AnalaR grade and used as such without further 
purification.                            
 
Synthesis of Ni(II) complex 
7.31g (13.79 mmol) of Ketoconazole  in MeOH and 0.7g (7.00 mmol) of KSCN in EtOH were added to the methanolic 
solution of  nickel nitrate 1.00g (3.40 mmol) and this was followed by microwave irradiation for few minutes after 
each addition by using IFB 25 BG-1S model microwave oven. The resulting precipitate was filtered off, washed with 
1:1 methanol: ethanol mixture and dried under vacuum.  A pale green colored complex was obtained with the yield 
of 52.93%. 
 
Synthesis of Cu(II) complex 
4.32g (8.32 mmol) of Ketoconazole  in MeOH and 0.83g (8.40 mmol) of KSCN in EtOH were added to the methanolic 
solution of  nickel nitrate 1.00g (4.20 mmol) and this was followed by microwave irradiation for few minutes after 
each addition by using IFB 25 BG-1S model microwave oven. The resulting precipitate was filtered off, washed with 
1:1 methanol: ethanol mixture and dried under vacuum.  A dark green colored complex was obtained with the yield 
of 67.69%. 
 
Instrumentations 
C,H,N elemental analyses were performed using Thermo Finnegan make, Flash EA1112 Series CHNS(O) analyzer. 
The molar conductivity measurements were conducted using10-3 M solutions of the metal complex in acetonitrile 
with Systronic Conductivity Bridge (model number-304) at 30°C. The UV-Visible spectra of the complexes were 
recorded on Varian, Cary 5000 model UV-Vis Spectrophotometer. Infrared spectra for the complexes and the ligands 
were recorded on a Perkin Elmer, Spectrum RX-I, FT-IR Spectrometer in KBr discs at room temperature. The electron 
paramagnetic resonance spectra of the copper complex were recorded at room temperature using JES FA 200 EPR 
Spectrometer.  
 
Antimicrobial activity 
Antibiogram was done by disc diffusion method using free ligands and their complexes. Petri plates were prepared 
by pouring 30 ml of NA/PDA medium. The test organism was inoculated on solidified agar plate with the help of 
micropipette and spread and allowed to dry for 10 mints. The surfaces of media were inoculated with bacteria from a 
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broth culture. A sterile cotton swab is dipped into a standardized microbes test suspension and used to evenly 
inoculate the entire surface of the Nutrient agar /PDA plates. Briefly, inoculums containing of microbial strains were 
spread on Nutrient agar /PDA plates. Using sterile forceps, the sterile filter papers (6 mm diameter) containing each 
50μl of sample, 30μl standard and control solution were laid down on the surface of inoculated agar plate. The plates 
were incubated at 37 ºC for 24 h for the bacteria and 48 hr. for yeasts strains [14,15].  
 
Antioxidant activity 
Assessment of antioxidant activity stock solution (1 mg/ml) was diluted to final concentrations of 10–500 µg/ml. 
Ethanolic DPPH solution (1 ml, 0.3 mmol) was added to the sample solutions in DMSO (3 ml) at different 
concentrations (10–500 µg/ml) [16].  The mixture was shaken energetically and acceptable to stand at room 
temperature for 30 min. The absorbance was then measured at 517 nm in a UV-Vis Spectrophotometer. The lower 
absorbance of the reaction mixture indicates higher free radical scavenging activity. Ethanol was used as the solvent 
and ascorbic acid as the standard. The DPPH radical scavenging activity is designed by the following equation: 

                                               Ao – A1 
DPPH Scavenging effect (%) =          ------------ × 100 
                                                                     Ao 
where Ao and A1 are the absorbance of the control reaction and absorbance in the presence of the samples/standard.  

 
RESULTS AND DISCUSSION 
 
Elemental analysis and metal estimation 
The elemental analysis and metal estimation led to the formulae of the complexes. The percentages of carbon, 
hydrogen  and nitrogen  in the complexes were found to be 44.41(44.52), 2.88(2.96), 5.09(5.18),  and 47.41(41.52), 
7.81(6.96), 5.87(5.01),respectively. The experimental data were in good agreement with the theoretical values [17].  
 
Molar conductance 
Molar conductance measurements of the complex, carried out using acetonitrile as the solvent at the concentration of 
10-3M, indicate non-electrolyte behaviour of the complexes [18,19]. Thus the complexes may be formulated as 
[Ni(KET)4(SCN)2]and [Cu(KET)4(SCN)2]. 
 
UV-Visible spectrum of complexes 
The UV-Visible spectrum of Ni(II) complex shows absorbtion bands at  13652 cm-1, 18540 cm-1  and   22900 cm-1 and 
their corresponding  transitions, which are tentatively assigned as 3A2g(F) → 3T2g(F)   (ν1),  3A2g(F) → 3T1g(F)  (ν2)  and 
3A2g(F) → 3T1g(P)  (ν3) respectively  [20,21]. The spectrum also shows a band at 27555 cm-1 which may be attributed  to 
the Ligand to metal charge transfer. The observed magnetic moment value  of Ni(II) complex  is 2.79 B.M. This 
suggests the presence of  octahedral environnent around Ni(II) complex. The structure is also further confirmed by 
the ratio  ν2/ν1= 1.35, which is close to the value expected for octahedral structure [22], involving d2sp3 hybridisation. 
 
The electronic spectrum of Cu(II) complex exhibits three absorbance bands at 14710 cm-1, 28571 cm-1 and 34482  cm-1 

and their corresponding transitions are 2A1g ← 2B1g,    2B2g ← 2B1g  and  2Eg ← 2B1g respectively, which indicate octahedral 
geometry around Cu(II) metal ion. The magnetic moment value of Cu(II) complex is 1.78 B.M, that indicates further 
confirming hexacoordination around Cu(II) metal ion [23,24]. 
 
FT-IR Spectra of free ligands and their complexes 
The FT-IR spectra of the free ligands and their complexes were recorded in the region of 4000-400 cm-1. The FTIR 
spectrum of ketoconazole shows the presence of strong absorption at 1511 cm-1and a weak at 1592 cm-1which were 
assigned to C=N stretching vibrations. C-N exhibited stretching vibrations at 1107 cm-1strongly and at 1080 cm-

1weakly, unique peaks at 1647 cm-1 (C=O stretch), 1582 cm-1 (C=C aromatic symmetric stretch), and 1512 cm-1 (C=C 
aromatic asymmetric stretch,  In metal complexes the bands at 1511 cm-1and 1107 cm-1were shifted to lower 
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frequencies indicates ketoconazole coordinated to metals through the nitrogen of C=N [25,26].  The IR spectra of the 
complexes prepared were also compared with the spectra reported for the thiocyanato complexes. The C-N 
stretching frequency of N-bonded complex of thiocyanate ion was nearly 2050 cm-1, It was moved by 58-23 cm-1 to 
higher frequency range in all the complexes [27]. 
 
EPR spectrum of Cu(II) complex 
The spectrum of DMSO solution of Cu(II) complex Ketoconazole  and KSCN ion  measured at X-band frequency at 
77 K (LNT) provide useful information which is important in studying metal ion environment. The spin Hamiltonian 
parameters of the complex have been calculated.  The Cu(II) complex in the frozen state at 77 K shows four well 
resolved peaks in the low field region and one intense peak in the high field region. The g-tensor value of the copper 
complex can be used to derive the ground state. In octahedral complexes, the unpaired electron lies in the dx2-y2 
orbital [28]. For this complex, the observed g-tensor values are g‖‖ =2.2460 > g┴= 2.2101 > g = 2.0023 which suggest 
that this complex has an octahedral geometry and the ground state is 2B1g. The EPR parameters of the complex 
coincide well with the related systems which confirm that the complex has an octahedral geometry and it is axially 
symmetric. In the axial spectra, the g-values are related to the exchange interaction coupling constant G by the 
expression [29] 
 
G = g‖‖ - 2.0023 / g┴- 2.0023 
 
According to Hathaway [30] expression, if G value is larger than four, the exchange interaction is negligible because 
the local tetragonal axes are aligned parallel or slightly misaligned. If its value is less than four, the exchange 
interaction is considerable and the local tetragonal axes are misaligned. For the present Cu(II)complex, G is 1.172, 
which indicates considerable exchange interaction in the solid complex. The gav and the covalent in-plane σ-bonding 
(α2) parameters are calculated according to the following equation [31] 
 
gav = 1/3[g‖‖ + 2g┴] 
α2Cu = (A‖‖ /0.036)   + g‖‖-2.0023 +3/7(g┴ -2.0023) + 0.04 

 
If the α2 value is 0.4221, it indicates a complete covalent bonding, and if the value is 1.0, it suggests a complete ionic 
bonding. Hence, it is clear that the in-plane σ -bonding parameter α2=0.4221 [32] is less than unity and this indicates 
the covalent character of M-L bond [33]. These data are well in accordance with the other reported values. 
 
BIOLOGICAL ACTIVITY 
Antibacterial activity 
The synthesized Ni(II), Cu(II) complexes and their free ligand Ketoconazole  are tested against the bacteria., 
Escherichia coli (MTCC 732) by agar-well diffusion method in vitro conditions. The complexes have potential activity 
against the bacteria compared to free ligand Ketoconazole.  
 
Antifungal activity 
The antifungal activity of the free ligand Ketoconazole  and the synthesized Ni(II) and Cu(II) complex  are tested 
against the fungi Candida albicans (MTCC 183) by agar -well diffusion method. The complexes have enhanced activity 
against the fungi compared to free ligand Ketoconazole.  
 
Antioxidant activity (Radical Scavenging Activity)  
The antioxidant activity of the free ligand Ketoconazole and the complexes were determined by DPPH free radical 
scavenging method and vitamin C as standard. The reduction capability of DPPH radicals was determined by 
decrease in its absorbance at 517 nm induced by antioxidants [34]. The graph was plotted with percentage 
scavenging effects on the y-axis and concentration (µg/ml.) on the x-axis. The scavenging ability of the Ni(II) and 
Cu(II) complexes were compared with Vitamin C as a standard. The metal complexes showed enhance activity as a 
radical scavenger compared with ascorbic acid, these results were in good agreement with previous metal complexes 
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studies where the ligand has the antioxidant activity and it is expected that the metal moiety will increase its activity 
[35-37]. The scavenging activities of ligand and their complex shown in Fig.8.  
 
CONCLUSION 
 
In the near study, our efforts was to synthesize and characterize a new Ni(II) and Cu(II) complexes with 
Ketoconazole  and  thiocyanate ion as ligands. The new complexes were synthesized using microwave irradiation. 
The synthesized complexes were characterized by various chemical and spectral analyses. The synthesized 
complexes were tested for antimicrobial activities. The metal complexes have significant antimicrobial and 
antioxidant activities as compared to the free ligands. 
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Fig.1. Structure of Ketoconazole Fig.2. UV-Visible spectrum of Ni(II) complex 

 

 

Fig.3. UV-Visible spectrum of Cu(II) complex Fig.4 FT-IR spectra of KET, Ni(II) and Cu(II) 
complexes 
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Fig.5 EPR spectrum of Cu(II) complexes Fig.6 Antibacterial activity of Ni(II) complex 
against Escherichia coli 

 

 
Fig.7.Antifungal activity of Cu(II) complex against 

Candida albicans 
Fig.8 Antioxidant activities of free ligand 

and their complexes 
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Glass fibre rebar retrofitting is a high-value-added construction breakthrough. Glass fibre rebar is a 
strength improvement material that has the highest potential to improve the life of public constructions 
where destruction can have an enormous economic and natural influence, according to super foundation 
providers such as the government and government funded. Structures weaken as a result of increased 
erosion as a result of global warming. Unlike surrenders, which may not appear at the start of a 
structure's administration life, but are relatively time-dependent, harm to the structure occurs. 
Retrofitting is any modification made to an existing structure to diminish or eliminate the risk of damage 
from water, disintegration, severe winds, or earthquakes. Fiberglass support material is becoming 
increasingly common. These serious composite materials will be able to demonstrate their traits and 
properties even more clearly in the future. The Flexural strength and compressive strength of M25 grade 
concretes are determined first, then retrofitting for similar beams with Glass fibre rebar is performed, and 
the compressive strength is estimated again. M25, M30, and M35 grade concretes with 4GFR bars and 
6GFR bars are examined in cube specimens and beam specimens. 
 
Keywords: Retrofitting, Glass fiber rebar, compressive strength, flexural strength,  
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INTRODUCTION 
 
General 
Many existing structures today do not fulfill seismic strength criteria owing to material adequacy and material 
deterioration through time or alternative work performed over the building's service life. As a result of these factors, 
the building's strength deteriorates. Because the loss of most people during the collapse of a building is a major issue, 
it is critical to adopt a suitable planned technique to assess the structure's state before trying any repair operation. 
Retrofitting is a more advanced means of boosting the structural strength of concrete elements. It is the process of 
reinforcing the structure using standard code standards. The concrete's strength improves with the aid of retrofitting. 
If the cost of repair and reinforcing the building is less than 50% of the cost of construction, the retrofitting approach 
is used.. 
 
Glass Fibre Reinforced Polymer (GFRP) 
Glass Fibre Reinforced Polymer (GFRP) materials were widely using all over the globe for retrofitting and repairing 
weak, ageing infrastructure, such as bridges and buildings. These constructions have lost a lot of strength and also 
stiffness over time due to extreme environmental conditions including humidity, salt, and alkali solutions. Advanced 
fibrous composite materials, such as GFRP, can protect GFRP-reinforced bars against corrosion while also greatly 
enhancing their strength and stiffness. Externally reinforced RC beams having GFRP plates and textiles that are 
exposed to extreme environmental conditions, on the other hand, the connection between the GFRP plate and the RC 
beam's surface has a significant influence on the external strength of  reinforced RC beams. As a result, it's critical to 
look at the overall reaction of RC beams that have been externally reinforced with GFRP plates and textiles and 
subjected to various environmental conditions. 
 
Advantages of GFRP Rebar 
Rebar made of glass fibre reinforced polymer is a high-value-added building material. State run administrations and 
other significant foundation suppliers have now perceived that GFRP is a useful structure material with the ability to 
expand the existence of public offices where erosion can have a critical financial and ecological outcome. 
1. GFRP is comprised of top notch erosion safe vinyl ester pitch, which expands the existence of a substantial 
construction. 
2. A venture reinforced with GFRP rebar requires little support, permitting manufacturers to get  a good deal on 
restoration. 
3. When contrasted with standard supporting materials, GFRP rebar is multiple times lighter and has double the 
rigidity. 
 
LITERATURE REVIEW 
 
Ankit Dasgupta, et al.,(2018) This study looks at the usage of FRP in concrete structures to see whether it may help 
improve structural performance in terms of strength and ductility. So far, bridge culverts, slabs, beams, and columns 
have all been put to the test. Retrofitting using FRP looks to be a feasible alternative to traditional approaches thus 
far. It may be the most cost-effective (and superior) solution to a structural rehabilitation problem in many 
circumstances. The manufacturing procedure for FRP and its field use are both simple, with chosen experimental 
and analytical outcomes. In recent years, the civil engineering community has shown a strong interest in seismic 
retrofit using FRP materials. Chetan Yalburgimath, Akash Rathod, S Bhavanishankar, et al.,(2018)This research 
reports on experiments on the flexural behavior of RC beams reinforced with continuous carbon fibre reinforced 
polymer (CFRP) textiles. According to this article, CFRP materials are one of the most effective ways for reinforcing 
concrete structural reinforced components. When CFRP fabric is used to strengthen an RC beam, it improves both 
load bearing capacity and stiffness. Wrapping the two lateral sides as well as the soffit improves performance and 
serviceability. More CFRP textiles enhance the stiffness and rigidity of members, avoiding crushing or total 
annihilation of members without warning. These findings indicate that an employing CFRP textile whenever they 
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are required, while accounting for the fabric’s area, rigidity, and stiffness, boosts beam strength and provides extra 
support. Aleesha Alexander, Nimesh Mohan M, et al.,(2015)The impact of glass fiber reinforced polymer strips and 
sheets on retrofitting flexural radiates was explored in this review through a test request. There were six 
unmistakable wrapping techniques utilized. The quantity of FRP layers was protected as a variable in these. A sum 
of 26 pillars were cast and exposed to monotonic stacking tests.As per the discoveries of this review, the flexural load 
bearing capacity of retrofitted radiates ascends with FRP wrap when contrasted with control radiates. A definitive 
burden on the FRP-wrapped examples was higher. A definitive burden took care of by the examples rose when the 
quantity of layers of FRP was expanded. 
 
Priyanka Sarker, Mahbuba Begum, Sabreena Nasrin, et al.,(2011)The present state of using FRP materials as a seismic 
retrofitting approach for structures that were not intended to resist earthquakes is discussed in this article. It 
describes the breadth and uses of FRP materials in RC structural seismic retrofitting, masonry seismic retrofitting, 
and steel seismic retrofitting schemes. The benefits of FRP applications for seismic retrofit, as well as design 
requirements and limits, are also discussed in the paper.According to the findings of this study, the need of restoring 
seismically weak structures has been clearly established in many places of the world. To promote more quick and 
successful uses of FRP as a seismic material, design guidelines and suggestions should be made more widely 
available. Despite the extensive study on their structural mechanism and performance, there is still considerable 
worry about early failure owing to debonding, particularly in zones of combined shear and flexural loads. To achieve 
a successful seismic use of FRP materials for retrofitting and rehabilitation, related staff should be appropriately 
educated. 
 
Xiong et. al. (2011) The heap bearing limit and pliability of round concrete segments confined by ferrocement were 
researched, with steel bars (FS) being prescribed to support compressive strength and malleability. Under uniaxial 
pressure, the conduct of the ferrocement strengthened sections was contrasted with that of the bar mat-mortar (BS) 
and fiber reinforced polymer (FRP) wrapped segments. The concrete tube shaped segments had aspects of 105 mm 
(dia) x 450 mm and 150 mm (dia) x 450 mm. The examples were moved to a relieving chamber for 27 days after wet-
restoring (24 hours). The examples with a measurement of 105 mm were contained with FS or BS, while those with a 
breadth of 150 mm were restricted with FRP. The compressive strength of FS segments was 30% higher than that of 
BS segments, as per these examples' similar appraisals. Turgay et. al. (2010) Huge scope square/rectangular segments 
canvassed in fiber reinforced polymer were investigated for their impact and disappointment components (FRP). The 
presentation of huge scope square RC segments covered in carbon fiber reinforced polymer (CFRP) sheets was 
examined as a feature of an exploratory examination program. Moreover, the review zeroed in on the general effect 
of longitudinal and cross over support, just as FRP coats, on the conduct of concentrically stacked sections. In the 
underlying lab, an aggregate of 20 huge scope RC segments were assembled and tried to disappointment under 
pivotal force Unwrapped, totally wrapped, and to some extent wrapped sections were the primary contemplations. 
Opened up (C1), to some degree wrapped (C2), completely wrapped (C3), to some extent wrapped with two layers 
(C4), and completely wrapped with two14 layers were totally tried (C5). 
 
METHODOLOGY 
 
The methodology of the present study is shown in the below  
 
Testing the existing structure strength 
The existing beam member was chosen at first to determine the compressive and flexural strengths of the current 
component. The 700mm long beam member is made up of four 12mm bars and eight 8nos stirrups. The present beam 
is made of concrete of the M25 grade. 
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Retrofitting of existing beam 
Glass fibre reinforced (GFR) rebars, which are similar to steel bars, are utilised as reinforcement in the retrofitting 
process. M25, M30 and M35 are the concrete grades utilised for existing beams. 
 
Compressive strength of concrete 
Steel and glass fibre reinforced bars are used to assess the compressive strength of M25 and M30 grade concrete 
beams after 14 and 28 days of curing, and the strength results for normal and retrofitted beams are compared. 
 
Flexural strength of concrete 
The flexural strength of concrete beams is evaluated using steel and glass fibre reinforced bars after 14 and 28 days of 
curing for M25 and M30 grade concrete, respectively. The steps for this test are the same as for compressive strength 
testing. 
 
Rebound hammer test 
According to IS: 13311, the rebound hammer test is used to assess the compressive strength of concrete (Part 2). This 
strength of regular and retrofitted beams in M25, M30 and M35 grade concrete mix is evaluated for the current 
project. 
 
Materials used 
Cement 
On the domestic market used in the investigation, ordinary cement port land of 53 grades conforming to the IS456-
2000 is available. The cement is tested according to IS4031-1988 for many properties. Cement is a medium that binds. 
It is created by moulding, mixing and burning the raw materials in an oven at a temperature of around 1300 to 1500 
degrees Celsius, depending on the pureness and composition of them.  
 
AGGREGATES 
Aggregates are a crucial part of the concrete mix. They offer a strong base for concrete, decrease shrinkage, and save 
money. Aggregates are inert granular materials that can be acquired from own supply sources, such as rock, sand, or 
broken stone. Also the raw elements that go into the making of concrete. 
 
Steel bars 
Rebar (short for building up bar) is a steel bar or lattice of steel wires used as a strain device in reinforced concrete 
and reinforced stone construction projects to strengthen and aid the concrete under pressure when massed as 
supporting steel or reinforcement steel. Concrete has a high compressive strength yet a low elasticity. The rigidity of 
the construction is extraordinarily expanded by rebar. To empower a superior association with the concrete and 
diminish the chance of slippage, rebar's surface is every now and again "disfigured" with ribs, hauls, or spaces, as 
shown in fig1, 
 
Glass fiber reinforced polymer rebars 
FRP rebar is acquiring fame because of its protection from destructive synthetics and capacity to keep concrete from 
rusting or debilitating. Glass fiber reinforced polymer rebar, or GFRP, is a sort of FRP. In the last part of the 1990s, 
the United States and Canada accepted progressed composite materials like FRP for primary purposes. Consumption 
safe rebar should be utilized to help delicate concrete designs like seawalls, dams, and power plants. Thus, fiberglass 
building up material is viewed as the ideal choice for fragile concrete frame works, as shown in fig1, 
 
BASIC TESTS ON MATERIALS 
Fineness of cement 
The rate of hydration and, as a result, the rate of energy improvement is affected by the fineness of the cement. The 
rate of hotness flow is accelerated by the fineness of the cement. Because better cement has a larger hydration surface 
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area, it creates more energy in an unexpected way. As the fineness of the cement increases, concrete shrinks, 
resulting in approximately fractures in buildings. 
 
Normal consistency of cement 
To consider initial setting time, last setting time, soundness in cement,  strength, a metric known as  general 
consistency need to be employed. A cement paste of regular consistency lets in a Vicatplunger with a diameter of 10 
mm and a size of 50 mm to penetrate from the pinnacle of the mildew to a depth of 33-35 mm.  
 
Mix design of concrete 
Concrete mix configuration is the most popular method of selecting the best concrete ingredients and 
determining their relative quantities in order to provide concrete with a base energy, positive utility, and 
durability in the most cost-effective manner possible (esteem designed). If we decide to go with a certain 
combination plan, we must first gather the necessary documents, as more than one plan barrier has been frozen 
as a result of these circumstances. 
 
EXPERIMENTAL INVESTIGATION 
COMPRESSIVE STRENGTH TEST:  
In accordance with the test procedure (IS516-1959). The compressive strength of concrete was determined using 
cubes of standard size 150x150x150mm. Without eccentricity, specimens of the 200T capacity CTM cube were put on 
its bearing surface and subjected to a consistent rate of loading up until the cube's failure. Estimated the compressive 
strength from the highest load. 
 
Calculation 
By dividing the most pressure utilized to the specimen all through the take a look at cross-sectional area, which is 
decided from the suggest dimensions of part and must be noted to the closest kilograms/cm2, the specimen's 
compressive energy is computed. 
The compressive strength of cube = (P/A) N/mm2 
P is load at failure in N, 
A is area of cube/contact in mm2. 
 
Rebar Hammer test Fig .5. 
Procedure 
1. The tried-and-true example will be retained and repaired so that the softening and solidification of the surface 

caused by calcium hydroxide consumption filtration is kept at a safe distance. 
2. Any residue or loose material will be removed from the example surface. 
3. The example will be kept or settled such that it does not yield when sledged. 
4. The sledge's plunger will always be kept on the opposite side of the surface. 
5. A total of ten to twelve readings will be obtained, with their typical esteem calculated to create a hardness agent 

record. 
6. All of the readings will be obtained with the sledge pointed in a preset direction toward the vertical and the 

mallet pointing in a consistent direction. The readings recorded vertically for a comparable surface will almost 
certainly differ from those obtained by maintaining the mallet flat. 

 
RESULTS AND ANALYSIS 
 
Test results on existing beam member 
The existing beam member was selected initially in order to determine the compressive strength and flexural 
strength of existing member. The beam member consisting of 4 bars of 12mm and stirrups of 8nos in 700mm length. 
The existing beam is related to M25 grade concrete mix. The results are shown in the below table 1. 
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From the above table it was observed that compressive strength of concrete is 28MPa and flexural strength of 
concrete is 3.45MPa the values of strength are less as we compare with characteristic strength of concrete. The 
improvement of strength of concrete is needed for the existing members. 
 
Retrofitting of existing beam 
For the retrofitting process Glass fiber reinforced (GFR) rebars are used as the reinforcement which is same as the 
steel bars reinforcement. The grade of concrete for retrofitting members are used as M25, M30 grade and M35 . 
 
Compressive strength  
Compressive strength of concrete specimens are measured for M25, M30and M35 grade concrete by using 
reinforcement bars as steel and glass fibers the comparison is shown in below graph 1. From the below graph1,  it 
was observed that the value of compressive strength by providing the 4 bars as retrofitting the compressive strength 
averagely increased to 17% for using 4GFR bars in M25 grade concrete, 37.90% increased by using M30 grade with 4 
GFR bars, 44.70% increased by using M35grade with 4 GFR bars.  From the below graph 2, by using 6 bars as 
retrofitting the compressive strength averagely increased to averagely increased to 19.822% for using 4GFR bars in 
M25 grade concrete, 40.985% increased by using M30 grade with 4 GFR bars, 45.883% increased by using M35grade 
with 4 GFR bars. 
 
Rebar hammer test The compressive strength of concrete is measured with rebar hammer at 14 days and 28 days 
curing. The comparison of rebar hammer value graph is shown in below . From the below graph 3and graph 4, it was 
observed that the value of compressive strength is increasing for M25, M30 and M35 grade concrete with using GFR 
bars. When we compare with 4 bars and 6 bars the strength increases for M25, M30 and M35 grade concrete 
specimens. By increasing the number of bars from 4 to 6 numbers the compressive strength value increasing. 
 
CONCLUSIONS 
 
1. GFRP is a strengthening bar has more rigidity and higher erosion obstruction than that of the steel rebar and also, 

moderate in flexural strength, these properties make GFRP is acceptable option of steel in establishmentof 
application. 

2. Retrofitting is the process of increase in the strength of concrete by using extra reinforcement for existing 
building structural element. 

3. The constituents of GFRP include great erosion safe vinyl ester tar that expands the life expectancy of a solid 
structure. 

4. The strength values of glass fiber reinforced bars increases in case of M30 grade concrete by using glass fiber 
reinforced bars mix than M25 grade concrete mix. 

5. GFRP rebar is non-conductive to power and warmth settling on it an ideal decision for offices like force age 
plants and logical establishments.The compressive strength and flexure strength is increasing by providing the 4 
numbers of GFR bars in M25 grade concrete. 

6. The compressive strength of concrete which is measured by using rebar hammer is also increasing by providing 
the GFRB for concrete beams. 
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Table 1: Compressive strength and flexural strength of existing beam member 

S. No Concrete 
Grade 

Compressive strength of 
beam in MPa 

Flexural strength of 
beam in MPa 

Compressive strength 
by rebar hammer test 

1 25 28 3.45 27 
 

  
Fig.1: 12mm HYSD steel bars Fig.2: Glass fiber rebar of 12mm diameter 

  
Fig.3 Casting of cubes Fig4 Compressive strength testing machine 

 

Pooja Sri Reddy and Cherupally Saikumar 

http://www.tnsroindia.org.in
http://www.ijert.org.


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

56813 
 

   
 
 

 
Fig. 5 Operation of the rebound hammer 

  
Graph 1: Compressive strength of concrete with 
4GFR Bars 

Graph 2: Compressive strength of concrete with 6GFR 
Bars 

  
Graph 3. Rebar hammer test results with 4 GFR Bars Graph 4. Rebar hammer test results with 6 GFR Bars 
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\ 
Everyone's health is a key issue and a top priority in today's environment. Due to their bad lifestyle 
choices, humans are susceptible to a wide range of ailments. Heart attacks and low oxygen levels 
primarily impact people due of subpar medical care and delayed diagnosis. This effort intends to prevent 
such premature deaths by utilising smart health monitoring that makes use of machine learning and 
IoT.In case of an emergency, the suggested solution features Thing Speak cloud communication with the 
doctor. This system includes a blood pressure sensing module, body temperature sensor, and pulse 
oximeter sensor (for measuring heart rate and oxygen level). These sensors are connected to the 
microcontrollers Arduino Uno and Raspberry Pi. Using the Internet of Things, the obtained patient 
results are continuously tracked and updated on the doctor's website and LCD.After completing these 
processes, a trained Machine Learning model is utilised to identify the patient's disease type.This 
approach forecasts both healthy conditions as well as two serious diseases: lung and hypertension. We 
can prevent unexpected deaths in persons with heart attacks and lung conditions by implementing all 
these elements. In a real-world setting, this suggested strategy has an approximate 86% accuracy rate. 
Additionally, the approach will help clinicians in remote monitoring during epidemic conditions like 
covid since raw medical data can be examined quickly. 
 
Keywords: remote health monitoring, managing epidemics, covid detection, machine learning, and Thing 
speak 
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INTRODUCTION 
 
Today, a person's unhealthy lifestyle is influenced by a number of things. These elements include, among others, 
unsound diets, bad eating patterns, and a lack of appropriate exercise. Due to their busy schedules, people may not 
have enough time to concentrate on their health. There are numerous health monitoring systems available to track 
the health state. The majority of methods currently in use analogue devices, with the output shown in CRO. An ADC 
and DAC are required for this technique in order to transform the output. Using the Raspberry Pi as a minicomputer, 
a cost-effective small solution is created to address these issues. A single Raspberry Pi was used to collect and 
process various patient parameters.Many of the flaws in the current methods are resolved by the suggested 
methodology. The Raspberry Pi used in the proposed system controls the sensor. The Internet of Things is then used 
to transmit the sensor data to the doctor's website (IoT). An ML model is used in this system to forecast diseases as 
well. For those who require emergency services and coordination, this proposed approach might be helpful. In this 
technology age, some people lack access to medical facilities. They lack access to necessary medications, 
transportation, and hospitals. The improvement of medical facilities in and around places where people do not have 
appropriate access to healthcare is the main driving force behind this suggested approach. 
 
Electronic sensors are used in the proposed system to measure patient health metrics. Health indicators including 
blood pressure, temperature, heart rate, and oxygen saturation are sensed when an electronic sensor is implanted in 
a patient's body and sent to the doctor via the cloud. The gathered data is examined using a trained Machine 
Learning (ML) model for disease prediction. The primary goal of the proposed work is to combine IoT and ML to 
create a reliable health monitoring system. The system can be used as an alternative to continuously monitoring 
patients. It also offers a low-cost method of increasing the accuracy of a health monitoring system. These are the 
significant contributions of the proposed work. 
 
Machine learning and IoT Technology 
There have been numerous literature research on patient monitoring systems. Additionally, healthcare datasets are 
being stored in the cloud to enhance patient and doctor communication. Artificial intelligence-based health 
monitoring systems that use stress and cancer detection are commonly used. The use of machine learning and IoT 
technology increases the accuracy of remote health monitoring. makes a suggestion for a productive health 
monitoring system.IoT technology is employed. The diagnosis of heart illness is the main topic. In the beginning, the 
clinician receives the crucial cardiac disease-related parameters through the cloud once they have been collected 
using biomedical sensors. The wireless sensor method was employed to gather data and conduct additional 
cardiovascular disease diagnosis.A suggested IoT-based clinic support system that incorporates ML and cloud 
computing. For the prediction and diagnosis of chronic renal disease, Particle Swarm Optimization and Deep Neural 
Network were utilised as classifiers experiments with real-time patient health monitoring using IoT technologies, 
bio, and ambient sensors. It is suggested to use a patient-cantered strategy for precise health diagnosis. Furthermore, 
data analysis employs fuzzy logic.A prototype for a remote patient health monitoring system using the Internet of 
Things and Raspberry Pi and Arduino is presented. The Raspberry Pi transmits the data to the cloud server. To 
depict the health parameters, an Android application was created .An IoT and sensor-based solution for a 
behavioural monitoring system .The system recognises the elderly's fragility and mild cognitive impairment. The 
approach may be used as an initial screening tool for early detection of cognitive deficits. In , a health monitoring 
system for students is suggested in order to evaluate their vital signs and behavioural changes. Machine learning 
classifiers are used to analyse and categorise data obtained from biosensors. When analysing the student condition, 
the SVM classifier performed better than other classifiers. The method for tracking chronic disease and patient well-
being is created in .Along with important parameters, their key areas of focus are diabetes, kidney disease, and heart 
failure. The wireless sensor mechanism used by this suggested system. A tracking system and Internet of Things 
monitoring of troop healthcare are being tested . 
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The suggested system  Architecture makes use of GPS and biosensors to monitor the soldiers' health indicators. 
These data were delivered to the control room using IoT. A cardiac prediction system using IoT is suggested]. The 
cardiac data is analysed for this prediction, and numerous ML algorithms were utilised to increase accuracy. A 
method for tracking patient health reports using a wireless network and an android mobile application was 
proposed in [1].It utilises real-time data and is suitable for usage in crisis situations. Both patients in hospitals and 
those receiving care at home will benefit from this system, which uses telemonitoring. The gathered information is 
kept on a server for further use. A survey was suggested in  for IoT and wireless sensor-based wellness monitoring. 
It is an effective method with all-around monitoring. Node deployment is more challenging with this strategy than 
with wired networks. Proposes a real-time health monitoring system that uses cloud and IoT technologies. For 
elderly people and chronic sufferers, this has several advantages. Additionally, quicker ways of system 
implementation are also examined. In  multiple bio-medical sensors were used to gather data on numerous factors, 
including temperature, breathing rate, heart rate, and body movement. The gathered data is processed on a 
raspberry pi, and the information is then saved in the cloud. Real-time patient health monitoring using a Raspberry 
Pi has been developed . 
 
Biosensors were used to gather data on the patient's health indicators, and a camera was used to take pictures of the 
person. After data gathering, it is transmitted over IoT to the doctor's website for quicker diagnosis. In [2-3], a cheap 
and transportable E-health monitoring service is suggested. In order to collect information from patients and 
transmit it via a mobile application, several biosensors, including oximeter, pressure gauges, and temperature 
sensors, were attached to Raspberry Pi computers. It is found that merging IoT and machine learning speeds up 
diagnosis and improves reaction times when compared to current methods.This section discusses the proposed 
health monitoring system's system architecture, process, and steps. System Architecture, first In the system  
temperature sensor is connected directly to the raspberry pi controller, followed by the blood pressure sensor and 
the pulse oximeter sensor (which provides data on both heart rate and oxygen level).The Raspberry Pi and Arduino 
controller communicate serially using the I2C protocol. The results are less accurate when a pulse oximeter sensor is 
interfaced with a raspberry pi, which is the underlying cause. As a result, an Arduino is attached to the Raspberry Pi 
as a slave to interface with the pulse oximeter sensor. The biosensor values are transmitted to the doctor's website. 
With the use of an ML model, the generated results are used to forecast fever, hypertension, and lung illness. B. 
Technique The process starts with training the machine learning model. To choose the best model for a publicly 
accessible dataset, a comparison of four machine learning methods was conducted. There are four classes in the 
dataset. The classes are lung illness (class 2), hypertension (class 2), fever (class 1), and normal (class 0). (class-3).200 
samples were collected for the ML model's training. There are 48 data for class 1, 55 data for class 2, and 47 data for 
class 3, making up the 51 normal data.The classification process involved the use of algorithms including Decision 
Tree Classifier, K-Nearest Neighbour Classifier, Gaussian Naive Bayes Classifier, and Support Vector Machine. 
When comparing these four methods, the SVM algorithm offers the highest level of accuracy. The results are 
proposed system control is then handed off to the hardware component, which consists of biosensors, controllers, 
and the cloud, when the ML algorithm has been finished. Real-time data collection is done with the aid of biosensors. 
DHT11 (Temperature Sensor), BP Sensor, and Pulse Oximeter Sensor are the biosensors (used for both heartbeat rate 
and oxygen level measurement).The Raspberry Pi and the Arduino microcontroller are both connected to the DHT11 
sensor, which is also connected to a pulse oximeter sensor. The Raspberry Pi and Arduino are then connected via 
serial communication. Utilizing the I2C standard, these controllers are connected to one another. Here, Raspberry Pi 
serves as the master while Arduino serves as the slave. These biomedical sensors capture data, which is then 
uploaded to the cloud. Thing Speak platform is utilised in this system as cloud storage. The Thing Speak website 
requires account access in order to upload data. 
 
For consultation and medicine, the doctor is given access to the website link. Real-time forecasts are then based on 
the gathered data. These real-time measurements are provided to the ML model as test data. The Raspberry Pi and 
Arduino are then connected via serial communication. Utilizing the I2C standard, these controllers are connected to 
one another. Here, Raspberry Pi serves as the master while Arduino serves as the slave. These biomedical sensors 
capture data, which is then uploaded to the cloud. Thing Speak platform is utilised in this system as cloud storage. 
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The Thing Speak website requires account access in order to upload data. For consultation and medicine, the doctor 
is given access to the website link. Real-time forecasts are then based on the gathered data. These real-time 
measurements are provided to the ML model as test data. In order to validate the samples in real time and deliver 
accurate results, the trained ML model is used. The ML model is built using the SVM classifier. The system outputs 
normal if the data contains normal values in accordance with learned values. Medical standards state that a person's 
body temperature should be 36 degrees Celsius, heartbeat should be 70 to 90 beats per minute, blood pressure 
should be 120/80 mmHg, and blood oxygen saturation should be 90 to 100 mmHg. This proposed system also 
forecasts illnesses including fever, hypertension, and lung disease based on the trained data. Workflow  C. The 
methodological following is an explanation of the steps: Start by connecting a USB cord to the Raspberry Pi and 
Arduino, then check sure the sensors are receiving the proper power.• Position the sensors on the patient's surface of 
the body.• The system displays "PLACE THE SENSORS PROPERLY" on the serial monitor if the sensor is not 
installed properly.• Following proper sensor placement, the vital signs (body temperature, blood oxygen saturation, 
and heartbeat). 
 
These bio-medical sensors are used to gather patient data (such as heart rate and blood pressure). • The gathered 
data will be shown on a serial monitor and a liquid crystal display (LCD).• The doctor will receive the parameters 
that have been gathered via IoT utilising the Thing Speak cloud.• The gathered data was used as testing data by the 
support vector machine classifier. The patient is employed to provide the real-time data in this instance. The heart 
disease dataset from Kaggle is used to train the SVM model. This system displays the status as "NORMAL" if the 
person has normal values. If not, it advances to the following class.• If the patient has a high body temperature and 
the system outputs "FEVER." 
 
• If the patient's pulse rate and blood pressure are high in the subsequent class, the system will indicate that they are 
in "Hypertension."• Hypertension occasionally just affects blood pressure readings. If the patient has low blood 
oxygen levels, the system indicates that they have lung disease.• The values in the dataset are used to generate the 
model. If the measured values differ significantly, the device displays "Consult Your Doctor" on an LCD screen 
shows the system's workflow. 
 
Patient's health 
The hardware design is the apparatus seen above monitors a patient's health by taking readings of their temperature, 
blood pressure, heart rate, and SPo2 level. For conditions like hypertension and pulmonary illness, there is an about 
85% success rate between the observed and actual data. Hardware configuration and parameter measuring in AI, 
respectively, the results for a normal and abnormal person are displayed. Respectively, exhibit the parameters that 
were measured for normal and atypical people. The data that was shown in a cloud. 
 
Protocol for Serial Communication (B)Serial connection between a raspberry pi and an Arduino microcontroller is 
made possible using the I2C protocol. Data is gathered by the Arduino and delivered to the Raspberry Pi. The one 
master, many slave idea, which allows the master controller to link with multiple slave controllers via the I2C 
protocol, is a key benefit of this technology. Real-time data processing is where it is most frequently used. Real-time 
data validation An accuracy of 86% is achieved from Table IV while validating the proposed method on real-time 
data. The test phase of the SVM classifier accepts the patient data that was gathered in real time as input. For the 
testing phase's input, 38 samples are used.33 of the 38 samples are accurately detected by the system out of the total 
38 samples. Comparing the suggested method to the current health monitoring methods, it offers greater accuracy. 
 
Applications in Intelligent Hospital Pharmacy Decision-Making System 
The health of the elderly must be prioritised in a society that is getting older. Medication safety in particular is 
essential to the health care system as a whole. Consequently, integrating machine learning and data analysis to 
deliver effective services is a crucial topic. As a result, the goal of this project is to combine pharmaceutical services 
with information technology to create a pharmaceutical management information system for data analysis and 
visualization activities. Additionally, a number of smart health care management indicators are integrated, such as 
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reminders for managing medication shortages, clinical side effects and abnormal events, and patient service elements 
like waiting times for medications, in order to meet monitoring objectives through real-time online alerts. Making 
decisions is made simpler by graphical management information. Additionally, the suggested system allows access 
to management data on pharmaceutical events via mobile devices and real-time updates. One of the most significant 
patient safety objectives is to increase drug safety. Medication administration is a crucial component of the total 
pharmaceutical operation in hospital assessment and appraisal initiatives. Because clinical care is more convenient 
because to information technology, patients can get better care. The usage of decision support systems (DSSs) in the 
pharmaceutical or medical industries is growing. A DSS was put forth by Exarchos, Goletsis, and Fotiadis to forecast 
oral squamous cell cancer recurrence [3].Based on the patient's prior data and the doctor's experience, you and your 
colleagues presented a medication DSS to calculate a patient's medication dosage and medication cycle [4]. 
 
Hospital Assessment 
By utilising a case-based fuzzy cognitive map, Douali, Dollon, and Jaulent created a DSS for predicting gestational 
diabetes [5].Sheng, Li, and Wong suggested using information from pharmacogenomics, personal genome profiles, 
and medication sensitivity to forecast how each patient will react to specific medications.Patients can successfully 
use their medication DSS to choose the appropriate prescription [6].Critical elements of medical care include 
pharmaceutical services.An automated approach was created by Maniyar et al. to detect medication responses .For 
the purpose of arriving at an appropriate prescription decision, Hijazi, Obeid, and Sabri created logical foundations 
[7-9].A drug-pregnancy alerting system was created by Wardhani, Mengko, and Setiawan to guard against 
medication delivery mistakes in expectant patients . Drug application safety may be guaranteed if the information 
system is employed for online real-time warning and tracking for reminders of medication shortage management, 
clinical side effects and abnormal events detection, and waiting time. 
 
Planning and design, part two The proposed system performs three tasks: graphical management interface 
framework determination, smart pharmaceutical information event warning, and management indicator design and 
confirmation. Designing and validating management indicators. The patient service dimension and the standard 
tracking dimension make up the information sources needed by the graphical management interface. Patient service 
dimensions are used to keep track of things like patient wait times, medical side effects, and clinical anomalies. The 
standard tracking dimension includes information on medication management, pharmaceutical pricing adjustments, 
pharmacist availability, information on pharmacist-packaged medications, and other detailed data. 
 
B. Determination of the graphical management interface framework To aid pharmaceutical management decision-
making and save hospital costs, the graphic styles and content displayed on the graphic management interface are 
chosen and put into practise. The decision information dashboard, the normal information dashboard, and the 
abnormal record dashboard are the three sub-items of the graphic management interface. A selection of pertinent 
pharmaceutical cost control statistics, including total pharmaceutical labour costs, total drug costs, available 
manpower, and total hours, are displayed on the decision-making dashboard. The abnormal record dashboard gives 
statistics or analytical findings of abnormal record events such as clinical abnormal events, whereas the normal 
information dashboard displays status information such as on-duty pharmacy staff, average medication waiting 
time, and average medication reserve amount.C. Intelligent pharmaceutical event warning Early alerts for smart 
pharmaceutical information events are sent using machine learning or deep learning techniques. This makes it easier 
to take early warning measures in response to unusual events so that managers who make decisions can learn more 
in advance and lessen the chance of emergencies. Reminders for managing prescription shortages, clinical side 
effects events, and clinical abnormal events are the three sub-items under this future development. Machine learning 
is used to create reminders for managing medicine shortages. This is done by utilising historical data on the rate of 
drug consumption to anticipate when to remind managers to order specific medications and in what quantities. As a 
result, the price of medicine hoarding is decreased.Clinical side-effect events are conclusions about the likelihood of 
clinical side-effects based on the records of past clinical side-effects, followed by a choice on whether to give early 
warnings.A clinical abnormal event is defined as the estimation of the probability of clinical abnormal events based 
on the records of previous clinical abnormal events, followed by a choice about the issuance of early warnings. 
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Smart health care 
Real-time online early warning and standard tracking are accomplished for monitoring targets in the proposed 
system by combining smart health care management. The system's graphical management information system 
facilitates decision-making. Mobile devices can access the content since real-time updates of pharmacological events 
and related management information are enabled. 

 
CONCLUSION  
 
The proposed work offers a more effective method of keeping track of the patient's medical system. It primarily 
focuses on using ML, IoT, and cloud services for patient monitoring. The accuracy of the decisions is increased using 
ML.Additionally, the system can be utilised as a sophisticated real-time patient monitoring system equipped with 
IOT to keep track of a patient's vital signs such body temperature, blood pressure, heart rate, and oxygen saturation. 
Based on the supplied results, appropriate drugs are recommended. In the event of any abnormalities, this 
technology delivers the collected data to the doctor via the cloud for consultation. It reduces the expense of health 
monitoring and allows patients to use the existing medical resources. Additionally, the effort will make it easier for 
doctors to acquire patient information and can help doctors and nurses in epidemic scenarios like covid since raw 
medical data can be analysed in a hurry.In the future, telemedicine and wearable sensor technology may be used for 
remote health monitoring. 
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In today’s digital environment, healthcare has turned into a data-driven industry. A commonuse of data 
in healthcare based on clinical data, domain knowledge & machine learning in order to assist doctors and 
medical professionals to detect any critical situation or errors during the treatment of patients as well as 
to improve healthcare decision. For this purpose, collection of data is very crucial with regards to 
healthcare data analytics. In this paper discussed about Data Mining techniques, Machine learning and 
deep learning techniques involved in healthcare domain, and research challenges in healthcare analysis. 
 
Keywords: Healthcare analytics, e-health records, Machine Learning, Deep Learning, challenges 
 
INTRODUCTION 
 
Healthcare is a wide area that encompasses numerous practical areas, such aspatient management, diagnosis of 
illnesses, health records tracking, telemedicine,patient engagement, and so forth. Healthcare is growing very rapidly 
by adopting thelatest technologies and providing various healthcare services to people. Thedigitizationof the 
healthcare industry provides various services and supports to physicians, clinics, laboratories, hospitals, and the 
major healthcare providers. In the last decade,tremendous changes have happened in the modern healthcare 
domain. These changesinvolve the advancement of the medical system and healthcare services as a result 
ofinnovative technologies [6]. The main goal of the healthcare system is to improve thepatients' health and provide 
enhanced service to patient’ssatisfaction.The key objective or the most significant function in the healthcare 
industryis the disease diagnosis that involves the tracking of medical history, analysis ofmedical data and identifies 
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the presence of disease. The field of healthcare makes useof Clinical Decision Support System (CDSS) in the disease 
diagnosis. The healthcare dataincludes patient medical history, diagnoses, vital signs, billing data, and 
radiologyimages and such data are collected from various sources. Hence, the healthcare data arein different forms 
and voluminous in nature, which necessitates the application of dataanalytics in healthcare. Data analytics plays a 
role significant role of knowledge extraction from the enormous amount of healthcare data. 
 
The goal of improving the healthcare quality, advancing research, managingrisk, or anything in between, needs 
access to the large volume of data. However, onlyhaving the data won’t provide any useful information unless there 
is a systematic wayto organize, analyse and interpret the data. This signifies the importance of dataanalytics 
inhealthcare. The analytical techniques are not onlyused to make sense ofthe previous medical data but also predicts 
signs of patients’ future health, for thebenefit of the entire healthcare community. In the healthcare data analysis 
severaltechniques and methods are applied to extract the useful information for making clinicaldecisions, disease 
diagnosis and other medical applications. 
 
Among the various data analytic methods available, Machine-Learning (ML)techniques are indispensable to the data 
analytics in healthcare organizations toimprove medical data analytics. The ML algorithms have the potential to 
extractinformation from clinical notes and charts more quickly and accurately than manualreview processes and 
become smarter as they are applied to more health records.Machine learning application in healthcare data analytics 
have achieved significantresults in various tasks, namely disease diagnosis, chronic disease prediction, 
etc.Meanwhile, in the immediate past, Deep-Learning (DL) techniques (i.e., machinelearning with deep neural 
network architecture) have seen rapid improvements in thefield of healthcare. The key applications of deep learning 
in healthcare are medicalimage segmentation, signalprocessing, and analysing the clinical text using naturallanguage 
processing. 
 
Data Mining In Healthcare Analytics 
Healthcare analytics can be defined as the collection of health data from varioussources and perform analysis on 
these medical data that helps in decision-making.Healthcare analytics are applied to vital areas like clinical data, 
medical expenditure,patient behaviour, and medications on both macro and micro levels that can 
effectivelystreamline operations, enhance patient care, and reduce overall costs. The area ofhealthcare analytics is 
currently transforming from the simple descriptive analyticstoward the more advanced diagnostic, predictive,and 
prescriptive health analytics [12].Very shortly, healthcare industry used the primary level of healthcare analytics 
such asdescriptive and diagnostic analytics, to perform analyses on different healthcareservices data, will utilize the 
sophisticated level of predictive and prescriptive healthanalytics in the complex tasks [8]. Discovery healthanalytics 
[10], a sophisticated typeof data analytics that supports to discover new scientific facts from the healthcare data.To 
reveal new truths, the analysis involves enormous amounts of data with full detailin order to learn new insights and 
relationships. Fig 1 shows the four types of analytics that are applied in the healthcare analytics. 
 
Descriptive Analytics 
Descriptive analytics uses methods such as data aggregation, data mining to get a prior knowledge of the health of 
the individual. The descriptive study facilitates the learning of a great deal of evidence from these health data. The 
most convenient basic level of data analytics is descriptive analytics that just describe the data with no further 
reasoning and discovery of knowledge [8]. Descriptive analytics are broadly used in making simple clinical 
decisions. 
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Diagnostic Analytics 
Diagnostic health analytics pinpoints the cause of diseases. It demands a broad study and guided analysis of the 
existing data to find the root causes of a problem. In addition, diagnostic analytics needs a better understanding of 
input factors and functional processes on performance indicators. [11]. 
 
Predictive Analytics 
Predictive health analytics is than aforesaid types of analytics. It scrutinizes known readings and indicators to make 
predictions. The previously collected patients’ data such as length of stay, whether a patient require surgery or not 
and the same help to predict certain changes or outcomes. [3]. 
 
Prescriptive Analytics 
Prescriptive analytics in healthcare plays an important part in decision making about possible alternatives. comes 
into action when decisions have to be made regarding a wide range of feasible alternative. It helps the healthcare 
professionals to predict the problems and act in advance to handle it. The success of prescriptive analytics relies on 
the key elements like usage of hybrid data and situation bound adaptive [3]. 
 
Categories of E-Health Records 
 
Electronic Health Records (EHR) 
EHR is a kind of electronic records that contains individual personhealth related information. It is responsible to 
store the information related tothe physicians and clinicians based on health care organization. It alsomaintains 
health record and share the data access in the electronic format [1]. Fig 2 shows the different types of data in HER. 
 
Personal Health Records (PHR) 
PHR is a collection of health-related information from individual patients. It isresponsible for enabling data 
manipulation, access and transmission in an authentic, secure and private way for customers and patients [14]. 
 
Mobile Health (MHealth) 
MHealth is the emerging network topology and mobile communication used especially for healthcare systems which 
is shown in fig 3. It is essential to help patient health information fastly so as to reduce the additional cost by 
avoiding unnecessary hospital visits [4]. For quick diagnosis, the patient uses a tracking device to monitor the 
symptoms in real-time with the help of experts or doctors [5] [9]. 
 
Machine Learning for Healthcare Analysis 
Machine learning is employed in several specialties of medicine such as radiology, cardiology, oncology, and 
ophthalmology [7]. Despite advancement made in healthcare Information and Communication Technologies, still 
there is a necessity innovation in healthcare. In healthcare, ML techniques are applied to extract the key features and 
learn the complex patterns from these medical data for various applications of healthcare. The major applications of 
machine learning in the healthcare domain are: 
 Disease Diagnosis/ identification 
 Personalized Treatment 
 Drug Discovery 
 Radiology and Medical image process 
 Electronic Health Record Analysis 
 Epidemic Outbreak Prediction 
 
Deep Learning for Healthcare Analysis 
Deep learning is introduced to overcome the challenges in analysis of medical images and learns the key features 
from the images. The Convolution Neural Network (CNN) is the popular deep neural network model for medical 
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image analysis, namely segmentation of organs, image, tumor detection and image reconstruction [13]. The 
Recurrent Neural Network (RNN) is used to analyse the temporal data like prediction of patient readmission, 
activity monitoring using wearable sensors and devices [2].Deep learning models can analyze electronic health 
records (EHR) that contain structured and unstructured data, including clinical notes, laboratory test results, 
diagnosis, and medications at exceptional speeds with the most possible accuracy.Deep learning in healthcare has a 
huge impact and it has enabled the sector to improve patient monitoring and diagnostics. The top pathbreaking 
applications of deep learning in healthcare are: 
 Drug Discovery 
 Medical Imaging and Diagnostics 
 Simplifying Clinical Trials 
 Personalized Treatment 
 Improved Health Records and Patient Monitoring 
 Health Insurance and Fraud Detection 

 
Research Challenges in Healthcare Analysis 
Healthcare domain industry inferred that there exists a lot of scope for further research in the area of Sentiment 
analysis in real-time healthcare data sets, cluster analysis of patient cohorts, development of interactive systems for 
appropriate survivability predictions of diseases, and classification task by using transfer learning. These 
investigations are carried out by adopting various techniques. These techniques and the challenges in implementing 
them are summarized as follows: 
 Sentiment Analysis 
 Cluster Analysis 
 Classification and Survivability Prediction 
 
Sentiment Analysis  
The Sentiment analysis in healthcare influences text mining, and natural language processing is used to analyze the 
texts acquired through reviews, social media platforms, and surveys. There is a huge accessible volume of 
information obtained from patients online, such as social media, personal blogs, in which people exchange their 
views on various medical issues. The polarities in this sentiment analysis are categorized into positive, negative, or 
neutral and this can be achieved by opinion mining and it is a natural language processing task thatemploys an 
algorithmic methodology to detect opinionated information. The common challenges to transform the raw data into 
a representative numeric shape such as removing theURLs, stop words, Stemming and Lemmatizing,transform the 
text into numeric tensors. Due to its improved performance over conventional feature-based techniques and 
automatic feature extraction, deep learning algorithms have been particularly successful in doing sentiment analysis. 
As a result, there is possibility for research into the application of sentiment analysis techniques to gather and 
analyse the thoughts of billions of people on health-related issues and derive insightful conclusions. As a result, the 
sentiment analysis's findings must be clear-cut and useful for making decisions in the healthcare industry. 
 
Cluster Analysis 
It is usually employed as a mathematical approach that aids in the detection of hidden structures and clusters in 
large data sets. The K-Means clustering technique is the most suitable algorithm for cluster analysis. The benefit of 
using this clustering is that the results are less prone to outliers in the data. The chosen distance metric used here can 
evaluate incredibly large datasets. Clustering techniques have been extremely useful in the healthcare industry for 
the early diagnosis and prediction of diseases. It is faster, sufficient, reliable, and provides cost-effective healthcare 
delivery to patients. As a result, the cluster analysis is utilised to pinpoint complex patient subpopulations that could 
profit from specialised care management techniques. 
 
Classification and Survivability Prediction 
An enormous amount of digital medical data is available, but it is also complex in its structure using the traditional 
software. Several factors contribute to the inability of conventional programs in dealing with these databases, 
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available in a variety of formats, which may be longitudinal, noisy, and multifaceted, including the vast diversity of 
standardized and unstructured data such as doctor reports, patient history, medical diagnostic images, Magnetic 
Resonance Imaging (MRI), Computed Tomography (CT) and RGB images. 
 
CONCLUSION 
 
This research work describes the various aspects of healthcare analysis system that takes the different kinds of 
medical data in various forms such as text, numeric, image and video data to perform analysis that can support the 
clinical decision in healthcare. Analysis of these complex healthcare data requires potential techniques to explore 
more insight into the data and learn the disease patterns and other features. It is observed from the review that Data 
Mining, Machine Learning, Deep learning techniques play a vital role in the classification of medical data. 
 
REFERENCES 
 
1. Cowie, MR, Blomster, JI, Curtis, LH, Duclaux, S, Ford, I, Fritz, F, Goldman, S, Janmohamed, S, Kreuzer, J, 

Leenay, M & Michel, A. Electronic health records to facilitate clinical research, Clinical Researchin Cardiology, 
vol. 106, no. 1, pp. 1-9. 

2. F. Ali et al., “An Intelligent Healthcare Monitoring Framework Using Wearable Sensors and Social Networking 
Data,” Futur. Gener. Comput. Syst., vol. 114, pp. 23–43, 2021. 

3. J. Lopes, T. Guimarães, and M. F. Santos, “Predictive and Prescriptive Analytics in Healthcare: A Survey,” in 
Procedia Computer Science, Jan. 2020, vol. 170, pp. 1029–1034, doi: 10.1016/j.procs.2020.03.078.  

4. Kao, CK & Liebovitz, DM 2017, ‘Consumer mobile health apps: current state, barriers, and future directions’, 
PM&R, vol. 9, no. 5, pp. S106-S115. 

5. Kharrazi, H, Gonzalez, CP, Lowe, KB, Huerta, TR & Ford, EW 2018, ‘Forecasting the maturation of electronic 
health record functions among US hospitals: retrospective analysis and predictive model’, Journal of Medical 
Internet Research, vol. 20, no. 8, p. e10458. 

6. Lashari, Saima & Ibrahim, Rosziati & Senan, Norhalina & Taujuddin, Nik. (2018). Application of Data Mining 
Techniques for Medical Data Classification: A Review. MATEC Web of Conferences. 150. 06003. 
10.1051/matecconf/201815006003 

7. M. Ferdous, J. Debnath, and N. R. Chakraborty, “Machine Learning Algorithms in Healthcare: A Literature 
Survey,” in 2020 11th International Conference on 168 Computing, Communication and Networking 
Technologies (ICCCNT), 2020, pp. 1–6 

8. M. Khalifa and I. Zabani, “Utilizing Health Analytics in Improving the Performance of Healthcare Services: A 
Case Study on A Tertiary Care Hospital,” J. Infect. Public Health, vol. 9, no. 6, pp. 757–765, 2016.  

9. Muinga, N, Magare, S, Monda, J, Kamau, O, Houston, S, Fraser, H, Powell, J, English, M & Paton, C 2018, 
‘Implementing an opensource electronic health record system in Kenyan health care facilities: case study’, JMIR 
Medical Informatics, vol. 6, no. 2, p. e22. 

10. Ray, R. (2018). Advances in Data Mining: Healthcare Applications. International Research Journal of 
Engineering and Technology (IRJET), 3738 –3742. 

11. S. Poornima and M. Pushpalatha, “A survey on various applications of prescriptive analytics,” Int. J. Intell. 
Networks, vol. 1, pp. 76–84, 2020  

12. Shan, Z., & Miao, W. (2021). COVID-19 patient diagnosis and treatment data mining algorithm based on 
association rules. Expert Systems, March, 1 –13. https://doi.org/10.1111/exsy.12814 

13. T. G. Debelee, F. Schwenker, A. Ibenthal, and D. Yohannes, “Survey of Deep Learning in Breast Cancer Image 
Analysis,” Evol. Syst., vol. 11, no. 1, pp. 143– 163, 2020. 34 

14. Woollen, J, Prey, J, Wilcox, L, Sackeim, A, Restaino, S, Raza, ST, Bakken, S, Feiner, S, Hripcsak, G & Vawdrey, D 
2016, ‘Patient experiences using an inpatient personal health record’, Applied Clinical Informatics, vol. 7, no. 2, 
p. 446. 

 

Kowsalya et al., 

http://www.tnsroindia.org.in
https://doi.org/10.1111/exsy.12814


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

56826 
 

   
 
 

  
Fig. 1. Types of Analytics applied in the Healthcare 
domain 

Fig. 2. Different kinds of Data present in EHR 
 

 
Fig 3. MHealth 
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Polycyclic aromatic hydrocarbons (PAHs) are the most prevalent environmental pollutants.  PAHs are a 
large group and widely disturbed organic compounds comprised of two or more fused benzene rings 
arranged in several configurations.  These natural and anthropogenic hazardous pollutants are highly 
noxious to microorganism as well as to higher system including humans, moreover it may reduce the 
biodiversity of natural ecosystem. Among the different methods involved in the remediation of PAHs, 
bioremediation is a hopeful technique for treating contaminated site. A wide variety of microbial species 
have the potential to transform PAHs.  But several studies indicated fungi can transform the structure of 
PAHs in the complex environment.  Fungi perform a major part in the reclamation of environmental 
pollutant and due to their stout morphology and assorted metabolic activity.  Moreover, most of the 
polluted environment are mainly represented by the phylum Ascomycota and are termed as a block box.  
They play a key role in the alteration of xenobiotic compound via intracellular enzymatic system 
(cytochrome P450 - CYPs). 
 
Keywords: Polycyclic aromatic hydrocarbons (PAHs); Bioremediation; Fungi; Environmental factors; 
Ascomycetes 
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INTRODUCTION 
 
Petroleum hydrocarbons, which comprises of both aliphatic and aromatic types, pose wide spread environmental 
problems. Both the forms of noxious elements are recalcitrant in nature. Although simple aliphatic hydrocarbons are 
transformed by microorganisms, large branched ones and polycyclic aromatic hydrocarbons are tough to remediate 
(Sawulski et al., 2014; Al-Hawash et al., 2018).  Polycyclic aromatic hydrocarbons (PAHs) which are unique pollutants 
of the ecosystem were identified by a Physician John Hills, who reported extra ordinary occurrence of nasal cancer in 
tobacco users (Ghosal et al., 2016). PAHs are expelled into the air due to partial burning of organic matter either 
naturally (e.g. forest fires) or anthropogenically (e.g. heating and incineration (Johnsen et al., 2005).  Health and 
wellbeing of many natural ecosystems have been adversely impacted as a result of anthrophogenic activities.  The 
USEPA has listed 16 priority PAHs (Xu et al., 2013). PAH’s are transformed to secondary pollutants (highly toxic 
nitrated PAH compounds) on reacting with other primary pollutants like ozone and NOx (Park et al., 2001; Zheng et 
al., 2020). It undergoes chemical reactions like oxidation, photolysis, volatilization and adsorption once released into 
the environment. The carcinogenicity of PAH’s increases with increase in molecular weight.   
 
An increase in molecular weight also imparts resistance to oxidation and reduction, a decrease in acute toxicity and a 
decrease in vapor pressure (Akyuz and Cabuk, 2010; Kim et al., 2013). Hydrophilicity of PAHs decreases with 
additional rings and lipophilicity increases owing to which it is highly soluble in organic solvents (Abdel-Shafy and 
Mansour, 2016).  PAH’s damage and alter the soil biota, causes infertility in wildlife, neurotoxicity and enter into 
food chain causing bio magnification effects (Grannas et al., 2013; Zheng et al., 2020; Rodrigues et al., 2015; 
Balasubramaniyam, 2015; Collins, et al., 2006; Ramesh et al., 2011; Leach et al., 2020). Bio amplification of PAH’s 
through food chains damages human health and the ecosystem (Chen et al., 2014).  Other deleterious effects include 
immune toxicity (Xie et al., 2017) carcinogenicity, mutagenicity and disruption in the immune defenses in organisms 
like Crassostrea gigas (Bado-Nilles et al., 2008), Pecten maximus (Hannam et al., 2010), Haliotis diversicolor 
(Gopalakrishnan et al., 2011) and Mytilus edulis (Hoher et al., 2012; Xie et al., 2017).  PAH’s may covalently attach to 
DNA, RNA and proteins and the level of interaction between PAHs and DNA relates to the grade of carcinogenicity 
(Marston et al., 2001; Santarelli et al., 2008; Ghosal et al., 2016).   Bioremediation is a developing tool in Environmental 
Microbiology which can tackle this anomaly using a range of organisms from microorganisms to plants.  These 
organisms may use individually or collectively apply various techniques like degradation, accumulation and 
immobilization to reduce these pollutant levels in the environment (Treu and Falandysz, 2017). 
 
Factors affecting the biodegradation of PAHs 
Several factors affect the reclamation of environmental contaminants and different studies have reported various 
factors which influence degradation of PAH’s. The biodiversity of microbes in environment is one of the most 
notable factors followed by temperature, pH, oxygen, nutrient availability, bioavailability and hydrophobicity. These 
conditions are not the same everywhere and so there is an apparent inhibition or acceleration of biodegrading 
microorganisms (Al-Hawash et al., 2018).  
 
pH 
pH plays a vital role in all biological processes and hence affects microbial growth and metabolism. Most 
microorganisms favor a neutral pH for normal activity. However the optimum pH for PAH degradation is different 
for each microorganism. While most microorganisms remediate in a near neutral pH condition, few can degrade at a 
slightly alkaline and yet some others at an acidic.  But the pH of most PAH contaminated sites are far from neutral. 
In an abandoned gasworks site the leaching of construction material can contribute to an alkaline setting whereas in 
sites where there is coal the leaching can give rise to an acidic condition owed to the oxidation of sulfides. These 
alkaline or acidic conditions may hinder microbial proliferation and metabolic activities resulting in a decrease in 
biodegradation of PAH’s (Ghosal et al., 2016).  
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Temperature 
Another crucial factor necessary for successful remediation of petroleum contaminated sites is optimum 
temperature. Temperature alters both the physical state of hydrocarbons as well as the metabolic activities of 
microbes. As temperatures increases, the solubility of the hydrophobic compounds increases, viscosity decreases, 
enhances dispersion and relocation of long chain n-alkanes from solid to water phase.  In Polar Regions where the 
temperature is subzero there is a decrease in enzymatic activity of microbes an increase in the viscosity of PAH’s, 
decrease in water solubility and reduction in the volatilization of toxic short chain alkanes (Varjani, 2017).   An 
increase in temperature facilitates bioavailability of PAH’s and increases degradation efficiency.  With increasing 
temperatures and reduction in the oxygen levels the primary pollutants are transformed into more toxic secondary 
compounds which further decreases the biodegradation rates of PAH’s (Al-Hawash et al., 2018).  Most 
biodegradation studies of PAH’s carried out under moderate temperature conditions but there are reports of 
biodegradation even at very high temperatures. Higher degradation rates were observed temperature ranges of 30-
40°C, 20-30°C and 15-20°C in soils, fresh water and marine environments, respectively.  Photo oxidation is reported 
to increase the biodegradation of petroleum hydrocarbons due to their bioavailability and enhanced microbial 
activity (Nilanjana Das and Preethy Chandran, 2011).   
 
Oxygen 
Oxygen is another intense factor which affects o remediation of petroleum contaminated sites.  It performs as a co-
substrate and rate limiting factor in the degradation of PAH’s. Oxygen availability in soil depends on microbial 
consumption rate, type of soil, water-logging capacity of soil and the presence of usable substrates. Bioconversion of 
organic pollutants can take place both in aerobic and anaerobic conditions, but majority of bioremediation studies 
have focused in aerobic conditions. Increased oxygen penetration helps speed up PAH degradation since oxygen is 
required to split aromatic rings ().  Anaerobic conditions do support degradation of PAH’s but the rates were 
negligible.  Aerobic degradation was comparatively faster than anaerobic biodegradation (Grishchenkov et al., 2000; 
Al-Hawash et al., 2018). Aeration of soils can be attained through drainage, tilling, addition of chemicals that 
discharge oxygen and inoculation of air to the polluted site. In situ studies conducted in an aquifer polluted with 
phenols, BTEX compounds and PAH’s used the method of circulating sodium nitrate as the oxygen source, via a 
serious of injection and abstraction wells (Bewley and Webb, 2001; Ghosal et al., 2016). Three soil scenarios are 
required for remediation of petroleum hydrocarbons namely, (i) consumption of oxygen (ii) penetration distance (iii) 
cleanup time.    Abundant environmental  factors such as temperature, pH, nutrient concentration, soil moisture, 
types of hydrocarbons, microbial densities and soil types affect consumption of oxygen by microbes during the 
degradation of PAH’s. 
 
Nutrients 
The availability of nutrients in contaminated sites is another important factor affecting bioremediation. Bio-
augmentation in nutrient deficit sites is a prerequisite to kindle microbial growth and speed up remediation of 
pollutants. The low level of nitrogen and phosphorus in marine environments lead to reduced biodegradation of 
PAH’s. Nutrients fall under three categories – macro, micro and trace elements which is required for optimal 
metabolism and growth of microorganisms. However excess nutrient availability also inhibits bioremediation of 
pollutants. A study on the best nutritional composition for bioremediation of PAH contaminated soils revealed that 
minerals like nitrogen, phosphorus and iron are essential in a lesser quantity than carbon. Nitrates have been 
reported to be a basis of nitrogen for growth and bio surfactant production by microorganism (Toda and Itoh, 2012; 
Varjani, 2017).  The petroleum polluted sites when treated with nitrogen, the growth rate of microbes and 
hydrocarbon degradation rate increases due to decrease in the lag phase of microbial growth and increase in 
microbial population. Kalantary et al., (2014) reported that macronutrients like nitrogen and phosphorus constitute 
14% and 3% of microbial dry weight.  The optimum ratio of C: N: P which promotes microbial growth is 100:10:1.  
However microbial inhibition is caused by excessive nitrogen in soil.  High NPK concentrations inhibit the 
biodegradation of hydrocarbon pollutants by inhibiting microbial growth.  Nitrogen demand is comparable to 
biological oxygen demand and is an important parameter in the biodegradation of hydrocarbons (Zhao et al., 2011; 
Dias et al., 2013; Varjani 2017).    
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Bioavailability 
Bioavailability in environmental applications denotes to the availability of organic and inorganic contaminants in soil 
systems of the organism for uptake.  Chemical factors like hydrophobicity and volatility, soil properties, 
environmental conditions and biological activity affect bioavailability of pollutants (Varjani 2017).  Many physico-
chemical processes like sorption-desorption, diffusion and dissolution of a contaminant control the bioavailability of 
a contaminant. Since mass transfer is a controlling factor, improved microbial alteration capacities will not cause 
improve biotransformation rate.  Ageing or weathering leads toreduction of bioavailability in the progress of time. 
The use of surfactants can be used to overcome the reduction in bioavailability of contaminants for microbial 
degradation (Boopathy, 2000).  Many studies report less or ineffective degradation of PAHs in polluted sites owing 
to absorption of PAHs in black carbon and coal-tar substrate thereby decreasing its bioavailability (Hong et al., 2003; 
Cornelissen et al., 2006; Benhabib et al.,2010; Rein et al., 2016; Ghosal et al., 2016).   
 
 The degradation of hydrocarbon pollutants by microbial cells takes place through (a) contact of microbial cells with 
hydrocarbons in aqueous phase (b) direct contact of cells with hydrocarbons and (c) interaction of cells with 
hydrocarbons droplets much smaller than cells (Kavitha et al., 2014; Varjani, 2017).   Organic matter in the soil greatly 
affects the bio availabilities and mobilities of PAHs (Godoy et al., 2016).  Factors like pH, microbial diversity and 
extent of hydrocarbon deterioration is significantly affected by limitations in the bioavailability of hydrocarbons (Al-
Hawash et al., 2018).  As mentioned earlier the bioavailability of PAH contaminated sites is affected by 
sorption/desorption process.  Initially sorption increases the organic concentration in micro porous regions and 
impermeable zones and later desorption and immobile zone diffusion occurs before biodegradation proceed. The 
complete rate of bioremediation can be restricted or even controlled by this mass transfer process and not by the 
degrading microorganism.  Due to the high liphophilicity of petroleum hydrocarbons their bioavailability after 
ingestion and inhalation is very significant.   
 
Electron Acceptor 
Oxygen’s role is as an electron acceptor which enhances the remediation mechanism and thereby improvesaerobic 
biodegradation process (Abbasian et al., 2015).  But supplying sufficient oxygen to support degradation of 
hydrocarbon is problematic and costly (Boobathy, 2000).  In oxygenase catalyzed reactions the substrate is oxygen.  
In anaerobic reactions alternative electron acceptors namely, sulphate, nitrate, iron (III), manganese (II) or carbon 
dioxide are used (Weelink et al., 2009; Wilkes et al., 2016; Varjani, 2017). 
 
Broad-spectrum of Fungi  
Some of the most important organisms which contribute massively to the bioremediation of PAH’s belong to the 
kingdom fungi. The five different phyla of fungi colonies almost all ecosystems and can live even in extreme climatic 
conditions with wide ranges of temperature and pH, contributing to the proper functioning of the ecosystem 
(Rouphael et al., 2015; Frac et al., 2015; Frac et al., 2018). Aspergillus (Diaz-Ramirez et al.,2013) and Candida (Fan et al., 
2014; Borowik et al., 2017) has been shown to effectively remove petroleum products from the soil. Fungi present in 
petroleum contaminated soil will aid in the degradation PAH’s and are thus beneficial to the environment. Fungi on 
the other hand when present in petroleum tanks cause the deterioration of the product and is thus detrimental in 
nature (Bentoa and Gaylardeb, 2001; Borowik et al., 2017). Fungi can initiate the transformation of hazardous 
materials in the ecosystem without the addition of nutrients and hence is a prominent bioremediation tool. They are 
heterotrophic in nature using one of the four modes of nutrition- saprophytic, parasitic, symbiotic and predative. 
Identification of highly diverse phylotypes of fungi isolated from natural, PAH and heavy metal contaminated sites 
have been possible due to the employment of advanced techniques such as high throughput Next Generation 
Sequencing (Baldrian et al., 2016; Mundra et al., 2016; Schimann et al., 2017; Bourceret et al., 2016; Crognale et al., 
2017).  Fungi found in the soil can be classified into three groups depending upon the role they play such as (i) 
Biological controllers ii) Ecosystem regulators and iii) Species participating in organic matter decomposition and 
compound transformation (Frac et al., 2018). 
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Fungal Bioremediation 
In recent years more and more researchers have started using fungi as a potential tool in bioremediation of 
pollutants. Fungi can catabolize diverse substrates since it is one among the primary decomposers of organics 
(Wisecaver et al., 2014).  Fungi are also excellent chemical engineers and can be used for producing metabolites like 
amino acids, small peptides, pigments and antibiotics, moreover intermediates can be incorporated in their growth 
cycles (Hoffmeister and Keller, 2007; Kohlhaw, 2003; Boonchan et al., 2000; Czaplicki et al., 2018). Fungal mycelium 
can ideally penetrate soils and access soil pore spaces. Compared to bacteria, fungi are more resistant to high 
concentration of toxins and can thrive in extreme climatic conditions (Gadd and Gadd, 2001; Treu and Falandysz, 
2017).  They proliferate through the distribution of spores in the air and also aid in preserving the stability of 
ecosystem.  Many reports have shown the contribution of various promising enzyme systems when fungi are wide-
open to demanding conditions such as extreme temperature, pH and salinity.  Lade et al., (2012) also reported that 
synergistic relationship can improve between fungal and bacterial degraders where fungi initiate degradation using 
their non-specific enzymatic system and bacteria carry the degradation forward.  Fungi are capable to degrade wide 
range of pollutants including PAHs, phenols, halogenated aromatic hydrocarbons, explosives, recalcitrant dyes as 
well as persistent organic pollutants (Boopathy, 2000; Lewis et al., 2004; Treu and Falandysz, 2017).  Although recent 
researches stimulate the use of exogenous microorganisms for remediation purpose, autochthonous microorganisms 
seem to have an edge when challenging in actual situations. 
 
Fungi belonging to Ascomycota have the capacity to resist environmental stress and are available in extreme as well 
as anthropogenically polluted environments (Aranda et al., 2017).  The ascomycetes are monokaryotic with hyphae 
having a thick protective wall.  The hyphal tissues that form the excipulum comprise of prosenchymatous or 
pseudoparenchymatous tissues.  The excipulum is divisible into outer ectal –and inner, medullary excipulum.  The 
wall and the asci are jointly called ascoma.  Ascomata (plural) produce the asci and also regulate the release of the 
ascospores.   Ascomycete is the largest phylum of fungi having about 75% of all known fungi. It includes the conidial 
ascomycetes and the lichen forming fungi.  The enormous size of the phyla makes it difficult to generalize the 
structure of the fungi.  Advancement in molecular technologies has started to disclose that the actual players in 
bioremediation of polluted environments are mainly from the phylum Ascomycota, the subphylum mucoromycotina 
and to a lesser extent the phylum Basidiomycota (Aranda, 2016).  The high variety of fungal species plays a vital role 
in bioremediation by improving the bioavailability and biodegradability of pollutants (Aranda, 2017).   
 
This phylum comprises all types (parasitic, symbiotic or saprotrophic) and morphologies- unicellular (yeast), 
multicellular (filamentous) and dimorphic fungi (can exist as mold/hyphal/filamentous from or as yeast).  They can 
colonize in diverse niches (Olicon-Hernandez et al., 2017).  Ascomycota possess certain benefits on evaluation with 
white-rot fungi, ie their growth is rapid at neutral pH, enzyme production does not need lignocellulose substrate and 
are collective inhabitants of extremely polluted areas.  Recently, application of Ascomycota consortia has been 
assembled and promoted at an industrial level to increase the remediation of several pollutants. The degradation of 
PAHs by various fungal species is shown in Table. 1 
 
Mechanism Involved In Ascomycota Remediation  
Fungi have been shown to oxidize different PAHs by mechanisms similar to those observed in mammals.  A variety 
of lignolytic and non-lignolytic fungi are capable of degrading PAHs.  Fungal metabolites are classified into primary 
metabolites and secondary metabolites.  Although the secondary metabolites are not vital for cellular life, the 
primary metabolites are very essential for growth and reproduction. (Demain and Fang, 2000; Keller et al., 2005; 
Wisecaver et al., 2014).  Most fungi produce extracellular and intracellular enzymes.  White rot fungi secrete 
extracellular ligninolytic enzymes such as lignin peroxidase (Lip), manganese peroxidase (MnP), and laccases.  
However these fungal species require ligninolytic, acidic conditions as well as lignocellulosic substrates to compete 
in natural environments.  On account of this it is highly doubtful to assume that ligninolytic fungi aid decomposition 
of aromatic material under natural conditions.  Many studies have emphasized on the involvement of the 
intracellular enzymatic system (cytochrome P450-CYPs) in PAHs transformation which is the main enzymatic step in 
causing genotoxicity.  DNA alkylation occurs due to the enzymatic hydration of the non-K-region arene oxide via 
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hydroxyl, dihydroxy, dihydrodiol and quinone derivatives (phase I) mediated by cytochrome P450monooxygenase 
to form dihydrodiol-epoxides.  The cytochrome P450monooxygenases reduce dioxygen and integrate one atom of 
oxygen into the hydroxyl group on the PAH and into water with the associated oxidation of NADPH (Saleha 
Husain, 2008).  The electron needed for the insertion of one atom of oxygen into the aliphatic chain is provided by 
these mixed enzymes (Dacco et al., 2020).  The oxidized metabolites are consequently conjugated with sulfate, 
methyl, glucose, xylose or glucuronic acid group (Phase II) and this action is facilitated by transferases.  In phase III 
the metabolites are transported to vacuoles, excreted or stored in organelles.  Some authors suggest that once 
metabolites are excreted, they can be degraded by other microorganisms.  A comprehensive study however is 
needed to assess the fate of the oxy-PAHs, methoxy-PAHs, or sulphate –PAHs when they are discharged into the 
environment. 
 
CONCLUSION 
 
Oil spillage is one of the major environmental pollution caused in recent days which needs to be addressed with all 
potential means.  Moreover this review will be vital to derive effectivein situor ex situ methods of biotechnological 
remediation established on the choice of ascomycetes.  This fungal species has demonstrated an effective role in the 
removal of broad range of xenobiotics.  In addition to this several features involved in the bioremediation of PAHs 
contaminated soil are discussed.  Each of these factors debated which may edge the usage of bioremediation in 
precise situations.  Modification of oxygen concentration, temperature, pH, nutrient and bioavailability may upsurge 
PAH degradation and it also depends on the environmental condition number and type of microorganism nature 
and structure of chemical compound.  More studies have to be initiated to understand the nature of the formed 
metabolites and biodegradability potential of microbes. 
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Table. 1 Role of different Ascomycetes species in Polycyclic Aromatic Hydrocarbons Degradation 
S. No Organism pH Temperatur

e(oC) 
Time 
(Days) 

Degradation 
(%) 

Reference 

1 Aspergillus terreus 5.8 37 10 98.5 Ali et al., 2012 
2 Aspergillus spp. 7 30 C 10 86.3 Vasconcelos et al., 2019 
3 Penicillium oxalicum 8 26 21 78 Aranda et al., 2017 
4 Tolypocladium. Spp 7 28  21 94.17 Vasconcelos et al., 2019 
5 Aspergillus spp. 8 30  60 88.9 Al-Hawash et al., 2018 
6 Aspergillu sustus and 

Trichoderma  harzianum 
Acidic 26  21 50 Godoy et al., 2016 

7 Fusarium solani 7 25  12 76 Delsarte et al., 2018 
8 Coriolopsis byrsina 6 25  18 51.85 Agrawal and Shahi, 2017 
9 Ascomycetes strain 6.5 30  28 67 Wang et al., 2012 
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10 Trametes versicolor 6 30  5 65 Han et al., 2004 
11 Ascomycetes strain 6 35  8h 100 Mtibaa et al., 2018 
12 Aspergillus niger 5.5 25  4  Wunder et al., 1994 
13 Crinipellis stipitaria 4.5 21  7 40 Lange et al., 1994 
14 Fusarium sp.  32  65-70 30 Chulalaksananukul et al., 

2006 
15 Aspergillus sydowii 8.4 28  100 15 Gonzalez-Abradelo et al., 

2019 
16 Trichodermalongi 

brachiatum 
7 27  54 30 Andreolli et al., 2016 

17 Coniothyrium spp 7 25 30 26.5 Liu et al., 2017 
18 .Fusarium spp. 7 25  30 27.5 Liu et al., 2017 
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\ 
The research focused on determining the living conditions of the micro forest produce (MFP) or Non-
Timber Forest Produce (NTFP) microenterprise workers. The NTFP microenterprise in Chhattisgarh is 
generally run by Self-Help Groups (SHG). Members of these groups collectively own and manage the 
enterprise and employ themselves as workers in the enterprise. The research own uses a novel method of 
assessing the living Determination of livingstandards of individuals indulged in the Non-Timber Forest 
Produce Based Microenterprises of Raipur Division conditions of these workers using rational 
dimensions of amenities, assets, and households. The research work determines that these 
microenterprise workers are at medium quality bracket for household and basic amenities however they 
do not fare well on grounds of owning asset. The analysis of the data also reveals ineffectiveness of 
certain  government schemes aimed for betterment of those that are living in bottom of the 
socioeconomic pyramid.  
 
Keywords: NTFPLiving Standards, Microenterprise,  

INTRODUCTION 
 
Chhattisgarh is a tribal state. Almost one-third of its population lives in areas that are dense forest zones. Tribals of 
Chhattisgarh are known for preserving their cultural values and attachment with the forest and forest produce is a 
part of it. Tribals of Chhattisgarh collect Tendu, Lac, Harra, Gum, Bihi,(Guava) and Imli (Tamrind) from forest. They 
sell it directly to the cooperative societies for government declared minimum support price. Certain tribals sell the 
collected forest produce to middleman or village trader for instant cash. The entire process of selling the forest 
produce has been streamlined by the government in recent years. Due to this streamlining abundance of non-timber 
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forest produce was revealed. To support tribals more to improve their economic status without letting them deviate 
from their cultural aspect i.e., earning through forest resource. State Government with the help of European 
commission facilitates NTFP based microenterprises through various projects. This includes promotion of lac 
cultivation, herbal food processing, honey processing, mahua processing, chironjee processing etc. In Chhattisgarh at 
present 17196 beneficiaries are working under these microenterprises. 
 
Objective of the Work  
The present research work thus focuses on determination of living standards of individual indulged in these 
microenterprises. The work will thus help in accessing whether microenterprises is helpful in elevating conditions of 
tribals or not. 
 
Research Hypothesis  
The following null hypothesis would be tested in this research work 
The living standards of individualsworking in NTFP microenterprise is not optimum. 
 
Review 
(Sharma, 2019) focused on determining the livelihood security of NTFP gatherers. In their research work they 
focused on the Kullu circle gatherers. The research work used Gini concentration to reveal household income 
inequality among the gatherers. The analysis revealed that income inequality increases as literacy increases however 
share from NTFPs decreases with increase in literacy. (Shanley, 2015) in their research work focused on livelihood 
through NTFPs in 21st century.The research work stated that it has now became essential that NTFPs should enter 
mainstream market as their demand is now substantial and their processing and packaging is at par with other 
market produced goods. (Peerzada, 2022) in their research work used variousrational indices other than 
conventional variables such as socioeconomic status to reveal that for Kashmiri Tribals NTFP holds the key of 
livelihood security.  
 
METHODOLOGY 
 
In the research work, a total of 200 respondents participated in the survey. These respondents were employed in the 
microenterprises indulged in processing of NTFPs in the Raipur Division of Chhattisgarh. These microenterprises are 
mostly run and managed by the self-help groups. 
Primary data was collected from the individuals with the help of a questionnaire. The questionnaire contained three 
main sections. These three main sections are presented below. 
The research work focuses on theprogress of forest produce gatherers in terms of their quality of living after they 
were indulged in the microenterprises that dealt with processing of NTFPs. The research work focuses on their 
present quality of life through three aspects. These aspects are –  
1. Their household quality 
2. Their reach to the basic amenities of life 
3. Assets possessed by them. 

Each of these above-mentioned points contained multiple questions that would be answered using a Yes or No. A 
response of Yes to the question meant that a score of ‘1’ should be assigned to the question while a No meant that a 
score of ‘0’ should be assigned to the same.  
The household quality index (HHQLI) was measured using the following questions. 

1 Do you have household ownership  
2 Is the house properly maintained  
3 The house has a separate room for the married couple 
4 Is the house a ‘Pakka’ type construction  
5 Is the house having a toilet 
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The basic amenity index (BAI) was measured using the following questions. 
1 Drinking water reaches to your premises through a tap 
2 There is no power cut in your premises  
3 Do you have a proper bathroom (where one can take bath) facility in the household  
4 There is proper drainage system in the household 
5 You use LPG for cooking food 
6 Door to Door garbage collection and street cleaning facilities are made available to you 
7 Do you have a bank account  
8 Kitchen in the household is separate  

The asset index (AI) was measured using the following questions 
1 Do you have a TV at your household  
2 Do you have a mobile phone  
3 Do you own a motor vehicle 
4 Do you own jewelry  
5 Your indulgence in the microenterprise lets you save comprehensively ever then before.  

The overall scores for each of the index was obtained by averaging it for the total number of respondents 
participating in the survey. 
The quality of living score was obtained using the following equation  
QLI = (HHQLI +BAI + AI)/3 
The QLI score determined was compared using the scale mentioned below.  
 
Analysis  
First the household quality index was determined. The responses received for the questions have been presented 
below.  
From the table 2 presented above it is evident that – 
1 Maximum MFP or NTP microenterprise workers do not own a house ownership 
2 The household of maximum workers were properly maintained  
3 The house of maximum workers has a separated room for the married couples 
4 Maximum workers dwelled in Kaccha type of Household  
5 All households had toilet facility. 
From the table 3 presented above it is evident that – 
1 Maximum number of respondents did not have drinking tap water facility at their household  
2 It was noted that maximum number of households have bathroom facility but the number of households that 

did not have the facility was also high and cannot be ignored. 
3 It was noted that maximum respondents cooked their foods without utilization of LPG.  
From the table 4 it is evident that – 
1 Maximum number of respondents did not own a television  
2 Maximum number of respondents did not own a mobile phone  
3 It was noted that maximum household own a motorcycle. 
The calculation presented in the table 2, 3, and 4 was used to calculate the QLI. The average of the three index that 
represented QLI was determined as 0.48. Comparing this obtained value with the scale presented in table 1 reveals 
that the microenterprise workers were leading a medium quality of life.  
Thus, it can be said that null hypothesis that the living standards of individuals working in NTFP microenterprise is 
not optimum cannot be rejected. As the individualsas a whole had just crossed the upper celling of low QLI range (0-
0.4). 
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CONCLUSION 
 
The research work dealt with determining the quality of life of individuals indulged in the MFP or NTFP 
microenterprises. The research work adopts a novel approach of determining the quality of life led by the 
individuals by evaluating the conditions based on their reach to the basic amenities, possession of assets, and quality 
of household. The method can be termed as more rational in evaluating living conditions because it do not consider 
conventional constraints such as occupation, education, and earnings. Microenterprise workers in general belong to 
tribal communitiesthat focuses more on forest and livelihood from it rather than mingling into the societal 
mainstream where education and occupation takes the driving seat of living standards.  The research work using the 
analysis run over primary data concludes that –The household conditions of the workers are optimum as it is 
bordering the medium range presented in the table 1.  
 
1 The JalJeevan Mission which focuses on delivering tap water to every household premise seems to be ineffective 

as maximum number of workers reported that they do not have assess to the drinking tap water at their 
premises.  

2 The Ujwalayojana that focuses on making available LPG to every household so that dependency on carbon fuels 
is reduced seems to be ineffective in case of workers involved in the NTFP microenterprises. Maximum 
respondent reported that they do not use LPG for cooking food. High cost of refiling and long queues might be 
the reason for low use of LPG for cooking food among the respondents.  

3 Maximum respondents reported that they own a motorcycle however, an open-ended question that aimed at 
gauging the utility of motorcycle in the household revealed that individuals failed to explain their costly 
possession. Motorcycle is a depreciating asset that needs constant maintenance. Hence, possession of such asset 
without utility will only lead to deterioration of living conditions.  

4 The study reveals an overall medium standard of living for the NTFP workers. This indicates that tribals have 
progressed slightly in terms of their living condition after associating from microenterprises. However, 
Government should strive and formulate policies towards improving conditions of these individuals in fields of 
household ownership and penetration of ICT and mobile phones. This will not help the workers to attain better 
living conditions but will also help them in get informed towards government policies, schemes and subsidies 
devised with them as the primary target. 
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Table 1 QLI comparison Scale 
QLI Deduce 

<=0.40 LOW 
>0.40 - <0.60 MEDIUM 

>0.60 HIGH 
 

Table 2 Response received from the respondents for the questions belonging to HQLI 
Question Yes % Yes No %NO 
Do you have household ownership 97 48.5 103 51.5 
Is the house properly maintained 101 50.5 99 49.5 
The house has a separate room for the married couple 111 55.5 89 44.5 
Is the house a ‘Pakka’ type construction 87 43.5 113 56.5 
Is the house having a toilet 200 100 0 0 
HQLI 0.596 
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Seismic Retrofitting of RC building is modifying or repairing the already existing building to enhance the 
strength and durability of buildings against earthquake forces. Karnataka located in Zone II and Zone III 
according to BIS 1893(2002). So, most of the buildings constructed 10 -20 years before are not designed as 
an Earthquake resistant Building. Building. Anepicentre of a probable 5.8 magnitude temblor could be 
just around 100 km away from Bengaluru, on the Alilughatta Hosakere Road near Tumakuru is 
predicted by a group of Scientists led by a researcher at the Indian Institute of Science using a new 
technique called Rupture Based Seismic Hazard Analysis. In this project we are going to retrofit and 
renovate the 10-year-old G+9, RC building located in Tumkur area ,as an Earthquake resistant structure, 
using (i)shear walls(ii)Increasing the size of column. A shear wall can resist the earthquake forces 
efficiently. Here the strength of the building is improvised by introducing shear walls and also increasing 
the size of column. Finally we will compare the results and finalise the best retrofitting method .The 
Structural Analysis of this building is done by Etabs. 
 
Keywords: Seismic Retrofitting. 
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INTRODUCTION 
 
Seismic retrofitting is the modification of existing structures to make them more resistance to seismic activity, ground 
motion or soil failure due to earthquake. The strength of the whole structure can be improved by introducing new 
structural elements or strengthening the existing structural elements. The retrofitting becomes necessary to improve 
the performance of structures, which losses strength due to deterioration or which have crossed their expected life.  
success of retrofitting depends on the actual cause and the measures adopted to prevent its further damage of the 
building. 
 
LITERATURE REVIEW 
 
P Anbazhagan and JS Vinod et.al. [1] in the year 2012 from the department of civil engineering Indian Institute of 
Sciencehas worked on the seismic intensity map of south India for estimated future earthquake zone of Karnataka 
and has been predicted the earthquake prone areas in the next 10 years by using a modern technique called RBSHA. 
A Obaidat, et al [2] in the year 2010 examined the structurally damaged RCC beam retrofitted with CFRP laminates. 
The experimental results proved that the beam retrofitted with CFRP laminates are more efficient. The author 
concluded that the length of the CFRP sheets determines the strength of the damaged building elements. Alpa Jain et 
al [3] in the year 2008 examined the reason of major damage due to Bhuj earthquake. The negligence of engineer is 
the main reason for this disaster. Finally, the author concluded that the engineer should have the knowledge about 
the various techniques for seismic resistivity. Bhattacharya Shubhamoy et.al [4] in the year 2011 worked on masonry 
structures that are unreinforced. In Himalayan areas the masonry building without reinforcement are common. 
Various Retrofitting methods are applied to this type of buildings. The analysis results provide useful guidance to 
architects to select correct retrofitting methods. Fulin Zhou [5] in the year 1998 studied the retrofitting methods for 
existing structure. The design for seismic resistant is not only for new building but also to strengthen the existing 
structure. The author concluded that “Inelastic structural system” has limitations for application. The recent method 
of base isolation and energy dissipation together work well. The results are better. It is 5-20% economical than 
traditional methods. Iacobucci R.D, et al [6] in the year 2003 The retrofitting using Carbon Fibber -Reinforced 
Polymer(CFRP) for Concrete columns are studied here. The damaged square column is retrofitted with CFRP jackets. 
The prospect of strengthening damaged column is investigated here. Finally, they concluded that the installation of 
CFRP jacket is easy and, ductility will increase. The capacity of energy dissipation also increases. 
 
OBJECTIVE AND METHODOLOGY 
 
Objective 
The objective of this work is to strengthen the building by  
(i)Retrofitting by increasing column size  
(ii)Retrofitting by introducing shear wall for an already existing, damaged G+9 building. 
 
Methodology 
An Existing Multistory building ,located in Tumkuru area, Bangalore is considered. By looking into the blueprint, 
study the architectural plan and design details of the of existed G+9 building, the column layout of the building is 
shown in figure 
 
Create three model of the building in etabs with Column size as 400 X400mm. 
Model 1-ExistingOld Building without  Retrofitting. 
Model  2-Existing Old Building Retrofitted by introducing Shear Walls. 
Model  3 - Existing Old Building Retrofitted by increasing the size of the column. 
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All the above Models ,the predicted Earthquake forces are applied and analysed. From the analysis results we can 
detect the weak columns of the existed building which were failing due to predicted seismic forces. 
 
Procedure Followed 
Step 1:First study the architectural plan of the building and note down the complete details including loads acting on 
it. 
Step 2:By using etabs model the existing G+9 building by utilizing the collected details of building. 
Step 3: The material properties and section properties of beams, columns and slabs are defined. 
Step 4: The section properties of beams, columns and slabs are assigned to the models. 
Step 5: The Dead load, Live load, Earthquake loads are defined. Then the equivalent static analysis and Response 
spectrum also must be defined for all the three Models. 
Step 6:Model 1-Existing Old Building without  Retrofitting is analysed. In this Model 1,some column members got 
failed due to seismic effect. The damaged columns are noticed .The red mark represents the damaged columns in the 
existing building 
Step 7:Inbetween the failed column ,Shear walls of thicness 230mm is introduced and considered as Model  2-
Existing Old Building Retrofitted by introducing Shear Walls. 
Step 8:The size of the Failed Column is increased to 500 X 500mm and considered as Model  3 - Existing Old 
Building Retrofitted by increasing the size of the column. 
Step 9:Now both the Model 2 and Model 3 are analysed. The structure is Safe (i,e) It can withstand the predicted 
Earthquake forces. 
 
ANALYSIS AND RESULTS 
The above three models are analyzed using both the static and dynamic methods using ETABS 2016 and the results 
are tabulated below. 
 
Bending Moment of the Frames 
This the graphical representation of the variation of the bending mode of the beams in the moment frame of the 
structural building 
 
Shear Force of the Frames 
This is the net impact of the shear force is to shear off alongside the place of beam where it is acting. The shear forces 
are the vertical forces acting uniformly or concentratedly on the frame of the building. 
 
Base Shear 
Base shear is the total horizontal force acting at the base of the structure that caused due to seismic force 
 
CONCLUSIONS 
 
In this Project, Seismic Retrofitting is done as a renovative measure. The Existing Old Building is retrofitted to counter 
balance the future predicted earthquake forces. So Retrofitting in renovative path can prevent Building damage and 
save many people life From the Analysis results we can conclude that  Model 2 Retofitted by introducing Shear Walls 
give better resistance to predicted Earthquake forces compared  to Model  3 - Existing Old Building Retrofitted by 
increasing the size of the column. 
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Table 1.Maximum Bending Moment Values Of 3 Models 

 
 
Table 2.Maximum shear values of 3Models 

 
Table 3.Base shear values of 3Models 
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Fig. 1  Column Layout of the Building (Plan). Fig. 2 Building Frame 

  
Fig. 3 Weak columns in structure. Fig 4.Shear walls between weak Columns 

  
Fig. 5.Increased Size of  weak Columns Fig. 6.Max Bending Moment Static Analysis 
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Fig. 7.Max Bending Moment RS Analysis Fig. 8.Max Shear Foece Static and RS Analysis 

 
Fig. 9.Base Shear Static and RS Analysis 
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\ 
In contemporary times, the use of social media has increased a lot across different age groups. Thus, this 
study aimed to explore the relationship between social media usage and psychological health among 
young Indians. Furthermore, the study also investigated   if there were any differences in social media 
usage between young college-going adults and young working adults. The sample consisted of 200 
college-going young adults and the other 192 young working young adults. The total sample of 392 
participants was administered two psychological tests, i.e., MTUAS Scale to assess social media usage 
and the DASS-21 to assess mental health. The obtained data were analyzed using SPSS version 26. The 
bivariate correlation was applied to find out the association between media usage and the psychological 
health of both groups. To assess the differences, ANOVA was applied and significant differences 
emerged. The results revealed that females in both groups had higher social media usage. The anxiety 
about no technology was higher in the working population. Working males seem to be having both 
positive and negative attitudes toward technology. 
 
Keywords:  Social media usage,stress, anxiety, depression, young adults 
 

INTRODUCTION 
 
Science offers us the internet, which is indispensable in a modern environment. The internet is a scientific marvel. It 
enables us to get information with a click. The internet lets us share information and connect with people worldwide. 
It's an extensive repository of knowledge from which we may obtain various information pertaining to multiple 
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topics. There are positive applications for the internet as well as negative ones. It has brought the whole planet 
together.  The term "social media" refers to a set of websites, programs, and other online platforms that let us share or 
generate content and allow us to engage in online social networking. In today's world, social media is a contentious 
issue. Nevertheless, some individuals see it as a blessing. it is a gift since it has linked us to every part of the globe. 
We can meet our loved ones who live far away via it, disseminate awareness about important issues, send security 
alerts, etc. However, overuse and addiction to social media can also result in numerous mental health issues like 
anxiety, depression, stress, etc. The youth of any country is the hope for the future and has the power to build or ruin 
our economy. The use of social media is one of the most exciting and engaging aspects of their life in modern times. 
The population that utilizes social networking sites most frequently is young people; social media usage (SMU) has a 
substantial and pervasive impact on this group. The targeted group who uses social media is also aware of the same; 
however, due to peer pressure or the easy accessibility, they tend to use the same and are unable to give on it. Social 
media is also acting as the bread and butter for many individuals as people have started to spread the word about 
their new endeavors, job openings, etc on the same.  
 
A recent systematic review of the relationship between SMU and adolescents' psychological health by Keles et al. 
(2020) reported that SMU can lead to increased stress, anxiety, and depression. On the other hand, few researchers 
have reported mixed results on the relationship between SMU and depression(Jelenchick et al., 2013; Kross et 
al.,2013).Dempsey et al. (2019) found that rumination was substantially correlated with assessed FoMO, Facebook use 
frequency, and the severity of problematic Facebook use. Facebook use and other social media networking sites have 
led to a state of dependency on it, making it difficult for individuals to stay away from it. This dependency comes 
from parents, siblings, relatives, and peers using this specific communication mode and sharing essential moments. 
Therefore, that leads to the individual feeling left out from the social circuit, which is the key reason for the person to 
feel left out. Others have reported that SMU is associated with a reduction in subjective mood, sense of well-being, 
and life satisfaction, according to numerous studies (Chou & Edge,2012; Kross et al.,2013; Sagioglou & Greitemeyer, 
2014) 
 
METHODS 
Sample and Procedure 
The study used a survey design methodology. Purposive sampling was used for selecting the study sample. The 
sample consisted 200 college-going students (Males=89 and Females=111) with a mean age of 19 years and 192young 
working adults(Males=85 and Females=107)  with a mean age of 32 years. All the 392 participants had a minimum 
education of level of 10+2. Informed consent was taken form the participants. They were administered a set of 
standardized tools along with the general socio-demographic information.  
The battery of tools consisted of the following:  
1. The Media and Technology Usage and Attitudes Scale (Rosen et al.,2013): This is a 60-item self-report inventory 

that assesses the social media usage and attitudes toward the technology of adults. It is a reliable and valid tool. 
Higher scores indicate higher media usage. 

2. The Depression Anxiety Stress Scale (DASS-21, Lovibond & Lovibond, 1995): The DASS-21 is a widely used 
questionnaire. It measures mental health on three sub-scales of depression, anxiety, and stress. 

Statistical Analysis 
The obtained data were analyzed using descriptive (Mean, Standard deviation, Pearson correlation) and inferential 
statistical techniques (one-way ANOVA). The SPSS version 26 was used for analysis. 
 
RESULTS AND DISCUSSION 
 
The present study mainly focused on examining the relationship between SMU and the psychological health of 
young adults. Secondly, the study also aimed to explore if there were any differences between young college-going 
students and young working adults concerning media usage and attitude toward technology. 
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The study's findings revealed that    females in both groups were more significant social media consumers. The 
dependency on technology was higher in the young working population than in college-going students. Working 
males seem to be having both positive and negative attitudes toward technology. The relationship between SMU and 
psychological health (i.e., depression, anxiety, and stress)was assessed for the sample of young adults. The obtained 
results are presented in the table1 and 2 for the two sample groups, i.e., college-going young adults and working 
young adults, respectively. The results indicate that SMU is significantly and positively linked with depression (r= 
.227, p< .05). This means that media usage and depression have a linear relationship. It was observed that 
dependence on technology had a significant positive correlation with anxiety (r= .234, p< .05), and stress levels 
(r=.337, p<.01). 
 
Table 1 further revealed that a positive attitude towards technology is positively associated with depression (r=.240, 
p<.05)only in college-going females. Dependence on technology has a significant positive association with anxiety 
and stress (r=.291, p<.01) in females and with stress in females and males, respectively. Preference for tasks shows a 
significant positive correlation with depression (r=.354,p<.01), anxiety (r=.368,p<.01), and stress (r=.300, p<.01)in 
college-going males. According to multiple research, excessive media use is linked to a decline in perceived mood, a 
feeling of welfare, and satisfaction with life.(Kross et al.,2013; Chou & Edge,2012; Sagioglou & Greitemeyer, 2014). 
Low subjective mood can result from a lack of social stimulation. The moment individuals meet in person, some 
form of social stimulation takes place and is considered healthy for human beings as the human race has belonged to 
social beings since the early man era when groups of people stayed together. We as individuals have evolved from 
the early man who would live in groups and constantly communicate and interact with those in that group. 
Therefore, communication that only takes place virtually might not provide the same amount of stimulation. In 
contrast to active conversation, passive communication through social media has been linked to loneliness and a 
decline in social capital for bridging and bonding(Burk & Lento,2010).A second theory is that seeing peers' highly 
idealized pictures on social media makes people feel envious and makes them think that other people have more 
productive lives. Social media is a platform where everyone avoids putting across what they feel and puts up a mask 
for society and themselves to feel suitable for that particular moment. There are very few posts where individuals 
would post about their low times. The happy moments people keep showing on the sites make other induvial believe 
that to be true, and they start seeing their current misery as massive. It also showcases toxic positivity, where people 
on social media unconsciously don’t leave any place for any negative post. Even if an individual would wish to talk 
about the misery they are going through, they would be discouraged to put it across on the sites thinking that others 
might feel low of them or that sharing negative news or misery is not allowed on the social sites. Therefore, over 
time, these sentiments of envy may result in despair and a sense of inferiority toward oneself. (Krasnova,2013; Smith 
& Kim,2007; Tandoc,2015). The danger of cyber bullying, which can worsen depressive symptoms, could grow with 
greater social media use. (O’Keeffe,2011; Primack,2017).This possibly explains why college-going females experience 
anxiety and stress when they cannot access technology and media. The college-going males also experience stress 
without technology. The results also show that multi-tasking has a significant and positive relationship with mental 
ill-health issues in males. 
 
Table 2reveals an association between media usage and the mental health of young working adults. The table 
examination indicates that media usage has a significant positive correlation with stress in working females and not 
in males. A positive attitude towards technology has resulted in a positive relationship with depression (r=.198, 
r=.05) and anxiety (r=.206, p<.05). Dependence on technology has a significant positive correlation with anxiety 
(r=.220, p<.05). Preference for task shows a significant positive correlation with anxiety (r=.194,p<.05) in working 
females. Maintaining individual autonomy at the workplace is crucial to guaranteeing workplace satisfaction (Vos & 
van der Voordt,2001).This could act as a stimulator for higher anxiety while using SM as constant fear or insecurity 
about accomplishing a task with success could be tedious. With social media booming everywhere, it can be a 
challenge sometimes to keep things extremely confidential as a threat always looms around for others to get to know 
what you are up to at work and to somehow either take over the same or to take credit for the same. It does become 
essential for every individual to concentrate on the tasks and projects to achieve the deserved credit and handle the 
presence on social media just so that peers don’t start to question. To handle this pressure, the individual experiences 
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high anxiety, as they have to make sure they balance both situations. Table 2 reveals that a positive attitude towards 
technology shares a negative association with depression (r=-.232, p<.05) and anxiety (r=-.343, p<.01). Negative 
attitude shows a significant positive relationship with anxiety (r=.273,p<.05) . One of the most commonly voiced 
worries about virtual spaces, according to Akkirman and Harris (2005), is the loss of traditional social dynamics that 
encourage dialogue. They studied a corporation that used various social networking techniques to keep its virtual 
employees in the loop. According to Nardi et al. (2002), contacts recurrently provide "care and feeding" after being 
part of a network. With media sites becoming a major source of communication or exchanging important 
information related to maybe jobs, careers, colleges, assignments etc, the individual might be kept aloof from all the 
essential information if he/she refrains from using social media. Possibly, when an activity is performed for self and 
leisure, it has a much more positive impact on oneself than when it is made to do out of compulsion. Therefore, we 
can say that even if an individual wishes to work towards their dependency or mindfully wants to work around the 
usage of social media they are still forced to use it to a great extent as their peers use it. 
 
Table 3 presents the results of the one-way analysis of variance among the four groups of young adults on the SMU 
and 4 subscales of attitudes toward technology. The F – values indicated statistically significant differences in social 
media usage and attitudes toward technology across the four groups. 
 
On the scale of social media usage, the results indicate statistically significant differences (i.e., F (3, 296) = 9.308, p < 
.001) along with the strength of the relationship indexed by η2 = 0.07 (medium effect).  More so, the mean scores on 
SMU indicated that college-going females (Group A- M=204.24, SD=41.12) and working females (Group C- M=223.50, 
SD=44.38) preferred SMU more than college-going males (Group B- M=197.27, SD=44.94) and working males (Group 
D- M=223.91, SD=42.64). The mean scores on SMU indicate that females belonging to college -going group were more 
inclined toward media usage than males. According to Kelly et al. (2019), young women were likelier than young 
men to use social media and report depressive symptoms. The current study showed that only college-going girls 
had a significant positive correlation between SMU and depressive symptoms among the four groups. Younger 
adults are more vulnerable to stressors, including interpersonal conflicts, marital problems, parenting, and other 
things (Morahan & Schumacher, 2000; Young & Rogers, 1998).  
 
Further examination of table 3 indicates statistically significant differences (i.e., F (3, 296) = 15.461, p < .001,)along 
with the strength of the relationship indexed by η2 = 0.11 (medium effect) on the scale of positive attitude towards 
technology. More so, the mean comparisons of the four groups revealed that male working adults adopted a more 
positive attitude towards technology compared to the young female adults, irrespective of their employment status 
(Group D- M = 4.26; Group C- M = 4.06; Group A- M = 3.93; Group B- M = 3.56). Facebook and other online social 
networking sites influence the success of individuals at jobs. According to Abdullah & Panneerselvam ,(2019); North 
(2019), employees of an organisation utilise FB to market their business module or use to gain more recognition and 
execute their jobs.  
 
On the dimension of Dependence on technology, significant differences were observed in the four groups(F (3, 296) = 
7.855, p < .001) with medium effect size indexed by η2 = 0.06. The mean scores showed that working males got 
triggered with anxiety when there was no technology compared to college-going males (Group D- M = 3.71; Group 
B- M = 3.09). More so, there was a difference in the mean scores obtained between the groups of females attending 
college and going to work (Group A: M = 3.32, SD = 0.98; Group C: M = 3.57, SD = 0.92). Many companies are now 
adopting a virtual workplace strategy (Kayworth & Leidner, 2000). It has also increased the SMU, allowing people to 
interact and work together formally and informally with co-workers. This could explain why both male and female 
working professionals have a high dependence on technology and become anxious when it is unavailable.  
 
On the dimension of Preference of task, the findings indicated statistically significant differences among the four 
groups(i.e., F (3, 296) = 7.537, p < .001) followed by strength of relationship indexed by η2 = 0.06 (medium effect size). 
The Preference for task sub-scale assesses Multitasking can be better explained as managing or selectively attending 
to more than one activity at any given point in time. Researchers (Carrier et al.,2015; Dindar & Akbulut,2016), have 
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reported that students misunderstand multitasking as a skill that paves the way to manage tasks effectively inside 
and outside of a classroom. They believe managing multiple tasks at once will save them time and help them 
perform tasks effectively. Individuals participate in both studying and listening to music or texting at the same time, 
technology encourages multitasking (Chang, 2017). The enhanced social media multitasking boosts one's self-worth 
and perception of their ability to successfully complete academic tasks (Boahene et al., 2019).The mean scores reveal 
that working males (Group D- M = 3.01, SD = 0.71) preferred tasks about technology to deal with stressful situations 
compared to males going to college (Group B: M = 2.53, SD = 0.80). Females who were working show a marginal 
difference with (Group C: M=2.89, SD=0.73) those attending college (Group A: M=2.67, SD=0.75).  
 
The only factor that indicates no statistical differences among the four groups is negative attitudes toward 
technology (F (3, 296) = 0.462). The mean scores indicated that working males (Group D: M=3.57, SD=0.81) show the 
highest negative attitude towards technology compared to college-going males (Group B: M=3.43, SD=0.81). There 
was a marginal difference in the mean scores obtained between the groups of the female who went to college (Group 
A: M=3.55, SD=0.87) and the working females (Group C: M=3.50, SD=0.87). With the increase in the usage of 
technology for personal as well as office chores, interest and curiosity got tampered. Though it positively impacts the 
current situation, the male working professional could have better preferred the stimulation it provided prior to the 
virtual world as they tend to portray both positive and negative attitudes towards technology. Thus, it can be 
concluded that females of the college-going age group tend to use more social media as compared to males. 
However, the dependence on technology is more in working adults as compared to college-going young adults. 
Lastly, none of the groups differ on the measure of negative attitudes towards technology.  
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Table 1 Correlation coefficients for SMU and Attitude towards technology for college-going adults 

Variables 

Depression Anxiety Stress 
College-going 

students 
College-going 

students 
College-going 

students 
Females Males Females Males Females Males 

Social media usage 0.227* 0.143 0.079 0.159 0.140 0.032 
Positive attitude 

towards technology 
 

0.171 0.240* 0.179 0.171 0.162 0.171 

Dependence on 
technology 0.157 0.195 0.234* 0.197 0.337** 0.291** 

Negative attitude 
towards technology 0.068 -0.106 0.143 -0.094 0.115 -0.023 

Preference of task 0.081 0.354** -0.013 0.368** -0.004 0.300** 
Note *p<.05.**p<.01 
 
Table 2 Correlation coefficients for SMU and Attitude towards technology for young working adults 

Variables 
Depression Anxiety Stress 

Working Adults Working adults Working adults 
Females Males Females Males Females Males 

Social media usage 0.043 0.059 0.187 -0.028 0.201* -0.026 
Positive attitude towards 

technology 0.198* -0.232* 0.206* -0.343** .256** -.109 

Dependence on technology 0.161 0.192 0.220* 0.125 .298** .203 
Negative attitude towards 

technology 
0.126 0.189 0.084 0.273* .120 .200 

Preference of task 0.155 -0.006 0.194* 0.057 .169 .069 
Note *p<.05;**p<.01 
 
Table 3 Means, Standard Deviations, One–Way ANOVA across Groups of young adults on social media usage 
and its components 

 

Variables 

College-going students Working young adults 

F (3, 296) Females- 
Group A 
M(SD) 

Males- 
Group B 
M(SD) 

Females-
Group C 
M(SD) 

Males- 
Group D 
M(SD) 

Social media usage 204.24 (41.12) 197.27 (44.94) 223.50 
(44.38) 

223.91(42.64) 9.308** 

Positive attitude towards 
technology 

3.93 (0.56) 3.65 (0.74) 4.06 (0.57) 4.26 (0.58) 15.461** 

Dependence on technology 3.32  (0.98) 3.09 (0.88) 3.57 (0.92) 3.71 (0.88) 7.855** 
Negative attitude towards 

technology 
3.55 (0.87) 3.43 (0.81) 3.50 (0.87) 3.57 (0.81) 0.462 

Preference of task 2.67 (0.75) 2.53 (0.80) 2.89 (0.73) 3.01 (0.71) 7.537** 
    Note: *p<.05;**p<.01 
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Biophytum umbraculumis a tall, annual, sessile bearing umbel herb belonging to the family Oxalidaceae 
found in tropics such as India, Tropical Africa, Philippines, and Vietnam. Out of nine prominently seen 
species in India, the Biophytum umbraculumis not much explored for its ethno-medical effects. In 
comparison to other species of Biophytum genus, the literature on its medical value is sparse and 
remains confined with the local traditional usage among certain class of people.  The scientific literature 
on the medicinal properties of this species is not explored fully yet, as a consequence its excellent 
medicinal properties have ignited the interests of us to explore the hidden phytochemical properties of 
this unexplored species; considering this, the current review article focuses on phytochemical 
constituents, pharmacological activities, and future scope of Biophytum umbraculum. We also compared 
the morphological, chemical constituents and pharmacological properties of Biophytum umbraculum with 
Biophytum sensitivum which has been tested for its applications widely. 
 
Keywords: Biophytum umbraculum; Ethno-medical effects; Phytochemical constituents; Pharmacological 
activities 
 
INTRODUCTION 
 
As a part of the Oxalidaceae family, the genus Biophytum is distributed in tropical Asia, Africa, America and the 
Philippines . “Biophytum sensitivum” and “B. umbraculum” Synonym. Biophytum petersianum Klotzsch are reported to 
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have ethno medicinal effects such as immuno modulatory effects, anti-oxidant, anti-fungal, anti- cancer . There are 
nine species of Biophytum prominently present in India and three species out of them are Biophytum sensitivum DC 
Syn. Oxalis sensitivum Linn, Biophytum reinwardtii Edgew and B. umbraculum1. B. umbraculum is a well-known plant 
belonging to family Oxalidaceae found in tropics such as India, Tropical Africa, Philippines, and Vietnam. B. 
umbraculum is a tall, annual, sessile bearing umbel herb with a height of 15 cm. B. umbraculum is an annual plant 
growing 4 to 15 cm tall with an unbranched stem. The plant is sometimes wild-harvested for its local medicinal use . 
 
Botanical Description 
 
Taxonomy 
Kingdom: Plantae  
Phylum: Tracheophyta  
Class: Magnoliopsida  
Order: Oxalidales  
Family: Oxalidaceae 
Genus: Biophytum 
Species: Biophytum umbraculum Welw 
 
Synonyms 
Biophytum apodisciaz (Turcz.) Edgew. and Hook.f. 
Biophytum petersianum Klotzsch 
Biophytum rotundifolium Delhaye  
Oxalis petersii Edgew. and Hook. f. 
 
Morphology 
B. umbraculum is a slender perennial herb with stems up to 1 feet height and leaves in a terminal crown which are 
very vulnerable. Its morphological details are comprehensively explained in Kew science5. 
 
Phyto-Constituents 
Polysaccharides from B. umbraculum are well studied. Pectic polysaccharides have been isolated and reported as 
having many biological activities such as complement fixing, dendritic cell activation and immunomodulation. There 
are rhamnogalacturonan, xylogalacturonan, and arabinogalactan regions in these polysaccharides . Chemical 
constituents having low molecular weight present in the plant was not much known . It was recognized that 
saponins were present in the plant ,  but their structures remained unclear. The compounds obtained from the ethyl 
acetate (EtOAc) soluble fraction of the methanol (MeOH) crude extract of B. umbraculum were extracted by column 
chromatographic technique (CC). The calculated concentrations of compounds in the crude MeOH extract were 0.45 
per cent (1), 0.37 per cent (2) and 0.17 per cent (3), on the basis of their weight in distilled fraction. Cassiaoccidentalin 
A (1), isovitexin (2) and isoorientin (3), respectively, were the compounds known . The key compound in the EtOAc 
extract turned out to be Cassiaoccidentalin A, and traces of it are also seen in the BuOH extract, as evidenced by 
NMR1. Cassiaoccidentalin A is a very rarely found flavone glycoside only described once before in Cassia 
occidentalis . Out of these three compounds, isoorientin exhibited strong antioxidant properties10. 
Cassiaoccidentalin A, isovitexin and isoorientin were first identified in the plant Cassia occidentalis 
(Leguminosae)11. In Serjania marginata (Sapindaceae) leaves, cassiaoccidentalin A was also found . These are rare 
compounds and are not known in any other plant as per the available literature. 
 
Pharmacological Activities 
Anticancer Property 
The extract of B. umbraculum was found to contain number of bioactive compounds such as flavonoids 
(amentoflavone and cupressoflavone), saponins, phenols, polyphenols, and essential oils . Out of these biochemical 
constituents, several studies have shown that phenolic compounds present in the plant extracts like quercetin, 
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epigallocatechin, catechin and genistein suppresses the growth of cancer in humans . It indicates the significance of 
phenolic compounds as antioxidants and anti-cancerous agents14. Phenolic esters hindered carcinogenesis and 
decreased the formation of cancer. B. umbraculum extracts were tested using the 3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyl tetrazolium bromide (MTS) assay for cytotoxic effects against Ralph and William’s cell line (RAW) 264.7 
cells. 50 μg/mL was the maximum measured concentration. Cytotoxicity was seen in the Dichloromethane (DCM) 
extract (37% cell viability compared to LPS control at T = 130 min). In addition, the highest concentration of EtOAc 
also displayed some cytotoxicity (69% cell viability at T = 130 min)2. 
 
Antioxidant Property 
Many flavone compounds which were found to be responsible for antioxidant properties were found in B. 
umbraculum. They were then extracted using various solvents and studied for their various antioxidant properties10. 
According to Pham et al., B. umbraculum dichloromethane (DCM) crude extract was found to be virtually inactive at 
the concentration greater than 167 µg/ml. DCM extract was inactive against xanthine oxidase (XO) and 15-
lipoxygenase (15-LO) (enzymes that generates reactive oxygen species). The partitioning of MeOH crude extract gave 
a polar and a semi-polar extract which were found to have greater free radical scavenging activity and caused 
inhibition of 15-LO. Compared with the positive control quercetin, the extracts displayed moderate to low inhibitory 
activity against XO. In all three assays, the ethyl acetate extract of B. umbraculum has shown the highest inhibitory 
potential10. The DPPH scavenging activities of the extracts obtained were measured in percentage. Three 
determinations were taken, and an average was calculated and represented as IC50 values ± SD . Antioxidant activity 
was measured and high free radical scavenging and high 15-lipoxygenase inhibitory effects were seen in semi-polar 
extracts (ethyl acetate), but less activity against XO inhibition was seen10. 
 
Immunomodulating Property 
The extracts and isolated compounds were studied in-vitro in two different subjects with regard to the potential 
immunomodulating activities of B. umbraculum 2. The various parts of the innate immune system like 
complementary system, macrophages were more concentrated while studying the mechanism of 
immunomodulating activity of B. umbraculum2. Since cerebral malaria (CM) (state of unarousable coma partnered 
with the presence of malaria infected red blood cells in the peripheral circulation and a lack of other potential causes 
of coma such as other infections or hypoglycaemia)  may be associated with high complement activation and 
inflammation, complementary inhibitory agents and anti-inflammatory agents may be useful to treat the disease 2. 
Semipolar extracts (ethyl acetate, butanol and methanol) of Biophytum umbraculum were evaluated for 
immunomodulating activity. They were shown to be highly active classical pathway complement inhibitors, with the 
most potent inhibitor being the EtOAc extract (ICH50 = 5 μg/mL). The inhibitory potential which was twelve times 
more active than a well-known complement inhibitor Rosmarinic acid (ICH50 = 64 μg/mL) . 
 
Antifungal Property 
At 20 mg/ml conc. in carbohydrate, fat and protein-enriched medium, the hexane-ethyl acetate-methanol extract of 
kebar grass was found to increase growth inhibition of A. flavus than its other extracts at different concentration. The 
other extracts had less than 90% growth inhibition. The findings indicate that extract of B. petersianum has the 
potential of inhibiting the growth of toxic Aspergillus flavus . 
 
Antimicrobial Property 
Bioactive compounds such as alkaloids, saponins, tannins, phenolics, flavonoids, triterpenoids, compounds of 
steroids and glycosides are found in kebar grass . Terpenoids have antibacterial activity, in addition to having other 
biological activities . Tannins and saponins compound classes have antimicrobial activity . Since kebar grass contains 
complete bioactive compounds, this plant could therefore potentially be used as an antimicrobial18. Kebar grass leaf 
extract has antibacterial activity against several Gram-positive bacteria like Staphylococcus sp, Streptococcus sp. and 
Gram-negative bacteria like Salmonella sp, Escherichia. coli18. 
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Antiplasmodial Activity 
B. umbraculum was found to be used in the treatment of cerebral malaria (CM) by 50 per cent of the researchers2. This 
was validated by two such in vitro studies evaluating the assays along with its antiplasmodial activity. High 
complement inhibition of the classical pathway and dose-dependent inhibition of nitric oxide (NO) release from 
activated macrophages were shown in semi-polar plant extracts2. The extracts obtained from B. umbraculum were 
tested in vitro against the erythrocytic stage of Plasmodium falciparum (for 72 h incubation). The EtOAc extract was 
mildly antiplasmodial against both the chloroquine-sensitive strain P. falciparum NF54 and the chloroquine-resistant 
strain K1 . 
 
Anthelmintic Activity 
Aqueous extract of B. umbraculum was assessed in-vitro for its anthelmintic activity against Haemonchus contortus 
worms and concentrations were 10, 20, 40, 60, 80 and 100 mg/ml. The standard drug used was Ivermectin at a 
concentration of 1 mg/ml for comparison, saline was used as a control. The dead worms were subjected to sodium 
dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and scanning electron microscopy (SEM).  The 
decreased number of polypeptides on treated worms indicated that this plant extract produced strong anthelmintic 
activity. The mortality of adult worms may be influenced by the presence of tannin in Biophytum petersianum crude 
aqueous extract (BAE). Tannin present in Biophytum umbraculummay respond directly to adult worms by attaching to 
their' skin,' causing discomfort, or indirectly by improving protein nutrition and growing the host's immune system . 
 
Ethno Medical Benefits 
B. umbraculum (syn. Biophytum petersianum) is recognized as a plant historically used in medicine. It is used as a 
sedative in Congo and for stomach pain, wounds and urinary stones in Nigeria. It is frequently used in the treatment 
of cerebral malaria, fever, wounds and various kinds of skin disorders in Mali, Indonesia as a traditional medicine. 
Crude extracts from B. umbraculum have previously been reported to decrease the blood pressure and glucose 
concentration in rodents . The researches revealed that hormones secreted from the adrenal glands of animal models 
are stimulated by a 50% ethanolic extract of the aerial parts. The plant has undergone certain experiments on 
bioactive compounds of low molecular weight, and several flavone glycosides such as isovitexin, isoorientin, and 
cassiaoccidentalin A have been isolated. In Nigeria, B. umbraculum has historically been used to treat wounds, 
gonorrhoea, urinary stones, and stomach pain. B. umbraculum was used as purgative in Gabon, in Togo for 
hypertension, and in New Guinea the plant is believed to increase fertility 3, . 
 
Comparison of Biophytum umbraculum and Biophytum sensitivum 
The species are both from the same family, i.e., Oxalidaceae, but in morphological characters, phytoconstituents, and 
some pharmacological results, they are somewhat different from each other. Biophytum sensitivum has been tested for 
its applications, but Biophtyum umbraculum is in the process of being investigated. B. umbraculum is about 25 cm long 
with a slightly long stem, while Biophytum sensitivum with a short trunk is between 2.5-20 cm long. B. umbraculum 
mainly comprises flavonoids and pectic polysaccharides (cassiaoccidentalin A, isovitexin and isoorientin) and is also 
used predominantly as antioxidants and immunomodulators; A number of chemical constituents, such as saponins, 
essential oils, flavonoids, pectin and polysaccharides, are found in Biophytum sensitivum. Isolated from its aerial 
components were 2 biflavones namely cupressuflavone and amentoflavone, 3 flavonoids namely luteolin 7-methyl 
ether, isoorientin and 3'-methoxyluteolin 7-O-glucoside and 2 acids which are 4-caffeoylquinic acid and 5-
caffeoylquinic acid . As evaluated, B sensitivum has additional antipyretic and analgesic efficacy. The analgesic 
activity of B. sensitivum plant’s methanolic extract was evaluated when 100-200 mg/kg dose were administered in 
mice by tail flick and acetic acid induced writhing procedure. In both these models, the results reported analgesic 
activity . B. sensitivum methanolic extract was found to have immunomodulating and anticancer activities, whereas 
ethyl acetate extract of B. umbraculum was found to have those activities. B. sensitivum extract was found to be 100 % 
cytotoxic. At a concentration of 0.5 mg/ml it was found to be cytotoxic to both Dalton's Lymphoma Ascites (DLA) 
and Ehrlich Ascites Carcinoma (EAC) cells , while B. umbraculum exhibited moderate cytotoxicity at higher 
conentrations13. As compared to B. umbraculum, B. sensitivum was found to be more pharmacologically active. The 
full potential of B. umbraculum is not understood due to a lack of scientific assessment and analysis. Future research 
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and assessments on it may provide a sound knowledge for its effectiveness and use and then it may be useful for 
some medical conditions. 
 
Future Research and Scope 
Majority of the population (>80%) in developing nations have limited economic means of consuming drugs, vaccines 
and medical procedures. Utilization of plants as a source of medication has been an ancient practice and is a 
significant part of the medical care system in India. In India, about 70% of rural population relies upon the 
conventional Ayurvedic system of medication . B. umbraculum should be researched with an emphasis on phenolic 
compounds and antioxidant potential, as the health benefits of antioxidants have gained substantial attention in 
recent years. Most of the semi polar extracts showed high antioxidant activity, and the presence of tannins and 
flavonoids can be attributed to this activity. Antimalarial and immunomodulatory activities have also been observed, 
in addition to antioxidant properties. They are derived from in vitro studies and  
1) Need to be followed up with in vivo studies and clinical trials, although the findings are positive and can to some 
degree provide a justification for conventional use.  
2) Clinical trials are necessary to evaluate the complement inhibition and reduction of macrophage activation activity 
due to the complex pathogenesis of cerebral malaria. 
3) Anticancer activity requires further exploration of the chemical structure related to activity and its comprehensive 
mechanism of action in clinical chemotherapy. 
4) The in vitro results showed B. umbraculum to have a stimulatory effect on the release of aldosterone and 
corticosterone, which is supposed to have an effect on the adrenal cortex.   
In vivo work is needed to ensure the traditional use of the extract in the treatment of high blood pressure. 
Therefore, the present paper suggests relevant areas as above to work on B. umbraculum. 
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Siddha system of medicine is said to have been in existence in South India especially in Tamil Nadu from 
the last many centuries from the time of famous Tamil Sangam, the first. This is the primordial Indian 
systems of medicine. As per saint Yugi’s concept, there are 4448 diseases. Diseases are caused due to the 
derangement of three humors: Vaatham, Pitham and Kabam. Saint Theraiyar in his text, endorse three 
humors being “Vaathamai padaithu”, Pitha vaniyai kaathu”, Sethuma seethamai thudaithu”. In this vaatham 
anology with developmental and growth process. Pitham equivalence to digestive fire, upholding of 
immunity, metabolism and energy production. Kabam maintains the body mass, shape and flexibity. 
Even though there are monumental medicines in siddha, Sagala noi chooranam is predominantly 
indicated for Manthapitham (i.e., dwindled immune response). So we choose sagala noi chooranam to 
equipoise the pitham humor therewise to aggrandize the immunity which leads to disease free life. This 
review article purvey about the ethnopharmacological and phytoconstituents of Sagala noi chooranam. 
 
Keywords: Sagala noi chooranam, Bramamuni Karukadai Suththiram, Siddha Medicine. 
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INTRODUCTION 
 
Siddha  text  book  Brammamuni  Karukadai  suththiram’s  sagala  noi  chooranam  is  used  in  the  treatment  of  kulai  
erivu,  nenjuvali,  sirasunoi,  piththam,  purattal,  neerural,  kannil neerpachchal,  puzhukirumi,  iduppuvali,  
kalladaippu,  vaaikonal,  vaaikularal,  manthapitham,  sevinoi,  sevidu,  umai,  sethumam,  pilli,  vanjanai,  
thondaipun,  kandamazhai,  neerkattu.  This  review  article  deals  with  the  phytoconstituents  and  
pharmacological  activities  of  sagala  noi  chooranam.  
 
INGREDIENTS OF SAGALA NOI CHOORANAM 
1. NARCHIRAKAM (Cuminum cyminum Linn.) 
2. ATHIMADURAM (Glycyrrhiza glabra  Linn.) 
3. MADANAKAMAPPU (Cycas circinalis  Linn.) 
4. KARUNJCHIRAKAM (Nigella sativa Linn.) 
5. KIRAMBU (Syzygium aromaticum Linn.) 
6. CHATHAKUPPAI (Anethum graveolens Linn.) 
7. KOTHTHUMALLI (Coriandrum sativum Linn.) 
 
PHYTOCONSTITUENTS OF SAGALA NOI CHOORANAM 
Chirakam 
Alkaloid, anthraquinone, coumarin, flavonoid, glycoside, protein, resin,  saponin,  tannin and steroid [3]. 
 
Athimaduram 

Alkaloids, glycosides, triterpenes, flavonoids, polysaccharides, pectins, simple sugars, amino acids, mineral salts, 
asparagins, bitters, phenolics, saponins, tannins, terpenes, anthraquinones, essential oils, fat, female hormone 
oestrogen, gums, mucilage, protein, resins, starches, sterols and volatile oils [4,5]. 
 
Manadakamappu 

Alkaloids, Flavonoids, amino acids and triterpenoids[6]. 
 
Karunjchirakam 

Alkaloids, phenols, flavonoids, glycosides, terpenoids, steroids, thymohydroquinone, p- cymene, dithymoquinone, 
thymoquinone, carvacrol, sesquiterpene, longifolene, pentacyclic triterpene, alpha-hederin, protein,  carbohydrates, 
crude fibre, fat and saponin [7] 

 
Kirambu 
Clove bud contain 15-20% essential oil which is dominated by eugenol (70-80%), eugenyl acetate (15%) and β-
caryophyllene (5-12%). The other essential ingredients of clove oil are vanillin, maslinic acid, kaemferol, rhamnetin, 
eugenitin, eugenin, gallic acid, biflorin, myricetin, campesterol, stigmasterol, oleonolic acid, bicorin [8] 

 
Chathakuppai 

Tannin, Terpenoid, Saponins, cardiac glycoside, anthraquinone, essential oils, fatty oil, moisture (8.39%), proteins 
(15.68%), carbohydrates (36%), fiber (14.80%), ash (9.8%) and mineral elements such as calcium, potassium, 
magnesium, phosphorus, sodium, vitamin A and niacin. Anethum graveolens contain 1 - 4% essential oil comprising 
of major compounds: carvone (30-60%), limonene (33%), α-phellandrene (20.61%), including pinene,  diterpene,  
dihydrocarvone, cineole, myrcene, paramyrcene, dillapiole, isomyristicin, myristicin, myristin, apiol  and dillapiol.  
Anethum graveolens essential oil also contained furanocoumarin, 5-(4”-hydroxy-3”methyl-2”-butenyloxy)-6, 7-
furocoumarin,   oxypeucedanin, oxypeucedanin  hydrate  and falcarindiol  The total phenol and total flavonoid 
contents of Anethum graveolens L. extract  were  105.2  mg of  gallic acid  equivalents/g of  the  dried extract  and 58.2 
mg of catechin equivalents/g  of  the  dried  extract, respectively [9,10,11,12,13] 
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Kothumalli 

Essential oils, fatty acids, carotenoids, isocoumarins, alkaloids, flavones, resins, tannins, anthraquinones, sterols, 
fixed oil, polyphenols, vitamins and many phytosterols. It was reported that coriander like all other green leafy 
vegetables is a rich source of vitamins (high amount of vitamin A/β-carotene: 12 mg/100 g and vitamin C: 160 mg/100 
g) besides minerals and iron very low in saturated fat and cholesterol and a very good source of thiamine, zinc, and 
dietary fiber[14,15] 

 
PHARMACOLOGICAL ACTIVITIES OF SAGALA NOI CHOORANAM 

Chirakam (Seed of Cuminum cyminum) 
 
Antimicrobial activity  
Bameri Z et al., investigated that Ethanol extracts of seed of Cuminum cyminum were tested for antimicrobial activity 
in vitro by the microdilution method. Ethanol extract of seed exhibited antimicrobial activity against biofilm 
Escherichia coli [16]. Leopold J et al, studied that the antimicrobial activity of the essential oil of cumin (Cuminum 
cyminum) seeds was against different strains of  microorganisms. Antimicrobial testing showed high activity of the 
essential Cuminum cyminum oil against Candida albicans, Aspergillus niger, the Gram positive bacteria Bacillus subtilis 
and Staphylococcus epidermidis as well as the yeast (Saccharomyces cerevisiae)[17]. Sheikh MI et al., investigated the 
antibacterial activity of seed extracts of cumin (Cuminum cyminum) was against 10 Gram positive and Gram negative 
bacteria. Disc diffusion method was used to test the antibacterial activity[18]. 
 
Antidiabetic activity  
Jain SC et al., studied that the orally administered seed powder (2 g/kg) lowered the blood glucose levels in 
hyperglycaemic rabbits [19]. Willat gamuva SA et al, examined the Antidiabetic effects of cumin seed, in 
streptozotocin induced diabetic rats. An eight week dietary regimen containing cumin powder (1.25%) was found to  
be  remarkably beneficial, as indicated by reduction in hyperglycaemia and glucosuria. This was also accompanied 
by improvement in body weights of diabetic animals. Dietary cumin also countered other metabolic alterations as 
revealed by lowered blood urea level and reduced excretions of urea and creatinine by diabetic animals [20]. 
 
Anti-cancer activity  

Gagandeep et al., evaluated the cancer chemo preventive potentials of different doses of a cumin seed-mixed diet 
against benzo(α)pyrene [B(α)P]-induced fore stomach tumorigenesis and 3-methylcholanthrene (MCA)-induced 
uterine cervix tumorigenesis. Results showed a significant inhibition of stomach tumor burden by cumin. Tumor 
burden was 7.33  ± 2.10 in the B(α)P-treated control group, whereas it reduced to 3.10 ± 0.57 (p<0.001) by a 2.5% dose 
and 3.11 ± 0.60 (p<0.001) by a 5% dose of cumin seeds [21]. 
 
Antioxidant activity  
Rebey IB et al., studied that the full ripe seeds were richer on polyphenols and condensed tannin than unripe ones, 
and consequently exhibited higher antioxidant activities. However, the unripe seeds had a higher total flavonoid 
content compared to those of half ripe and full ripe ones. The comparison of two extraction methods, the soxhlet 
extracts contained the greatest amount of polyphenols and flavonoids, while maceration samples exhibited higher 
antiradical and bleaching power assay. Total phenolic contents and IC50 values in cumin seed during their 
maturation allowed to conclude that antioxidant activity does not depend only on the high content of total phenolics 
but also on the phenolic composition[22]. 
 
Hypotensive activity  

Kalaivani P et al., evaluated that the anti-hypertensive potential of standardized aqueous extract of Cuminum 
cyminum seeds and its role in arterial endothelial nitric oxide synthase expression, inflammation and oxidative stress 
in renal hypertensive rats. Renal hypertension was induced by the two-kidney one-clip (2K/1C) method in rats. The 
data revealed that Cuminum cyminum seeds augment endothelial functions and ameliorate inflammatory and 
oxidative stress in hypertensive rats [23]. 
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Gastrointestinal activity  
Sahoo HB et al., studied the effect of aqueous extract of Cuminum cyminum seeds (ACCS) against diarrhoea on albino 
rats. The animals were divided into five groups and the control group was given 2% acacia suspension, the standard 
group with loperamide (3mg/kg) or atropine sulphate (5mg/kg) and  three test groups administered orally with 100, 
250 and 500 mg/kg of ACCS. The ACCS showed significant (p< 0.001) inhibition in frequency of diarrhoea, defecation 
time delaying, secretion of intestinal fluid as well as intestinal propulsion as compared to control. The graded doses 
of the tested extract showed dose dependent protection against diarrhea[24]. 
 
Athimaduram (Root of Glycyrrhiza glabra) 
Antimicrobial activity  
Sharma V et al, studied that each species of the genus Glycyrrhiza Linn is characterized by isoprenoid phenols, 
which have selective antimicrobial activity. Recent research has shown antibacterial effects of hydromethanolic root 
extract of G. glabra against some gram-positive and negative pathogens [25]. 
 
Antioxidant activity  

Sharma V et al., studied that the Hydromethanolic root extract of Glycyrrhiza glabra exhibited marked antioxidant 
activity in a test tube system [25].  
 
Antiulcer activity  
Masoomeh MJ et al., examined that the extracted glycyrrhizin, DGL (deglycyrrhizinated licorice) is generally 
employed for the effective treatment of ulcers. Carbenoxolone from liquorice roots produce the antiulcerogenic effect 
by inhibiting the secretion of gastrin [26]. 
 
Antimutagenic activity [27] 
Sharma V et al., investigated that the hydromethanolic root extract of G.glabra also exhibited antimutagenic potential 
by suppressing micronucleus formation and chromosomal aberration in bone marrow cells of albino mice [27]. 
 
Karunjchirakam (Seed of Nigella sativa) 
Neuro-pharmacolgical activity  

Al-Naggar TB et al., studied that the aqueous and methanol extracts of defatted Nigella sativa seeds were shown to 
possess a potent central nervous system, especially depressant action in the case of the methanolic extract[28]. 
Perveen T et al., studied that an anxiolytic drug acts by increasing the 5-HT and decreasing the 5-HIAA levels in  
brain. A long term administration of Nigella sativa increases 5-HT levels in brain and improves learning and memory 
in rats [29]. 
 
Immunomodulatory activity  

Torres MP et al., investigated that immunomodulating and cytotoxic properties of volatile oil of N.sativa seeds was in 
a Long-Evans rat model designed to examine the effect of N.sativa seeds on selected immune components. Long-
Evans rats were challenged with a specific antigen (typhoid TH) and treated with N.sativa seeds; Treatment with 
N.sativa oil induced about 2-fold decrease in the antibody production in response to typhoid vaccination as 
compared to the control rats but there was a significant decrease in splenocytes and  neutrophils counts, but a rise in 
peripheral lymphocytes and monocytes in the these animals. These results indicated that the N. sativa seeds could be 
considered as a potential immunosuppressive cytotoxic agent [30]. 
 
Anticonvulsant activity  
Raza M et al., studied the N. sativa seed effectively against PTZ-induced convulsions. The antiepileptic activity of the 
volatile oil in this model maybe attributed mainly to its content of TQ and p-cymene and to a lesser extent, α-pinene. 
Volatile oil and its component p-cymene effectively suppressed convulsions induced by MES [31]. 
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Anti-fungal activity  

Bita A et al., investigated the methanolic extracts of N.sativa have the strongest antifungal effect against different 
strains of Candida albicans. Treatment of mice with the plant extract 24 h after the inoculation caused a considerable 
inhibitory effect on the growth of the organism in all organs studied. It was reported that the aqueous extract of        
N. sativa seeds exhibits inhibitory effect against candidiasis in mice [32]. 
 
Anti-histamine activity  

Kanter M et al., suggested that the use of NS seeds and its active ingredients has a considerable effect on the 
histamine mediated inflammatory and gastric diseases. A low  concentration of nigellone effectively inhibits 
histamine release from mast cells have shown that volatile oil therapy of NS and more so its constituent TQ, 
significantly reduced mast cell  number and the gastric ulcerated lesions in ethanol treated  rats[33]. 
 
Anti-microbial activity  

Mahony OR et al., studied that Nigella sativa seed extract has been shown to possess anti-microbial activity against 
Staphylococcus aureus, Escherichia coli, Proteus vulgaris, and Candida albicans. In an in vitro experiment, Nigella sativa 
extract produced a 100% growth inhibition of all the H. pylori strains that were tested within 60 min [34]. 
 
Antioxidant activity  
Al-Othman A M et al., suggested that dietary supplementation of black seeds powder inhibits the oxidative stress 
caused by oxidized corn oil in rats [35]. 
 
Antiparasitic activity  

Bafghi AF et al., studied that alcoholic extract of Nigella sativa seeds was applied daily for 15 weeks to cutaneous 
leishmaniasis produced experimentally in mice by a subcutaneous inoculation of Leishmania major at the dorsal 
base of the tail. There was no significant difference between the average weight of mice receiving Nigella sativa 
extract ointment and controls but the lesion diameter and symptoms of inflammation were significantly lesser in the  
test group as compared to the controls [36]. 
 
Contraceptive and anti-fertility activity \ 

Agarwal C Narula A et al., studied that the ethanolic extract of N.sativa seeds was found to  possess an anti-fertility 
activity in male rats which might be due to inherent estrogenic activity of Nigella sativa [37]. 
 
Toxicological studies  

Abou Gabal AA et al., studied that the seeds of Nigella sativa extract and its constituent appear to have a low level of 
toxicity. There is no remarkable pathological changes were recorded in bone marrow of animals treated with 
suspension of Nigella sativa in carbon tetrachloride induced bone marrow toxicity [38]. 
 
Kirambu (Bud of Syzygium aromaticum) 
 
Anaesthetic activity  
Diyaware et al., demonstrated the anesthetic effect of clove seed extract on Clarias gariepinus under semi-arid 
condition[39]. 
 
Insecticidal activity  
Singh et al., reported the control of bed bug (Climex  lectuarius)  by using  direct contact and residual contact bioassay 
using different essential oil  based  products. Results showed that clove oil (0.3%) combined peppermint oil (1%) and 
sodium lauryl sulfate (1.3%) formulation caused more than 90% mortality of bed bugs nymphs in residual and direct 
contact assay [40]. 
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Chathakuppai (Seed of Anethum graveolens) 
Anti microbial activity  
Delaquis P J et al., studied the essential oil and different extracts of Anethum graveolens seeds exerted antimicrobial 
activity against wide range of microorganisms. Many authors mentioned that the antimicrobial activities could be 
attributed to furano coumarin in Anethum graveolens [41]. 
 
Anti inflammatory activity  
Valady A et al., studied that the hydro alcoholic extract of the anethum graveolens seed caused significant decrease in 
the inflammation and pain in rats[42]. 
 
Effects on gastrointestinal system  

Harries N et al., studied that A.graveolens seed extracts possessed significant mucosal protective and anti secretory 
effects  in the gastric mucosa lesions induced in mice by oral administration of HCl (1 N) and absolute ethanol[43]. 
Hosseinzadeh H et al., studied the essential oil was a mild carminative and reduced foaming in vitro [44]. 
 
Kothumalli (Seed of Coriander sativum) 
Anxiolytic activity  
Emamghoreishi M et al, studied the anxiolytic effect of the aqueous extract of Coriandrum sativum seed and its effect 
on spontaneous activity and neuromuscular coordination were evaluated in mice. The anxiolytic effect of aqueous 
extract (10, 25, 50, 100 mg/kg, ip) was examined in male albino mice using elevated plus-maze as an animal model of 
anxiety. In the elevated plus-maze, 100 mg/kg of the aqueous extract showed an anxiolytic effect by increasing the 
time spent on open arms and the percentage of open arm entries, compared to control group. Aqueous extract at 50, 
100 and 500 mg/kg significantly reduced spontaneous activity and neuromuscular coordination, compared to control 
group[45,46]. 
 
Antidepressant activity  
Sudha K et al., studied that the diethyl ether extract of seeds of Coriandrum sativum showed more significant 
antidepressant effect than that of aqueous extract through interaction with adrenergic, dopamine-ergic and GABA-
ergic system[47]. 
 
Anti-inflammatory and analgesic activity  

Hashemi VH et al., studied that the anti-inflammatory and analgesic effects of Coriandrum sativum seeds were 
evaluated in animal model. Carrageenan test was used for evaluation of anti-inflammatory effect, while, writhing 
and formalin tests were used for evaluation of analgesic effects. The results showed that coriander had no anti-
inflammatory effect in carrageenan test. In writhing test, only the essential oil (4ml/100g,) had a significant effect 
(p<0.01). Total extract, polyphenolic extract and essential oil of coriander, had significant effect in both phases of 
formalin test[48]. 
 
Antidiabetic activity  

Eidi M et al., investigated the ethanol extract of Coriandrum sativum seeds was for its effects on insulin release from 
the pancreatic beta cells in streptozotocin-induced diabetic rats. The results showed that administration of the 
ethanol extract (200 and 250 mg/kg, ip) exhibited a significant reduction in serum glucose [49]. 
 
Anticancer activity  

Tang EL et al.,evaluated the anticancer activities of Coriandrum sativum root, leaf and stem, as well as its effect on 
cancer cell migration, and its protection against DNA damage, with special focus on the roots. The ethyl acetate 
extract of Coriandrum sativum roots showed the highest antiproliferative activity on MCF-7 cells (IC50 = 200.0 ± 2.6 
μg/ml), had the highest phenolic content and FRAP and DPPH scavenging activities among the extracts[50]. 
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Cardiovascular activity  
Medhin DG et al., studied that the aqueous extracts of coriander seeds inhibited the electrically- evoked contractions 
of spiral strips and tubular segments of isolated central ear artery of rabbit. The water extract of coriander seed had 
hypotensive effects in rats [51,52]. 
 
Hepato protective activity  
Ramadan MM et al., studied the radio protective ability of Coriandrum sativum seeds against whole body gamma 
irradiation in rats. Statistical analysis indicated that rats which supplemented with aqueous extract of Coriandrum 
sativum and then administrated paracetamol showed significant improvement in all biochemical parameters, which 
become near to control, the results were confirmed by histopathological examination of the liver tissue of control and 
treated animals [53]. 
 
Detoxification activity  
Velaga MK et al., studied the protective activity of the hydroalcoholic extract of Coriandrum sativum seed against 
lead-induced oxidative stress in rats. Treatment with the hydroalcoholic seed extract of Coriandrum sativum resulted 
in a tissue-specific amelioration of oxidative stress produced by lead [54]. 
 
Diuretic activity  
Aissaoui A et al., evaluated the acute diuretic activity of aqueous extract of the seed of Coriandrum sativum in rats. 
The aqueous extract of coriander seed was administered by continuous intravenous infusion (120 min) at two doses 
(40 and 100mg/kg) to anesthetized Wistar rats. The authors concluded that the mechanism of action of the plant 
extract appears to be similar to that of furosemide [55]. 
 
Effect on fertility  
Al-Said MS et al., studied the effect of the aqueous extract of fresh coriander (Coriandrum sativum) seeds on female 
fertility in rats including the effects on oestrus cycle, implantation, foetal loss, abortion, teratogenicity and serum 
progesterone levels on days 5, 12 and 20 of the pregnancy. The extracts produced a significant decrease in serum 
progesterone levels on day-5 of pregnancy which may be responsible for its anti-implantation effect [56]. 
 
DISCUSSION 
 
From the features above, we are confidential with the medicines and nutriment content of  herbs and their utility of 
Sagala noi chooranam, in providing good immunity as per Siddha system of Medicine. The individual drugs evince 
symbiotic action thereby contributing to the overall pre-emptive and salubrious properties of the medicine as a 
potent immune booster drug in Siddha. The Scientific Research Community has to explicate the above Sagala noi 
chooranam as a redeemed immune booster medicine. 
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Table 1: Herbal Ingredients of Sagala Noi Chooranam 

Tamil / English Name Botanical / Family Name Parts used 
Chirakam / Cumin seeds or fruits Cuminum cyminum / Apiaceae Seed 
Athimaduram / Indian or Jamaica 

Liquorice 
Glycyrrhiza glabra / Fabaceae Root 

Madanakamappu / Queen sago Cycas circinalis / Cycadaceae Flower, seed, bark 

Karunjchirakam / Black cumin; 
Small Fennel 

Nigella sativa / Ranunculaceae Seed 

Kirambu / Cloves Syzygium aromaticum / Myrtaceae Bud 
Chathakuppai / The Dill, 

Gardenill, Anet 
Anethum graveolens / Apiaceae Leaf, flower, seed 

Koththumalli / Coriander seeds Coriandrum sativum / Apiaceae Leaf, seed 
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Neck pain is getting more common across the world and 67% of adults will experience neck pain at some 
point in their lives. Physiotherapeutic intervention options for CNP include manual therapy, exercises, 
stretching, strengthening, relaxation techniques, craniocervical flexion training, spinal mobilization and 
manipulations and postural education. All these interventions effectively  manage pain, improving 
cervical ranges, decreasing neck disability, and improving quality of life. Exercises are easily accessible, 
safe, low cost, and potentially effective interventions for individuals with CNP. 
 
Keywords: Manual therapy, exercises, chronic neck pain, mobilization. 
 
 
INTRODUCTION 
 
Neck pain (NP) that persists for a duration of three months or more is defined as chronic neck pain (CNP), and it 
appears particularly in the neck region between C1to C7 vertebrae  [1]. Neck pain is getting more common across the 
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world and 67% of adults will experience neck pain at some point in their lives. Populations most commonly affected 
with neck pain are office and computer workers, manual labourers and industrial workers.[1] A vast number of 
physiotherapeutic intervention options for the treatment of CNP include manual therapy, range of motion exercise, 
stretching, strengthening exercise, relaxation techniques, craniocervical flexion training, spinal mobilization and 
manipulations, postural education, electrotherapy and ergonomics. These treatments are useful in reducing pain, 
fatigue, inflammation, and improving neuromuscular control. Studies which includeall physiotherapy treatments are 
few. The purpose of this study is to find and review studies related to exercise therapy and manual therapy 
interventions used in the treatment of CNP. 
 
METHODOLOGY 
 
A systematic search of the literature was done using databases like Pubmed, Google Scholar, Cochrane and PEDro. 
Articles publishedbetween1stJanuary 2012 to 31st December 2021 were included. Keywords like “chronic neck pain”, 
“manual therapy”, “exercise therapy”, and “physiotherapy” were used.  The criteria for inclusion of studies were as 
follows: Articles which included physiotherapy interventions for CNP like exercise therapy and manual therapy. 
Articles published in English language, in the last 10 years (1st January 2012 to 31st December 2021)and articles whose 
full text were available were included in the study. All types of studies like systematic review, meta-analysis, 
randomized control trials, cohort studies, case-control studies, narrative reviews were included. Articles on 
electrotherapy interventions and alternative therapies and articles which described operative management for neck 
pain were excluded. 
 
RESULTS 
 
After finalizing keywords, the search strategy identified numerous articles from multiple databases. Following the 
removal of duplicates and the screening of titles and abstracts, a total of 25 studies were included in the review.     
 
DISCUSSION 
 
The principle of FITT - Frequency, Intensity, Time and Type 
Any workout that is given must adhere to the FITT principle, which stands for Frequency, Intensity, Time and Type. 
Pain and impairment can be reduced by exercising for 30 to 60 minutes three times a week at an intensity of up to 
80% of maximum voluntary contraction (MVC). To promote proper muscle activation and function, resistance 
workouts to develop isometric strength of the deep cervical flexors are recommended.[1] Endurance exercises 2 times 
per week combined with gravity’s resistance can improve the postural functioning of the deep cervical muscles, 
potentially reducing pain in people who suffer from CNP. Aerobic workouts 3 times per week can help one feel 
better about oneself and improve health-related quality of life.[1] Effective therapies should last 6 to 12 weeks, with 
encouragement to continue exercising for the rest of one's life to preserve long-term benefits and the absence of pain-
related symptoms.[1] For enhancing adherence and long-term motivation, a combination of group and home-based 
workouts is best.[1] 
 
Deep cervical flexor (DCF) muscle activation Exercises 
The deep cervical flexors include the longus colli, rectus capitus, longus capitus, and longus cervices. Exercise for 
deep cervical muscle activation includes chin tuck exercise that can be given with the help of a pressure biofeedback 
device. Deep cervical flexor muscle activation exercise is a low-load exercise and promotes appropriate posture and 
activation of deep muscles rather than superficial muscles. When compared to a neck isometric muscle retraining 
program, Craniocervical flexion exercise was more effective at treating or recovering cervical lordosis,deep cervical 
flexor muscle endurance, and active cervical range of motion in all three planes.[3] The chin tucking exercise 
program increased Longus Colli muscle parameters such as cross-sectional area, thickness, and width, whereas the 
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exercise program recruiting all neck flexors enhanced sternocleidomastoid (SCM) thickness. [20] Both exercise 
programs were equally beneficial in reducing pain and disability in those with neck pain. [20] High endurance of the 
deep cervical flexor muscles increased the ability to maintain an upright posture of the cervical spine. [24] As a 
result, DCF muscle training is suggested for the treatment of neck pain in clinical practice.[24] 
 
Scapulothoracic and Cervical stabilization exercise 
Scapular stabilization exercises helped improve pain, endurance of the neck muscles and restore the function 
biomechanical pattern of the neck and shoulder joint.[3] Neck stabilization exercises (NSE) limit pain,[6]maximize 
function and prevent further injury by which the cervical spine maintains a stable, injury-free state.[6] Cervical and 
scapulothoracic stabilization exercises activate the deep muscles and strengthen the whole scapulothoracic 
region.[17] 
 
PRT-Progressive resistance training 
A neck-specific progressive resistance training intervention enhanced neck strength and decreased patient-reported 
neck pain and impairment considerably.[10]Strength training possibly acts by activating arterial baroreceptors, 
which stimulate the endogenous opioid system, resulting in analgesic effects via the descending nociceptive 
inhibitory mechanism.[10] 

 
Stretching Exercise 
Stretching activities can help to relax muscles and so reduce discomfort.[4]Applying stretching exercises to the SCM 
muscle has a clinically significant impact on pain reduction in individuals with CNP.[4] 

 
Endurance exercise 
Endurance exercises cause an increase in motor unit recruitment and firing rate, increase the number of capillaries in 
the muscle, thus contribute to a reduction in muscular fatigue in individuals with persistent neck pain.[26] 

 
Sensorimotor training 
Sensorimotor training includes retraining joint position and movement sense, Oculomotor exercises, balance training 
and traditional exercise. Oculomotor exercises as a part of sensory-motor training as an influence on suboccipital 
muscles could explain the favorable effects of combined sensorimotor training and traditional exercises on joint 
position awareness. These muscles have a huge number of muscle spindles for controlling the head orientation in the 
space. As a result, exercising these muscles through sensorimotor training may help to improve muscle spindle 
function and awareness of neck position.[11] 
 
Manual therapy 
Manual therapy improved mobility and endurance post-intervention and at 6 months follow-up in individuals with 
CNP.5 Manual therapy has almost no adverse effects due to its application and if any they are of little clinical 
significance.[5] Also, it appears to be safe for treatment.[5] Hence manual therapy can be recommended for treating 
CNP patients.[5] Manual techniques through their neurophysiological effects produce a faster reduction in pain but 
may not improve disability as fast as exercises.[8] A multimodal approach including manual therapy, therapeutic 
exercise, and pain education may give the best results.[8]Clinical improvement could potentially be influenced by 
central processes.[8]Manual therapy incorporates neurophysiological mechanisms like reduction in inflammatory 
biomarkers, decreased spinal excitability and pain sensitivity, modification of activity in cortical areas involved in 
pain processing, and excitation of the sympathetic nervous system.[8] Manual therapy in the form of cervical 
mobilization may restore the upper cervical joint mobility and in turn, improve the recruitment of deep cervical 
muscles and decrease the activation of superficial muscles.[9] Following mobilization, different neurophysiological 
processes (peripheral, spinal, and supraspinal) have been discovered to cause hypoalgesia.[27] The release of 
numerous nociceptive and inflammatory mediators is frequently linked to persistent pain.[27] The release of these 
mediators is reduced by manual treatment.[27] The changed concentration of pain biomarkers in the blood may 
cause pain alleviation after mobilization.[27] Manual therapy has been shown to lower serotonin levels while 
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increasing endorphin levels in the bloodstream.[27] The spinal cord-mediated impact of joint mobilization may also 
help to reduce pain.[27] The suppression of C fibers by the dorsal horn of the spinal cord, for example, has been 
proposed as a possible mechanism for producing hypoalgesia after spinal manipulation.[27] 

 
Massage 
Massage promotes muscle relaxation which decreases pain in turn.[4] Touch activates the pressure receptors and 
modifies blood flow, in turn causing psychological relaxation and decreasing pain.[4] Massage enhances blood 
circulation in the treatment area, thereby removing pain metabolites and decreasing pain. [2] Probable reasons for 
pain relief may be the Gate-control theory and an increase in neurotransmitters like serotonin that relieve pain. When 
applied in a downward manner on myofascial trigger points (MTrPs),[2]Thai massages may elongate and normalize 
the contraction knots allowing the trigger points to deactivate and break down.[2] This may release the tightness of 
muscle and increase the range.[2] 
 
Connective tissue massage (CTM) is a manual reflex therapy that stretches connective tissue layers and aids in 
relaxing the body.[23] It increases β-endorphins in plasma.[23] Skin touch may decrease stress hormones and muscle 
tension, thereby increasing the pressure pain threshold.[23] The treatment is based on the induction of a reflex action 
on the autonomic nervous system by manipulating the fascial layers within and beneath the skin.[23] Stretching 
connective tissue can activate cutaneous-visceral responses by stimulating the autonomic nervous system and skin 
mechanoreceptors.[23] Pre- and postsynaptic inhibition may close the 'pain gate' as a result of this receptor 
stimulation.[23] As a result, it has been discovered to cause the release of endogenous opiates.[23] CTM reduces 
sympathetic activity by causing local mechanical effects on mast cells in the connective tissue, resulting in 
vasodilation.[23] As a result, parasympathetic activity rises, resulting in muscular relaxation and improved 
circulation, which aids the healing process.[23] 
 
Myofascial Release 
Myofascial release is a manual massage technique that involves stretching the fascia and releasing ties between the 
fascia and the skin, muscles, and bones to relieve pain, improve range of motion, and improve body balance.[28] The 
mechanical, neuronal facilitation, and psycho-physiological adaptability are said to be the effects of this 
technique.[28] 
 
Virtual reality 
For patients with CNP who are immersed in a virtual reality experience, it becomes difficult to sense stimuli outside 
of their range of concentration.[7] Pain can be managed by blocking sensory information with opioid analgesics or 
generating a diversion when treatment periods have been sustained for some time.[7] The anterior cingulate cortex, 
primary and secondary somatosensory cortex, insula, and thalamus all benefited from pain distraction mechanisms 
and reduced pain-related brain activity.[7] Furthermore, it has been proposed that VR distracting effects result from 
intercortical modulation of pain matrix signaling pathways via attention, emotion, memory, and other senses 
activated in virtual reality environments.[7] 
 
CONCLUSION 
 
This review highlights the interventions for chronic neck pain like exercises and manual therapy. The interventions 
have been found to be effective in managing pain, improving cervical ranges, decreasing neck disability, and 
improving quality of life. Exercises are easily accessible, safe, low cost, and potentially effective interventions for 
individuals with CNP. Thus there is strong evidence for use of physiotherapy interventions in CNP. 
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Table 1: Studies related to exercise and manual therapy interventions for chronic neck pain 
Author/ 

Year Objectives of the study Methodology Remarks 

Buttagat 
et al / 
2021 

Comparison of Thai 
massage (TM) and muscle 
energy technique (MET) 

in CNP. 

TM group was given gentle thumb pressing, 
and neck stretching. MET group was given 

post-isometric relaxation technique & passive 
stretch. Control group was given relaxation. 

All three groups received 8 treatment sessions 
for 2 weeks. 

TM and MET both 
resulted in a significant 

improvement in all 
parameters (p <0.05) 
compared to control 

group. 

Ganu et 
al / 2021 

To see effect of addition 
of abdominal control 
feedback to scapular 

stabilization exercise on 

Group 1 received scapular stabilization 
exercises including chin tucks, horizontal pull 

apart, serratus anterior punches, retraction 
plus external rotation, chest press, and 

In terms of pain and 
endurance, there were 

considerable intergroup 
variations, with group 2 
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pain, strength, 
proprioception, disability, 

endurance. 

Scapular retraction. Group 2 received 
Scapular Stabilization along with Abdominal 

Control Feedback which included Wall 
presses, Knee push-ups, Wall slides. 

being better. 

Büyüktur
an et al / 

2021 

Effectiveness of stretching 
and massage applied to 

sternocleidomastoid 
muscle on ROM, 
endurance, pain, 

disability, and 
kinesiophobia in CNP. 

The control group received slow and 
controlled neck flexion, extension, lateral 
flexion, and rotation in combination with 

respiration, and also posture-related exercises 
for 3 days a week for 5 weeks. The SCM 

group received additionally, massage and 
stretching for the sternocleidomastoid muscle. 

SCM group showed 
superior results. 

Díaz-
Pulido et 
al / 20215 

Comparison of manual 
therapy (MT) and 

Transcutaneous Electrical 
Nerve Stimulation (TENS) 
on cervical mobility and 

muscle endurance in 
subacute and chronic 

mechanical neck 
disorders. 

MT group receivedneuromuscular, post-
isometric, spray, stretching. TENS group 

received high TENS. Both groups received 10 
sessions for 30 min on alternate days. 

MT group showed 
significant improvement 

in active mobility and 
endurance. 

Shin et al 
/ 2020 

Comparison of 
thermotherapy and neck 
stabilization exercise in 

chronic nonspecific neck 
pain. 

The intervention group received 
thermotherapy for 30 min twice a day for 5 

days and performed neck stabilization 
exercise. All exercises were given for 40 min 

twice a day for 5 days (10 sessions). The 
control group performed only neck 

stabilization exercises. 

After intervention, the 
pain intensity in the 
intervention group 

considerably reduced at 
rest (p<0.001) and during 

movement (p<0.001). 

Tejera et 
al / 2020 

Comparing effects of 
virtual reality (VR) versus 
exercise on pain intensity, 
in patients with NS-CNP. 

The virtual reality group received 
craniocervical flexion with the help of virtual 

reality glasses. The neck exercise group 
received neck flexion, extension, lateral 

flexion, and rotation exercises. Both groups 
received 3 sets of 10 repetitions of each 

exercise. 

The intra-group 
difference was 

statistically significant in 
the VR group (p<0.05) for 

all the outcomes. 

Bernal- 
Utrera et 
al / 2020 

Comparison of Manual 
therapy and therapeutic 
exercise in patients with 

CNP. 

The MT group receivedhigh thoracic 
manipulation on T4, Cervical mobilization, 

and Suboccipital muscle inhibition. The 
therapeutic exercise group received activation 
and recruitment of deep cervical flexors, and 

eccentric exercises for flexors & extensors. 

MT improved perceived 
pain before therapeutic 

exercise, while 
therapeutic exercise 

reduced cervical 
disability before manual 

therapy. 

Rodrigue
z-Sanz et 
al / 2020 

Effectiveness of manual 
therapy vs cervical 
exercises in CNP. 

Exercise groups received cervical stabilization 
exercises and ROM exercises. Manual 

Therapy + Exercise Group (MT + E) received 
manipulation and/or mobilization followed 
by exercises. Both groups received 20-min 

sessions once a week for 4 weeks. 

No differences seen 
between groups (p > 0.05) 

at baseline. Significant 
differences in favor of the 
exercise group (p < 0.05) 
at 3 months follow up. 

Cox et al 
/ 2020 

To see if neck-specific 
progressive resistance 

127 participants with CNP who completed a 
minimum of 9 sessions of a neck-specific 

Progressive resistance 
exercise intervention 
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exercise leads to a change 
in pain and disability. 

progressive resistance program. significantly improved 
neck strength, and 

reduced patient-reported 
neck pain and disability. 

Saadat et 
al / 2019 

Evaluation of the 
sensorimotor training vs 

traditional physical 
therapy on treatment 

outcomes in CNP. 

Traditional training groupreceivedTENS, 
postural re-education, scapular thoracic 
exercises. The combined exercise group 

received sensorimotor exercise including 
retraining joint position and movement sense, 

oculomotor exercises, balance training and 
traditional exercise. All interventions were 

given for 12 sessions. 

Sensorimotor training 
combined with traditional 
physical therapy exercises 

was more effective than 
traditional treatments 

alone. 

De Zoete 
et al / 
2019 

To study the effect of 
physical  exercise 

compared to  usual care 
in improving pain, 

disability, and quality of 
life in CNP. 

Electronic databases MEDLINE, EMBASE, 
CINAHL and PEDro were searched with 

keywords neck pain, chronic pain, exercise, 
physical activity, systematic review 

Physical exercise was 
found to be more effective 
than usual care therapies 

in six studies, and it 
improved pain outcomes 

in all of them. 

Chung et 
al / 2018 

To see if a low-load 
craniocervical flexion 

exercise (CFE) can help 
CNP patients in cervical 
lordosis, neck pain, and 
neck-related functions. 

CFE group received craniocervical flexion 
exercise followed by sagittal rotation exercise. 

The Control group received Neck isometric 
exercise (NIE). Both groups received 

stretching of cervical muscles. Exercises were 
given for 30 minutes/day, 3 times a week, for 

8 weeks. 

Both groups showed 
improved pain, NDI, 

endurance of the cervical 
flexor muscles, and active 

cervical ROM after 8 
weeks (p < 0.001). 

Iversen et 
al / 2018 

To compare effect of 
progressive resistance 

training (PRT) vs general 
physical activity (GPE)in 

CNP. 

PRT group received exercises like stiff-legged 
deadlifts, flies, unilateral rows, reversed flies, 

lateral pulldown, unilateral shoulder 
abduction. GPE group received circle training, 
low-intensity resistance exercises, endurance 

training, ball games, body awareness, 
stretching, relaxation techniques, which lasted 

for 9 additional weeks. 

No difference seen in NDI 
score between the PRT 

and GPE group. 

Domingu
es et al / 

2018 

Effectiveness of manual 
therapy and exercise 

versus usual care (UC) on 
CNP 

Manual therapy and exercise group 
receivedarticular mobilization and exercises 
(coordination, strength, endurance) for 12 
sessions for 6 weeks. UC group received 
electrotherapy, massage, and stretching 

exercises for 15 sessions for 6 weeks. 

MET group showed a 
pattern of recovery over 

six weeks and had a 
higher response rate to 
therapy, pain intensity, 

and 
greater global perception 

of 
recovery compared to UC

. 

Ris et al / 
2016 

Comparison of 
combination ofeducation, 

exercises, and physical 
activity versus pain 

education alone in CNP. 

The Control group (education only) received 
4 sessions of pain education.  Experimental 

group received cervical ROM exercise, 
isometric neck exercises, endurance exercises, 
walking, or cycling. The exercises were given 

twice daily, 3 times a week for 4 months. 

The exercise group found 
statistically significant 

improvement in physical 
HR-QoL, mental HR-QoL, 

depression, cervical 
pressure pain threshold, 
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cervical extension 
movement, muscle 

function, and 
oculomotion (p < 0.05). 

Celenay 
et al / 
2015 

Comparing cervical and 
scapulothoracic 

stabilization exercises 
with and without 

connective tissue massage 
(CTM) in CNP. 

Group 1 received stabilization exercises with 
CTM and Group 2- received the same 

treatment without CTM. The treatment was 
carried out for 12 sessions, 3 days/week for 4 

weeks. 

A statistically significant 
difference was seen in all 
the components of group 

1 (p < 0.05). But no 
statistically significant 
difference was seen in 

group 2 (p > 0.05). In the 
intergroup comparison 
only parameters of pain 

intensity at night, the 
pressure pain threshold, 
the state of anxiety, and 
the Mental Component 

(p<0.05) were found to be 
statistically significant. 

Blomgren 
et al / 
2015 

To compare deep cervical 
flexor (DCF) muscle 

exercise versus general 
strengthening exercise 

(GSE) for CNP. 

DCF group received DCF activation exercises. 
GSE group received isometric exercise, neck 
stretching, and ROM exercises. Both groups 

received intervention for 3 times per week for 
4 weeks. 

In the DCF group, there 
was a statistical difference 

found in the neck-
shoulder posture 

compared to the general 
strengthening exercise 
group after 8 weeks of 
intervention (p < 0.05). 

Brage et 
al / 2015 

To determine the 
effectiveness of 

neck/shoulder and 
general aerobic training 

combined with pain 
education versus pain 

education alone, in 
women with CNP. 

The Control group received pain education. 
The intervention group received pain 

education, neck flexor and extensor exercises, 
balance/proprioception training Aerobic 
training in form of walking, swimming, 
cycling, jogging or stick walking for 8 

sessions. 

Pain education and 
specific training reduce 
neck pain significantly 
improved compared to 
pain education alone. 

Jayanshir 
et al / 
2015 

To analyze the 
effectiveness of 

craniocervical flexion 
(CCF) and cervical flexion 

(CF), on flexor muscles 
dimensions in patients 

with CNP. 

CCF group performed Craniocervical flexion 
on a pressure biofeedback unit. The cervical 

flexion (CF) group performed Cervical flexion 
in supine lying. 

When compared to the 
cervical flexion group, the 

craniocervical flexion 
group showed a substantial 

increase in longus Colli 
muscle parameters such as 
cross-sectional area, width, 

and thickness. 

O'Riorda
n / 2014 

To assess the FITT 
(frequency, intensity, 

time, and type of 
exercise)principle in CNP. 

The articles were studied using the Allied and 
Complementary Medicine Database, 

Cumulative Index to Nursing and Allied 
Health, MEDLINE, SPORTDiscus, Biomedical 

Reference Collection, and Academic Search 
Premier. 

 

3 times/ week is the ideal 
exercise frequency over 

12 weeks. The duration of 
exercise should be 30 to 

45 minutes. 

Neha Mukkamala et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

56881 
 

   
 
 

Dunleavy 
et al / 
2014 

Effects of Pilates and yoga 
group exercise for 

individuals with CNP 
(CNP). 

The Control group received education 
regarding body mechanics, positioning, and 

movement strategies. The pilates group 
received thoracic flexibility exercises, upper-

extremity weights, increased balance 
challenge, and endurance exercises.  The 

exercise group was given breathing exercises 
and continued with postures to address 

alignment, strength, and flexibility. 

The Pilates and yoga 
groups significantly 

improved (P<0.05) in the 
outcome while there was 

no significant change 
observed in the control 

group. 

Bahat et 
al / 2014 

Comparison of kinematic 
training with or without 
the use of an interactive 

virtual reality 
device on patients with 

neck pain. 

Kinematic training groupreceived active neck 
movements to increase ROM, quick head 
movement in-between targets to facilitate 

quick cervical motion control, The training 
session lasted 30-min. The kinematic plus 

Virtual Reality training (KTVR) group was 
given 30 min of training, which included 15-
20 minutes of use of VR system, followed by 

10-15 minutes of kinematic instruction. 

The kinematic plus 
Virtual Reality training 

(KTVR) group improved 
in flexion ROM and GPE 

after 3-months post-
intervention. In the KT 

group, there was a 
statistically significant in 

rotation velocity and 
ROM. 

Bakar et 
al / 2014 

Classic massage (CM) 
versus connective tissue 
massage (CTM) on PPT 
and muscle relaxation in 

women with CNP. 

CM group received Swedish technique to the 
upper back and neck area for 20 minutes. 

CTM group received over the lumbosacral 
area and progressed to the scapular area, the 
interscapular area, and the cervical-occipital 

area for 20 to 25 minutes. 

CTM group significantly 
improved compared to 

the Classic Massage 
group (P< 0.05). 

Gupta et 
al / 2013 

Effectiveness of Deep 
cervical flexor training in 
dentists suffering from 

CNP. 

The experimental group received Deep 
cervical flexion training. The Control group 
received Conventional isometrics training 

(CIT). for 4 weeks. 

DCF training was found 
statistically significant 

compared to conventional 
isometrics training in 

improving forward head 
posture, reducing pain, 
and reducing disability. 

Evans et 
al / 2012 

Effect of supervised 
exercise with or without 
spinal manipulation and 
home exercise program 

on CNP. 

Exercise Therapy (ET) group received neck 
and upper body strengthening exercises, 
dynamic neck exercises, push-ups, and 

dumbbell shoulder and chest exercises for 3 
sets of 15 to 25 repetitions. ET with Spinal 

Manipulation Therapy (ET + SMT) 
receivedSMT to cervical and thoracic spines 
for 20 sessions. Home Exercise and Advice 

(HEA) group performed neck exercises, and 
scapular retraction for 5 to 10 repetitions, 6-8 

times per day for 12 weeks. 

Exercise Therapy 
Combined with Spinal 
Manipulation Therapy 
(ET + SMT) group was 

found statistically 
significant in CNP (P < 

0.001). 
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Plants having phrarmacological actions have been discovered and in trend medicinal application since 
prehistoric times. Those herbs synthesize number of chemical compounds collectively called 
phytochemicals which play a vital role in plant defence mechanism and provide a misllaneous 
nutraceuticals to humankind. However, since an individual plant have divergent phytochemicals, the 
practice of utilize a whole plant as medicines are unsure. Furthermore, the phytochemicals and 
pharmacological actions of many plants having medicinal potential remain capsulated by 
rigorous scientific research to define its efficacy and safety measures. Cocos nucifera L. from the family 
Arecaceae is commonly called coconut tree and cosmopolitan in distribution. It is traditionally being the 
main source of food supplement and also identified to have some pharmacological action on tissues. The 
present study was to review the preliminary screening of secondary metabolites such as alkaloids, 
tannins, phenols, saponins, resins, flavonoids, steroids, fats, oils and resins of coconut endosperm by 
using various solvents. 
 
Keywords: Cocos nucifera, Phytochemicals, Endosperm 
 
INTRODUCTION 
 
The interest of the scientific class in the study of compounds of plant origin is increasing worldwide, especially in 
developing countries where the use of herbal medicines is widely used for their basic health needs [9]. Plants are the 
main natural source of numerous phytochemicals, although only a certain amount have been isolated and identified. 
Nutritional epidemiology has investigated the relation between diet and human health, reporting positive evidence 
on the role of phytochemicals [10]. The studies carried out to date affirm that these compounds can reduce the 
incidence of several chronic diseases, including cardiovascular, obesity, diabetes, and cancer diseases, as well as high 
blood pressure and inflammation. Vegetables, fruits, pulses, chocolate, and teas are rich sources of phytochemicals; 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:dr.sundari@kristujayanti.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

56883 
 

   
 
 

however, the wide diversity of these compounds requires optimized extraction methodologies to further 
characterization [10].                                                                                                                                                
 
Natural bioactive compounds from plants perform specific biological activities and modify different physiological 
functions to improve health of human being [3]. Utilization of these compounds has become widespread to minimize 
occurrence of common non-communicable diseases in adults. Plant-based foods contain many phytochemical 
compounds along with nutrients such as proteins, fats, carbohydrates, vitamins, and minerals [6]. Scientifically, 
research is being undertaken to bring around limelight, the therapeutic properties of the phytochemicals present in 
these plants and also use them as a yardstick in modern medicinal plant uses. Phytochemicals are usually 
commented as research compounds rather than dietary nutrients because evident of their possible health effects has 
not been established yet.  Cocos nucifera (L.) (Arecaceae) is commonly called the “coconut tree” and is the most 
naturally widespread fruit plant on Earth. Throughout history, humans have used medicinal plants therapeutically, 
and minerals, plants, and animals have traditionally been the main sources of drugs. The constituents of C. 
nucifera have some biological effects, such as antihelminthic, anti-inflammatory, antinociceptive, antioxidant, 
antifungal, antimicrobial, and antitumor activities [2]. The aim of this study is to review the phytochemical profile 
of C. nucifera.  
 
MATERIALS AND METHODS 
 
Collection of Sample 
The fresh nuts were procured from vegetable market of Bangalore. The collected nuts were dehusked to release the 
endosperm (kernel). The endosperm was washed, grated, dried (Hot air oven at 40oC) and milled for further 
findings. 
 
Preparation of Extracts 
The milled sample of Cocos endosperm was extracted with various solvents such as chloroform, methanol, ethanol 
and aqueous extracts prepared in 20g/200 ml. The excess solvent in the extracts was removed by distillation and 
concentrated on water bath. The concentrated extracts were then pooled in petridish and stored at room temperature 
in desiccators. These extracts were used for the detection of phytochemicals. 
 
Preliminary Phytochemical Screening  
The various solvents extracts of Cocos nucifera endosperm samples were subjected to preliminary phytochemical 
screening. 
 
Mayer’s Test for Alkaloids 
A small quantity of the extract was treated with few drops of dilute hydrochloric acid and filtered. Then it was tested 
with alkaloid Mayer’s reagent to observe the creamy precipitation to confirmed the presence of alkaloids. 
 
NaOH Tests for Flavonoids 
To 2-3 ml of extract, few drops of sodium hydroxide solution were added in a test tube. Deep yellow colour on 
addition of few drops of dilute Hcl indicated the presence of flavonoids. 
 
Phenol Test 
When 0.5 ml of FeCl, Phytosterols solution was added to 2 ml of test solution, formation of an intense colour 
indicated the presence of phenols. 
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Foam Test for Saponins 
The extract was diluted with 20 ml of distilled water and it was shaken in a graduated cylinder for 15 minutes. A thin 
layer of foam indicated the presence of saponins. 
 
Ferric Chloride Test for Tannins 
Small quantity of extract was boiled in 20 ml of water in a test tube and then filtered. A few drop of 0.1% ferric 
chloride was added and observed for brownish green or blue-black coloration which indicated the presence of 
tannins. 
 
Salkowski Test for Phytosterols 
To 2 ml of extract, add 2ml chloroform and 2 ml concentrated H2SO4 was shaken well. Appearance of red and acid 
layers produced greenish yellow fluorescence indicated the presence of sterols. 
 
Ninhydrin Test for Amino acids 
To 5 ml of extract, 2 drops of freshly prepared 0.2 % ninhydrin reagent was added and heated. Change of blue 
solution indicated the presence of amino acids. 
 
Molish’s Test for Carbohydrates 
With 1 ml of extract, 2 drops of Molisch’s regent was added and mixed, then 2 ml of concentrate H2SO4 was slowly 
added. Emergence of purple ring at the junction indicated the presence of carbohydrates. 
 
Translucent Spot test for Fats and oils 
The extract was rubbed between the folds of filter paper. The appearance of translucent spot confirmed the presence 
of fats. 
Acetic anhydride test for Resins 
The extract was mixed with acetic anhydride solution and 1ml of Conc. hydrochloric acid. The appearance of orange 
colour confirmed the presence of Resins. 
 
RESULTS AND DISCUSSION 
 
The preliminary phytochemical screening has been done in the various extracts of Cocos nucifera endosperm and the 
observations are tabulated. From the observation of various extracts of coconut endosperm, the chloroform extract 
showed the presence of alkaloids, flavonoids, tannins, carbohydrate, fats, oils and resins. It failed to confirm phenols, 
saponins and phytosterols. Followed by the extract from methanol confirmed the presence of alkaloids, flavonoids, 
phenols, carbohydrates, aminoacids, fats, oils and resins and not confirmed the other phytochemicals tested. Ethanol 
extract sample confirmed the presence of alkaloids, saponins, tannins, phytosterols, carbohydrate, fats, oils and 
resins. Aqueous extract confirmed the presence of alkaloids, saponins, tannins, phytosterols, carbohydrate, fats, oils 
and resins. It did not confirm the presence of compounds, flavonoids and phenols. 
 
The findings of phytochemical analysis comprehensively substantiate the presence of therapeutically important and 
valuable secondary metabolites such as Alkaloids, Flavonoids, Phenols, Saponins, Tannins, Phytosterols, Amino 
acids, Carbohydrate, Fats, oils and Resins Medicinal plants represent the most ancient form of medication, used for 
thousands of years in traditional medicine in many countries around the world. The empirical knowledge about their 
beneficial effects was transmitted over the centuries within human communities [5]. Natural products play a pivotal 
role as a source of drug compounds and, currently, a number of modern drugs which are derived from traditional 
herbal medicine are used in modern pharmacotherapy [7].  The extraction procedure is a crucial step in the study of 
the bioactive molecules from plant sources. Currently, in addition to more traditional techniques, modern extraction 
methods are being utilized, such as ultrasound-assisted and supercritical fluid extraction methods [1]. Moreover, the 
development of advanced tools for the qualitative and quantitative assessment of phytochemicals, such as high-
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performance liquid chromatography (HPLC) and liquid chromatography/mass spectrometry (LC/MS), significantly 
improved phytochemical investigation [4]. On the other hand, the biological properties of many plant species 
traditionally utilized together with their bioactive components have been elucidated until now. The more classical 
bioassay-guided natural drug discovery process and the modern processes, including high-throughput screening [4], 
and even the new reverse Pharmacognosy approach [8], allowed the identification of a great number of bioactive 
phytochemicals.  Nevertheless, medicinal plants still have a hopeful future, as the phytochemical composition and 
the potential health benefits of many species have not yet been studied or still need to be more deeply investigated 
[4]. 
 
CONCLUSION 
  
Phytochemicals and their consumption strictly provides beneficial health effects. Preclinical and clinical findings 
recommend that phytochemicals may be effective in treating various diseases due to its antioxidant and anti-
inflammatory properties. On the other side, consumption of few may led some acute and chronic toxic effects and 
may even cause cancer. It is obvious that the number of phytonutrients taken, the individuals age and gender, and 
the conditions, as well as exposure levels, is important in the occurrence of potential risks. Consumers need to know 
the right phytonutrients dose they should take in either foods or dietary supplements. 
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Table 1: Analysis of Phytochemicals in various extracts of Cocos nucifera endosperm 

S.No. Phytochemicals Chloroform Extract Methanol Extract Ethanol Extract 
Aqueous Extract 

 
1. Alkaloids + + + + 
2. Flavonoids + + - - 
3. Phenols - + - - 
4. Saponins - - + + 
5. Tannins + - + + 
6. Phytosterols - - + + 
7. Amino Acids - + - + 
8. Carbohydrate + + + + 
10. Fats and Oils + + + + 
11. Resins + + + + 

+ indicates presence of phytocompund, - indicates absence of phytocompund 
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In this paper, we first study nano #-continuous functions and investigate their relations with various 
generalized nano continuous functions. We also discuss some properties of nano #-continuous 
functions. We also introduce nano #-irresolute functions and study some of its applications. Finally 
using nano #-continuous function we obtain a decomposition of nano continuity.  
 
Keywords: nano #-continuous, nano #-continuous, strongly nano #-continuous and nano #-
irresolute functions 
 
INTRODUCTION 
 
Lellis Thivagar et al [8] introduced a nano topological space with respect to a subset  of an universe which is 
defined in terms of lower approximation and upper approximation and boundary region. The classical nano 
topological space is based on an equivalence relation on a set, but in some situation, equivalence relations are nor 
suitable for coping with granularity, instead the classical nano topology is extend to general binary relation based 
covering nano topological space. In this paper, we first study nano #-continuous functions and investigate their 
relations with various generalized nano continuous functions. We also discuss some properties of nano #-
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continuous functions. We also introduce nano #-irresolute functions and study some of its applications. Finally 
using nano #-continuous function we obtain a decomposition of nano continuity. 
 
Preliminaries 
Definition 2.1 [10] Let  be a non-empty finite set of objects called the universe and  be an equivalence relation on  named 
as the indiscernibility relation. Elements belonging to the same equivalence class are said to be indiscernible with one another. 
The pair ( , ) is said to be the approximation space. Let ⊆ .   
1.The lower approximation of  with respect to  is the set of all objects, which can be for certain classified as  with 
respect to  and it is denoted by ( ). That is, ( ) = ⋃  ∈ { ( ): ( ) ⊆ }, where ( ) denotes the equivalence 
class determined by . 
2. The upper approximation of  with respect to  is the set of all objects, which can be possibly classified as  with 
respect to  and it is denoted by ( ). That is, ( ) = ⋃  ∈ { ( ): ( ) ∩ ≠ }. 
3. The boundary region of  with respect to  is the set of all objects, which can be classified neither as  nor as not  
with respect to  and it is denoted by ( ). That is, ( ) = ( )− ( ). 
 
Definition 2.2 [8] Let  be the universe,  be an equivalence relation on  and ( ) = { , , ( ), ( ), ( )} where 
⊆ . Then ( ) satisfies the following axioms:   

1.  U and ∈ ( ), 
2.  The union of the elements of any sub collection of ( ) is in ( ), 
3.  The intersection of the elements of any finite subcollection of ( ) is in ( ).  
Thus ( ) is a topology on  called the nano topology with respect to X and ( , ( )) is called the nano 
topological space. The elements of ( ) are called nano-open sets (briefly n-open sets). The complement of a -open 
set is called -closed. 
 
In the rest of the paper, we denote a nano topological space by ( , ), where = ( ). The nano-interior and 
nano-closure of a subset  of  are denoted by ( ) and ( ), respectively.  
 
Definition 2.3 A function : ( , ( )) → ( , ′ ( )) is called:   
1. nano ∗-continuous [11] if ( ) is a ∗-closed set in  for every nano closed set  of . 
2. nano -continuous [4] if ( ) is a -closed set in  for every nano closed set  of . 
3. nano -continuous [13] if ( ) is an -closed set in  for every nano closed set  of . 
4. nano -continuous [7] if ( ) is a -closed set in  for every nano closed set  of . 
5. nano -continuous [5] if ( ) is a -closed set in  for every nano closed set  of . 
6. nano -continuous [7] if ( ) is a -closed set in  for every nano closed set  of . 
7. nano-semi-continuous [12] if ( ) is a nano-semi-open set in  for every nano open set  of . 
8. nano -continuous [1] if ( ) is an -closed set in  for every nano closed set  of .  
  
Definition 2.4 A function : ( , ( )) → ( , ′ ( )) is called:   
1.  nano -irresolute [13] if the inverse image of every -closed (resp. -open) set in  is -closed (resp. -
open) in . 
2.  nano -irresolute [1] if the inverse image of every -closed set in  is -closed in . 
3.  nano -irresolute [7] if the inverse image of every -closed (resp. -open) set in  is -closed (resp. -
open) in .  
  
Definition 2.5 [5] A function : ( , ( )) → ( , ′ ( )) is called pre- -closed if ( ) is -closed in , for each -
closed set  in .  
Theorem 2.6 [6] A set  of  is #-open if and only if ⊆ ( ) whenever  is -closed and ⊆ .  
Theorem 2.7 [6] For a space , the following properties are equivalent:  
1.   is a # -space.  
2.  Every singleton subset of  is either -closed or nano open.  
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Nano #-continuous functions 
We introduce the following definitions: 
Definition 3.1 A function : ( , ( )) → ( , ′ ( )) is called:   
1.  nano #-continuous if the inverse image of every nano closed set in  is #-closed set in . 
2.  nano #-continuous if ( ) is an #-closed set in  for every nano closed set  of . 
 
Definition 3.2 A function : ( , ( )) → ( , ′ ( )) is called a strongly nano #-continuous if the inverse image of 
every #-open set in  is nano open in .  
  
Proposition 3.3 Every #-continuous function is #-continuous but not conversely.  
 
Example 3.4 Let = { , , } with / = {{ }, { }, { }} and = { } then the sets in { , { }, } are called nano open 
and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ }, { , }} and = { , }. 
Then the sets in { , { , }, } are called nano open and the sets in { , { }, } are called nano closed. We have # ( ) =
{ , { , }, } and # ( ) = { , { }, { }, { , }, }. Let : ( , ( )) → ( , ′ ( )) be the identity function. Then  is 

#-continuous but not #-continuous, since ({ }) = { } is not #-closed in .  
 
Proposition 3.5 Every #-continuous function is ∗-continuous but not conversely.  
 
Example 3.6 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ }, { }, { }} and =
{ }. Then the sets in { , { }, } are called nano open and the sets in { , { , }, } are called nano closed in . We have 

# ( ) = { , { }, { , }, } and ∗ ( ) = { , { }, { , }, { , }, }. Let : ( , ( )) → ( , ′ ( )) be the 
identity function. Then  is ∗-continuous but not #-continuous, since ({ , }) = { , } is not #-closed in .  
 
Proposition 3.7 Every #-continuous function is -continuous but not conversely.  
 
Example 3.8 Let = { , , } with / = {{ }, { , }} and = { , }. Then the sets in { , { }, { , }, } are 
called nano open and the sets in { , { }, { , }, } are called nano closed in . Let = { , , } with / = {{ }, { }, 
{ }} and = { }. Then the sets in { , { }, } are called nano open and the sets in { , { , }, } are called nano closed in . 
We have # ( ) = { , { }, { , }, } and ( ) = ℙ( ). Let : ( , ( )) → ( , ′ ( )) be the identity function. Then 

 is -continuous but not #-continuous, since ({ , }) = { , } is not #-closed in .  
 
Proposition 3.9 Every #-continuous function is -continuous but not conversely.  
 
Example 3.10 Let = { , , } with / = {{ }, { , }} and = { , }. Then the sets in { , { }, { , }, } are 
called nano open and the sets in { , { }, { , }, } are called nano closed in . Let = { , , } with / = {{ }, { }, 
{ }} and = { }. Then the sets in { , { }, } are called nano open and the sets in { , { , }, } are called nano closed in . 
We have # ( ) = { , { }, { , }, } and ( ) = ℙ( ). Let : ( , ( )) → ( , ′ ( )) be the identity function. 
Then  is -continuous but not #-continuous, since ({ , }) = { , } is not #-closed in .  
 
Proposition 3.11 Every #-continuous function is -continuous but not conversely.  
 
Example 3.12  Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ , }, { }} and =
{ , }. Then the sets in { , { , }, } are called nano open and the sets in { , { }, } are called nano closed in . We have 

# ( ) = { , { , }, } and ( ) = { , { }, { }, { , }, { , }, { , }, }. Let : ( , ( )) → ( , ′ ( )) be 
the identity function. Then  is -continuous but not #-continuous, since ({ }) = { } is not #-closed in .  
Proposition 3.13 Every #-continuous function is -continuous but not conversely.  
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Example 3.14 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ , }, { }} and =
{ , }. Then the sets in { , { 1,  2},  } are called nano open and the sets in { , { 3},  } are called nano closed in  . We have   # ( ) = { , { 1,  3},  } 
and     ( ) = { , { }, { }, { , }, { , }, { , }, }. Let : ( , ( )) → ( , ( )) be the identity function. Then  is -
continuous but not #-continuous, since ({ }) = { } is not #-closed in .  
 
Proposition 3.15 Every #-continuous function is -continuous but not conversely.  
 
Example 3.16 Let = { , , } with / = {{ }, { , }} and = { , }. Then the sets in { , { }, { , }, } are 
called nano open and the sets in { , { }, { , }, } are called nano closed in . Let = { , , } with / = {{ , }, 
{ }} and = { , }. Then the sets in { , { , }, } are called nano open and the sets in { , { }, } are called nano closed in 

. We have # ( ) = { , { }, { , }, } and ( ) = ℙ( ). Let : ( , ( )) → ( , ( )) be the identity function. 
Then  is -continuous but not #-continuous, since ({ }) = { } is not #-closed in .  
 
Remark 3.17 The following examples show that #-continuity is independent of -continuity and nano semi continuity.  
 
Example 3.18 Let = { , , } with / = {{ , }, { }} and = { , }. Then the sets in { , { , }, } are called 
nano open and the sets in { , { }, } are called nano closed in . Let = { , , } with / = {{ }, { }, { }} and 

= { }. Then the sets in { , { }, } are called nano open and the sets in { , { , }, } are called nano closed in . We have 
# ( ) = { , { }, { , }, { , }, } and ( ) = ( ) = { , { }, }. Let : ( , ( )) → ( , ( )) be the 

identity function. Then  is #-continuous but it is neither -continuous nor nano semi continuous, since ({ , }) =
{ , } is neither -closed nor nano semi closed in .  
 
Example 3.19 In Example 3.12, we have # ( ) = { , { , }, } and ( ) = ( ) = { , { }, { }, { , }, }. Let 

: ( , ( )) → ( , ( )) be the identity function. Then  is both -continuous and nano semi continuous but it is not #-
continuous, since ({ }) = { } is not #-closed in .  
 
Proposition 3.20  A function : ( , ( )) → ( , ( )) is #-continuous if and only if ( ) is #-open in  for every 
nano open set  in .  
 
Proof. Let : ( , ( )) → ( , ( )) be #-continuous and  be an nano open set in . Then  is nano closed in  
and since  is #-continuous, ( ) is #-closed in . But ( ) = ( ( ))  and so ( ) is #-open in . 
Conversely, assume that ( ) is #-open in  for each nano open set  in . Let  be a nano closed set in . Then 

 is nano open in  and by assumption, ( ) is #-open in . Since ( ) = ( ( )) , we have ( ) is 
#-closed in  and so  is #-continuous. 

 
Proposition 3.21  Let  and  be nano topological spaces and  be a #-space. Then the composition ∘ : ( , ( )) →
( , ( ) of the #-continuous functions : ( , ( )) → ( , ( )) and : ( , ( )) → ( , ( )) is #-continuous.  
 
Proof.  Let  be any nano closed set of . Then ( ) is #-closed in , since -continuous is #-continuous. 
Since  is a #-space, ( ) is nano closed in . Since  is #-continuous, ( ( )) is #-closed in . But 

( ( )) = ( ∘ ) ( ) and so ∘  is #-continuous. 
 
Proposition 3.22 Let  and  be nano topological spaces and  be a / -space (resp. -space, -space). Then the 
composition ∘ : ( , ( )) → ( , ( ) of the #-continuous function : ( , ( )) → ( , ( )) and the -continuous 
(resp. -continuous, -continuous) function : ( , ( )) → ( , ( )) is #-continuous.  
Proof.  Similar to Proposition 3.21. 
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Proposition 3.23 If : ( , ( )) → ( , ( )) is #-continuous and : ( , ( )) → ( , ( )) is nano continuous, then 
their composition ∘ : ( , ( )) → ( , ( ) is #-continuous.  
Proof.  Let  be any nano closed set in ( ). Since : ( , ( )) → ( , ( )) is nano continuous, ( ) is nano 
closed in ( ). Since : ( , ( )) → ( , ( )) is #-continuous, ( ( )) = ( ∘ ) ( ) is #-closed in ( ) 
and so ∘  is #-continuous. 
 
Proposition 3.24 Let  be #-closed in . If : ( , ( )) → ( , ( )) is -irresolute and nano closed, then ( ) is #-
closed in .  
Proof.  Let  be any -open in  such that ( ) ⊆ . Then ⊆ ( ) and by hypothesis, ( ) ⊆ ( ). Thus 

( ( )) ⊆  and ( ( )) is a nano closed set in . Now, ( ( )) ⊆ ( ( ( ))) = ( ( )) ⊆ . i.e., 
( ( )) ⊆  and so ( ) is #-closed. 

 
Theorem 3.25 Let : ( , ( )) → ( , ( )) be a pre- -closed and nano open bijection. If  is a #-space, then  is also 
a #-space.  
Proof.  Let ∈ . Since  is bijective, = ( ) for some ∈ . Since  is a #-space, { } is -closed or nano open 
in  by Theorem 2.7. If { } is -closed then { } = ({ }) is -closed, since  is pre- -closed. Also { } is nano 
open in  if { } is nano open in  since  is nano open. Therefore by Theorem 2.7,  is a #-space. 
 
Theorem 3.26  If : ( , ( )) → ( , ( )) is #-continuous and pre- -closed and if  is an #-open (or #-closed) 
subset of , then ( ) is #-open (or #-closed) in .  
Proof.  Let  be an #-open set in  and  be any -closed set in  such that ⊆ ( ). Then ( ) ⊆ . By 
hypothesis, ( ) is -closed and  is #-open in . Therefore, ( ) ⊆ ( ) by Theorem 2.6, and so ⊆

( ( )). Since  is #-continuous and ( ) is nano open in , ( ( )) is #-open in . Thus 
⊆ ( ( ( ))) ⊆ ( ( )). i.e., ⊆ ( ( )) and by Theorem 2.6, ( ) is #-open in . By 

taking complements, we can show that if  is #-closed in , ( ) is #-closed in . 
 
Corollary 3.27 If : ( , ( )) → ( , ( )) is nano continuous and pre- -closed and if  is a #-closed (or #-open) 
subset of , then ( ) is #-closed (or #-open) in .  
Proof.  Follows from Proposition 3.2, and Theorem 3.26. 
 
Corollary 3.28 Let ,  and  be any three nano topological spaces. If : ( , ( )) → ( , ( )) is #-continuous and pre-

-closed and : ( , ( )) → ( , ( )) is #-continuous, then their composition ∘ : ( , ( )) → ( , ( )) is #-
continuous. 
Proof.  Let  be any nano closed set in ( ). Since : ( , ( )) → ( , ( )) is #-continuous, ( ) is #-
closed in . Since : ( , ( )) → ( , ( )) is #-continuous and pre- -closed, by Theorem 3.26, ( ( )) =
( ∘ ) ( ) is #-closed in  and so ∘  is #-continuous. 
 
Nano #-Irresolute Functions 
We introduce the following definition. 
 
Definition 4.1 A function : ( , ( )) → ( , ( )) is called an #-irresolute if the inverse image of every #-closed set in 

 is #-closed in .  
 
Remark 4.2 The following examples show that the notions of -irresolute functions and #-irresolute functions are 
independent.  
 
Example 4.3 Let = { , , } with / = {{ , }, { }} and = { , }. Then the sets in { , { , }, } are called 
nano open and the sets in { , { }, } are called nano closed in . Let = { , , } with / = {{ }, { }, { }} and 

= { , }. Then the sets in { , { }, { }, { , }, } are called nano open and the sets in { , { }, { , }, { , }, } are 
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called nano closed in . We have # ( ) = { , { }, { , }, { , }, }, ( ) = { , { }, { , }, { , }, }, 
# ( ) = { , { }, { , }, { , }, } and ( ) = { , { }, { }, { }, { , }, { , }, } . Let : ( , ( )) →

( , ( )) be the identity function. Then  is #-irresolute but it is not -irresolute, since ({ }) = { } is not -
closed in .  
 
Example 4.4 Let = { , , } with / = {{ }, { }, { }} and = { , }. Then the sets in { , { }, { }, { , }, } 
are called nano open and the sets in { , { }, { , }, { , }, } are called nano closed in . Let = { , , } with / =
{{ }, { , }} and = { , }. Then the sets in { , { , }, } are called nano open and the sets in { , { }, } are called 
nano closed. We have # ( ) = { , { }, { , }, { , }, } and ( ) = { , { }, { }, { }, { , }, { , }, }, 

# ( ) = { , { }, { , }, } and ( ) = { , { }, { }, { , }, }. Let : ( , ( )) → ( , ( )) be the identity 
function. Then  is -irresolute but it is not #-irresolute, since ({ }) = { } is not #-closed in .  
 
Proposition 4.5 A function : ( , ( )) → ( , ( )) is #-irresolute if and only if the inverse of every #-open set in  is 

#-open in .  
Proof.  Similar to Proposition 3.20. 
 
Proposition 4.6  If a function : ( , ( )) → ( , ( )) is #-irresolute then it is #-continuous but not conversely.  
Example 4.7  Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ , }, { }} and =
{ , }. Then the sets in { , { , }, } are called nano open and the sets in { , { }, } are called nano closed. We have 

# ( ) = { , { , }, } and # ( ) = { , { }, { , }, { , }, }. Let : ( , ( )) → ( , ( )) be the identity 
function. Then  is #-continuous but it is not #-irresolute, since ({ }) = { } is not #-open in .  
 
Proposition 4.8 Let  be any nano topological space,  be a #-space and : ( , ( )) → ( , ( )) be a function. Then the 
following are equivalent:   
1.   is #-irresolute. 
2.   is #-continuous. 
Proof.  
(1) ⇒ (2) Follows from Proposition 4.6. 
(2) ⇒ (1) Let  be a #-closed set in . Since  is a T #-space,  is a nano closed set in  and by hypothesis, 

( ) is #-closed in . Therefore  is #-irresolute. 
 
Definition 4.9 A function : ( , ( )) → ( , ( )) is called pre- -open if ( ) is -open in , for each -open set 

 in .  
 
Proposition 4.10  If : ( , ( )) → ( , ( )) is bijective pre- -open and #-continuous then  is #-irresolute.  
Proof.  Let  be #-closed set in . Let  be any -open set in  such that ( ) ⊆ . Then ⊆ ( ). Since  is 

#-closed and ( ) is -open in , ( ) ⊆ ( ) holds and hence ( ( )) ⊆ . Since  is #-continuous 
and ( ) is nano closed in , ( ( )) is #-closed and hence ( ( ( ))) ⊆  and so 

( ( )) ⊆ . Therefore, ( ) is #-closed in  and hence  is #-irresolute. 
The following examples show that no assumption of Proposition 4.10 can be removed. 
 
Example 4.11 The identity function defined in Example 4.7 is #-continuous and bijective but not pre- -open and so  is 
not #-irresolute.  
 
Example 4.12 Let = { , , } with / = {{ }, { }, { }} and = { , }. Then the sets in { , { }, { }, { , }, } 
are called nano open and the sets in { , { }, { , }, { , }, } are called nano closed in . Let = { , , } with / =
{{ }, { , }} and = { , }. Then the sets in { , { }, { , }, } are called nano open and the sets in { , { }, { , }, } 
are called nano closed in . We have # ( ) = { , { }, { , }, { , }, } and ( ) = { , { }, { }, 
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{ }, { , }, { , }, }, # ( ) = { , { }, { , }, } and ( ) = ℙ( ). Let : ( , ( )) → ( , ( )) be the 
identity function. Then  is bijective and pre- -open but not #-continuous and so  is not #-irresolute, since 

({ }) = { } is not #-closed in .  
 
Proposition 4.13 If : ( , ( )) → ( , ( )) is bijective nano closed and -irresolute then the inverse function 

: ( , ( ) → ( , ( )) is #-irresolute.  
 
Proof. Let  be #-closed in . Let ( ) ( ) = ( ) ⊆  where  is -open in . Then ⊆ ( ) holds. Since 

( ) is -open in  and  is #-closed in , ( ) ⊆ ( ) and hence ( ( )) ⊆ . Since  is nano 
closed and ( ) is nano closed in , ( ( )) is nano closed in  and so ( ( )) is #-closed in . Therefore 

( ( ( ))) ⊆  and hence ( ( )) ⊆ . Thus ( ) is #-closed in  and so  is #-irresolute. 
 
Applications 
To obtain a decomposition of nano continuity, we introduce the notion of #-continuous function in nano 
topological spaces and prove that a function is nano continuous if and only if it is both #-continuous and #-
continuous. 
 
Definition 5.1 A subset  of a nano topological space  is called ∗-set if = ∩ , where  is -open and  is nano 
closed in .  
The family of all ∗-sets in a space  is denoted by ∗( ). 
 
Example 5.2 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed. Then { } is ∗-set in .  
 
Remark 5.3 Every nano closed set is ∗-set but not conversely.  
 
Example 5.4 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed. Then { , } is ∗-set but not nano closed in .  
 
Remark 5.5 #-closed sets and ∗-sets are independent of each other.  
 
Example 5.6 Let = { , , } with / = {{ , }, { }} and = { , }. Then the sets in { , { , }, } are called 
nano open and the sets in { , { }, } are called nano closed. Then { , } is a #-closed set but not ∗-set in .  
 
Example 5.7 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed. Then { , } is an ∗-set but not #-closed set in .  
 
Proposition 5.8  Let  be a nano topological space. Then a subset  of  is nano closed if and only if it is both #-closed and 

∗-set.  
Proof. Necessity is trivial. To prove the sufficiency, assume that  is both #-closed and ∗-set. Then = ∩

, where  is -open and  is nano closed in . Therefore, ⊆  and ⊆  and so by hypothesis, ( ) ⊆  
and ( ) ⊆ . Thus ( ) ⊆ ∩ =  and hence ( ) =  i.e.,  is nano closed in . 
We introduce the following definition. 
 
Definition 5.9 A function : ( , ( )) → ( , ( )) is said to be #-continuous if for each nano closed set  of , 

( ) is an ∗-set in .  
 
Example 5.10 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ }, { , }} and =
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{ , }. Then the sets in { , { }, { , }, } are called nano open and the sets in { , { }, { , }, } are called nano closed in 
. Let : ( , ( )) → ( , ( )) be the identity function. Then  is #-continuous function.  

 
Remark 5.11  From the definitions it is clear that every nano continuous function is #-continuous but not conversely.  
 
Example 5.12 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ }, { , }} and =
{ , }. Then the sets in { , { }, { , }, } are called nano open and the sets in { , { }, { , }, } are called nano closed in 

. Let : ( , ( )) → ( , ( )) be the identity function. Then  is #-continuous function but not nano continuous. 
Since for the nano closed set { } in , ({ }) = { }, which is not nano closed in .  
 
Remark 5.13 #-continuity and #-continuity are independent of each other.  
 
Example 5.14 Let = { , , } with / = {{ , }, { }} and = { , }. Then the sets in { , { , }, } are called 
nano open and the sets in { , { }, } are called nano closed in . Let = { , , } with / = {{ }, { }, { }} and 

= { }. Then the sets in { , { }, } are called nano open and the sets in { , { , }, } are called nano closed in . Let 
: ( , ( )) → ( , ( )) be the identity function. Then  is #-continuous function but not #-continuous.  

 
Example 5.15 Let = { , , } with / = {{ }, { }, { }} and = { }. Then the sets in { , { }, } are called nano 
open and the sets in { , { , }, } are called nano closed in . Let = { , , } with / = {{ }, { , }} and =
{ , }. Then the sets in { , { , }, } are called nano open and the sets in { , { }, } are called nano closed in . Let 

: ( , ( )) → ( , ( )) be the identity function. Then  is #-continuous function but not #-continuous.  
We have the following decomposition for nano continuity. 
 
Theorem 5.16 A function : ( , ( )) → ( , ( )) is nano continuous if and only if it is both #-continuous and #-
continuous.  
Proof. Assume that  is nano continuous. Then by Proposition 3.2 and Remark 5.11,  is both #-continuous and 

#-continuous. 
Conversely, assume that  is both #-continuous and #-continuous. Let  be a nano closed subset of . Then 

( ) is both #-closed set and ∗-set. By Proposition 5.8, ( ) is a nano closed set in  and so  is nano 
continuous. 
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Schiff base metal complexes are a huge group of compounds which are characterized by the double bond 
present between carbon and nitrogen atom. Schiff base is a flexible ligand formed by condensing primary 
amines with aldehyde or ketone and due to their versatile nature, there has been a tremendous interest in 
this area over the past few decades. Schiff base compound plays an important role in various fields like 
medical and pharmaceuticals such as antimicrobial, anticancer, antimalaria, analgesic, antipyretic and so 
many others. They have also numerous applications in polymer and dye industries, food packaging and 
catalytic oxidizer in synthesizing organic compounds. Schiff base moieties thus found to have an 
exceptional place in vitro and in vivo experiment for synthesizing drugs for various bio-entities like 
bacteria, fungus, cancer cells etc. In this review article our concern is to focus on Schiff base metal 
complexes chemistry and their applications and characterizing tools used to evaluate them.   
 
Keywords: Metal complex; Schiff base; Magnetic Susceptibility; Anti-cancer activity; Anti-microbial 
activity 
 
INTRODUCTION 
 
Transition   metals   are   the main group elements which occupy central part in between s and p–block elements in 
groups 3 – 12 of the periodic table. These are metallic in nature. Transition metals are the elements which have partly 
filled d – subshells in their ground state or in any of their stable oxidation state. The Incompletely  filled  d- orbitals 
of these transition metals  allows them to synthesize coordination complexes by accepting electrons from lewis bases. 
Transition metals are well known for the formation of large number of coordination complexes in which they acts as 
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Lewis acid by accepting a lone pair of electrons from the lewis base. Thus, a ligand must be a Lewis base. One such 
example of a conjugating ligand with transition metals is Schiff base. The Schiff base metal compounds are well 
known. 
 
Schiff base are taught to be one among the main category of ligands in coordination chemistry owing to their 
fascinating applications, structure, geometry and interesting properties [1-7].  Numerous Schiff bases and related 
metal complexes have been synthesized and evaluated those which include bidentate, tridentate, tetradentate, 
polydentate ligands. The varying denticity among Schiff base ligands makes them capable to form stable metal 
complexes those with like manganese, nickel, iron, cobalt, copper, Zinc etc. The Schiff base ligand shows much better 
antimicrobial activities than their corresponding metal complexes [8]. The chelating properties, easiness of 
production, biological uses and stability of  transition metal  complexes  makes them  significantly  important [9-13]. 
 
The Schiff base metal complexes having N2O2 donor atoms posses crucial biological properties including anticancer 
and herbicidal activity [14-18].Coordination of metal ions with Schiff base ligand has also received a lot of interest 
because of their fascinating geometry and flexible redox activity [19,20].Schiff base is extensively used in synthetic 
organic chemistry. These are basically chemical compounds which are characterized by an imine group that has a 
double bond between C and N. The presence of imine group in these compounds helps us in clarifying the 
mechanism and racemization in biological setups [21].  The Schiff base is used as ligand in synthesizing coordination 
compounds incorporating metal ions. While these compounds are naturally occurring, most Schiff bases are man-
made. Complexes formed using Schiff base ligands has now became a separate area of research not just in chemistry 
but in another areas of research those of engineering Sciences, biology, materials science and physical sciences [22-
24]. 
 
Schiff base coordination complexes have exceptional biological uses analgesic [25], antibacterial [26], antifungal [27], 
antiviral [28], antioxidant [29], anticancer [30], anti-inflammatory [31], antitumor [32], as a local pain reliever, 
cardiovascular [33], insecticidal, in vitro cytotoxic [34], an antipyretic agent [35] and as an antiproliferative agent [36]. 
Schiff base metal complexes are also effectively used as antifertility drugs [37] and food packages [38]. Thus, schiff 
base metal complexes comprises of therapeutically important uses in medicinal field [39-41].  Moreover, Schiff base 
coordination complexes also have diverse non- biological applications in polymer chemistry and mechanochemical 
synthesis [42].Schiff base Cr3+ complex effectively detect harmful neurotoxic organophosphates in environment 
[43].Schiff bases metal complex suitably serves as a catalyst in many biosystems, polymers, pharmaceuticals and 
medicinal chemistry [44]. Moreover, these complex are used to synthesize organic LED’s which effectively helps to 
save energy. These OLED’S are highly efficient due to their long life use [45]. Beside biological applications, Schiff 
base complexes are employed in a variety of industries including polymer stabilizers, corrosion inhibitors, analytical 
chemistry, agrochemical industries, ion exchange, electrical conductivity catalysis and magnetic properties [46-49]. 
 
Chemistry of Schiff Base Ligands 
The main class of chelating ligands and its corresponding metal complex in coordination chemistry is of Schiff base 
ligands. N, O and S donor atoms are well known for their important role in bonding to metal ions in variety of ways 
[50]. Hugo Schiff discovered Schiff base for the first time in 1864. Schiff bases are one among the adaptable 
compounds in organic chemistry. These are widely prepared via primary amine condensation with carbonyl group 
of aldehydes and ketones forming an imine i.e., Schiff base [51]. Schiff base are prepared in different solvents by 
eliminating a molecule of water as shown in Figure 1. The formation of Schiff base takes place through nucleophilic 
addition of amine to the carbonyl group. The process by which schiff base is formed is shown in the Figures 2 – 4 
below. Firstly an unstable addition product carbinolamine is formed on reaction of amine with an aldehyde or 
ketone. Since carbinolamine formed is an alcohol so it losses water by acid catalyzed dehydration. Aqueous acid or 
base can hydrolyze several Schiff bases back to their respective aldehydes, ketones and amines[40]. 
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The Schiff base are stable solid compounds, but should be purified very carefully as they can undergo degradation. 
Schiff base also undergoes hydrolysis so their chromatographic purification is not recommended on silica gel [52].  
Schiff base is equivalent to azomethine group having general formula RCH=N-R’, where R and R’ stands for any 
alkyl, aryl, cycloalkyl or heterocyclic groups. These groups can be substituted in different ways in a compound. 
Nitrogen atom in a azomethine group is sp2 hybridised and contains a lone pair of electron. Nitrogen atom contains a 
lone pair of electron which enhances the chelating capability of the Schiff base formed when N of azomethine group 
bonded throughdifferent donor groups around the C=N group. This chelating capability of the Schiff bases makes 
them versatile and flexible ligand in the coordination chemistry [53].   
 
Synthetic Routes used to prepare Schiff Base Metal Complexes 
Schiff base ligands is the most versatile and flexible series of ligand that have ability to interact through different 
metal ions to form coordination compounds. Till date many Schiff base complexes have been synthesized, 
structurally characterized and throughly investigated [54, 55].Under suitable experimental conditions,metal salts are 
typically treated with  Schiff’s base ligands to produce metal complexes of the Schiff’s bases. The two general 
methods adopted to synthesize these complexes are well known since the past two decades [56]. 
 
Direct Method 
In this method both ligand and salt of metal ion are separately dissolved in a suitable solvent in appropriate 
(metal:ligand) molar ratio.  After dissolution salt solution of metal ion and Schiff base are mixed together for 
complex formation. The resultant reaction mixture is then heated by refluxing. The precipitates obtained are then 
filtered, washed from distilled water and finally dried under desiccator. An example that easily describes the above 
process[57] is shown in Figure 5. 
The different Schiff bases with diverse structural features can be synthesized with ease by replacing aldehydes or 
amines. The prepared Schiff base can have additional donor atom linkages such as of oxygen, phosphorous, sulphur 
etc. which can enhance their ability towards complexation with metal ion and for their biological activity. The 
properties of Schiff base metal compounds can also be enhanced with insertion of suitable groups in aliphatic or 
aromatic systems [58].  
 
In situ Method 
In this process, metal ions and Schiff bases are synthesized in a single step reaction [59] by adding salt of metal ion in 
same reaction after formation of Schiff bases by constant heating with refluxing. It has been observed that in number 
of cases the metallic ion combines first with one constituent and then it reacts with all other constituents, to form the 
desired complex. This method is also called template synthesis. An example [60] that easily describes the above 
process is shown in Figure 6. 
 
Characterization Techniques 
There are various physico – chemical methods available to investigate complex forming reactions. These techniques 
include elemental analysis, analytical and spectral techniques (NMR, IR, Mass) and electronic   spectral  techniques  
(UV-Vis   spectroscopy), AAS, Molar conductance and susceptibility measurements. These methods are extremely 
sensitive, informative and popular.  
 
Elemental Analysis 
Elemental analysis is considered as the essential part of compound characterization in coordination chemistry. This 
technique proves to be a powerful tool in analyzing the purity of the compound. The empirical composition of the 
Novel Schiff base and its corresponding metal complexes for C, H, S and  N contents can be analyzed using 
elemental analysis technique. This technique allows us to calculate empirical formula of the compound. This formula 
gives elemental composition in smallest possible set integer value for the elements present in the compound by mass 
[61, 62].  This method is highly efficient and does not involve any manipulation as the values obtained need not to be 
proved using chromatographs [63].  
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IR Spectroscopy 
IR spectroscopy is the most extensively used tools for the detection of functional groups in particular sample of a 
compound. In IR spectroscopy Nujol or KBr medium in the range 200 – 400 cm-1 are used to record spectra of a 
particular sample of compound [64].The spectra obtained help us to know the coordinating site of a ligand and 
strength of bonds formed during the combination of a ligand with the metal ion in a complex and to know the 
vibrational  mode in metal compounds [65, 66]. The IR data of the complex are thus, important to know the structure 
of the complex.   
 
The IR spectra of the SB ligand and its corresponding metal complex indicates that the (C=N) stretching vibration 
band falls in the range 1500-1700 cm-1 shifting to lower frequencies in most of the Schiff base metal complexes as 
expected. However, there are various complexes in which stretching vibration bands shifts to higher frequencies 
indicating that the coordination of a ligand with the metal ions is with N of the azomethine group. The experimental 
IR bands of Schiff base metal complexes in general are in compliance with theformerly recorded results [67]. The 
existence of sharp bands at 819 cm-1 corresponds to (C=S) group indicating the presence of schiff base in thione form, 
its shifting to lower frequency in complexation with central metal ion to about 37–55 cm-1 indicated its coordination 
through S atom in metal complexes. Hydroxyl group (- OH) shows a broad band at 3293 cm-1 indicating the 
coordination of water molecules in the complex . But it is seen that the existence of water molecules in some of the 
complexes misinterpret with the band of hydroxyl group present in them. This is because water molecules show a 
broad band at about 3100–3500 cm-1 in most of the metal complexes [68].  
 
The presence of stretching bands at 1514 cm-1 and 1200cm-1 in Schiff base corresponding to phenolic and enolic (C-O) 
group. The phenolic (C-O) stretching band shifts to higher frequency to about 5 – 26 cm-1 in coordination of Schiff 
base with metal ions [38]. Moreover, IR spectra of Schiff base exhibits bands at 1604, 3439, 820 and 1034 cm-1 
corresponding to stretching vibrations in (C=N), (N-H), (C=S) and alcoholic (C-O) respectively confirms its existence. 
The (C=N) band of Schiff base shows a negative shift   cm by 9–44 cm-1 in complexation with metal ions. Also shifting 
of (C=S) stretching to lower frequency to 40–57 cm-1 on coordination with metal ions shows the involvement of S 
atom in coordination [69]. Moreover, Amani et al have synthesized furan Schiff base [5-hydroxymethylfuran-2-yl-
methyleneaminoquinolin-2-one] H- MFMAQ, whose IR spectra have shown that the bands in the range 1637-1712 
cm-1 assigned to carbonyl and azomethine stretching. These vibrations gets lowered down by 14–19 cm–1 due to 
oxygen carbonyl and by 12–16 cm–1 due to nitrogen azomethine, showing involvement of both in formation of 
complex. This complex shows furan ring vibration at 1618 cm-1 upon chelation this band shifts to lower frequency 
due to formation of (C-O-C) bond. In addition to these bands three new bands at 543–552, 433–438, and 412–416 
cm−1 are present due to the formation of M–O (carbonyl), M–O (phenol), M–N (azomethine) and (M–Cl) bands in the 
metal complex [70].     
 
Molar Conductance 
Molar conducance is the most useful tool used to investigate the eletrolytic and non – electrolytic nature, geometry 
and structure of inorganic metal complexes. The Molar conductance of the schiff base metal complexes is calcualted 
in 10-3 M solution at room tempertaure using solvents dimethylformamide (DMF) and Chloroform (CHCl3). The 
results obtained can be applied to know the geometry and structure of the complexes. The complexes which shows 
lower value of molar conductance in the range 0.03 – 44.37 S cm2 mol-1 indicates that the complex behaves as non – 
electrolyte. The binuclear complexes on the other hand shows higher value of molar conductance more than 50 cm2 

mol-1 [71]. 
 
Magnetic Susceptibility Measurements 
The magnetic moment of the complex is calculated using magnetic susceptibility measurements as magnetic moment 
cannot be determined directly.  This magnetic moment measurement values obtained are used to find molecular 
formulae, hybridization, shape and geometry of metal complexes. From the gram magnetic susceptibility values, the 
magnetic moment values are calculated in BM and the data obtained is presented in form of a table. The results 
obtained helps to conclude the high spin or low spin nature of M-L. Moreover, Magnetic susceptibility 
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measurements are carried out to know extend of pairing up of electrons to evaluate magnetic nature of complex i.e., 
whether the complex is diamagnetic or paramagnetic in nature [72]. Raman [73] et al has synthesized Schiff base 
metal complexes in which the value of magnetic moment for Cu (II) compound is 1.90 BM which indicates the 
distorted octahedral geometry of the central metal atom.  Also the Co (II) and Ni (II) complexes have a magnetic 
moment of 4.18 BM and 2.8 BM respectively. This indicates that the intervening ligands in them are in high spin and 
forms six coordinated octahedral geometry around the central metal atom. The expected d10 configuration of Zn (II) 
complex shows its diamagnetic nature.       
 
UV – Visible Spectroscopy 
The UV spectroscopy is used to measure the multiple bonds or aromatic conjugation present within the molecules of 
compound. UV – visible spectra for the coordination compounds is taken in the range of 250-1000 cm-1. The UV 
visible absorption spectra and magnetic moment data works as evidence in evaluating the results obtained through 
other methods of structural determination. The geometry of the complex about the central metal atom is predicted on 
the basis of the results obtained from UV visible absorption spectra and with the data obtained from magnetic 
moment values. The UV- visible Spectroscopy uses d-d transitions of metal ion complexes [74]. For the Schiff base 
ligands and its corresponding complexes UV visible absorption spectra is recorded at RT using 
dimethylmethlysulphooxide (DMSO), dimethyformamide (DMF) and Chloroform (CHCl3) as solvents [75].  
 
Biological Applications 
Antibacterial and Antifungal Activity 
The properties that characterizes Schiff base metal compounds depends on the donating nature of ligands, nature of 
central metal atom, structure of ligand and its complex,  interaction between metal atom and ligand and on the 
nature of solvent used [76, 77].  Schiff base based metal complexes shows excellent antimicrobial properties against 
many bacteria, fungi and cancer causing microbes [78, 79]. The presence of chelating donor sites such as N, O and S 
in Schiff base ligand enhances their antimicrobial properties in coordinating with the metal ion [80, 81]. The major 
factors which control the antimicrobial properties of coordination complexes are: 
 Chelation 
 Cell Permeability and 
 Lipophilicity of cell 
The bidentate and tridentate Schiff base metal complexes synthesized so far are observed to be very stable [82,83, 84, 
85].The metal complex shows more antimicrobial properties than its intervening ligand [86] as because of chelation 
cell permeability of metal increases. Also chelation reduces polarity on metal ion thereby increasing its lipophilic 
nature [87, 88, 89]. The increasing lipophilicity favours cell permeability. Thus metal atoms penetrate efficiently 
through lipid layer of microbes and destroy them by blocking their active sites [90,91]. Thus chelation is one of the 
ways to improve antimicrobial activities of coordination complexes 
 
Anticancer Activity 
Cancer is lethal to life as it causes growth of uncontrolled abnormal cells in body which destroys normal body 
tissues. This abnormal increase in number of cells in a tissue or organ forms a cluster of proliferative cells. This 
excessive proliferation gives rise to a mass of cells which is initially called as tumor. Tumor can be Benign or either 
Malignant. Most of the benign tumors are harmless as they do not attack their nearby tissues and do not spread 
uncontrollably among various parts of the body. Further more Benign tumors remain localized at a specific place in 
body. When benign tumors locate in specific area of brain these can be life threatening but can be removed surgically 
and they generally never returned back. On the other hand, malignant tumors mark the beginning of cancer causing 
cells in the body. In malignant tumor cells become abnormal and spread throughout tissues and organs 
uncontrollably and keeps on re-dividing, breaks up and gets mixed up with bloodstream or lymphatic system. Once 
this happens, they migrate to many other sites in the body to form new tumors in all other organs as well. These cell 
uses oxygen and nutrients to divide and form tumors. In this condition the immune system of the body gets weaken 
and the body will not be able to function normally. Thus, the process in which cancer cells spread to various sites 
through body fluids to form secondary tumor is called metastasis [92]. Cancer can be treated using chemotherapy, 
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surgery, radiation therapy, hormone therapy, immune therapy etc. Some techniques which are used to diagnose 
cancer are Biopsy, Radiography, MRI etc. Many drugs have been synthesized so far to cure cancer in the 
pharmaceutical field.   
 
In recent years, the advancement in the field of bio-inorganic chemistry, pharmaceutical and medicinal chemistry has 
enchanced the interest in biological uses of schiff base incorporating metal complexes in various fields especially in 
their anticancer property. The discovery of many schiff base complexes for the effectiveness against antitumor cell 
lines has fascinated the researchers to synthesize novel anticancer drugs having no side effects. A number of schiff 
base metal complexes having significant antitumor activity have been reported [93-99].  Schiff base metal complexes 
are used as anticancer agents due to their stability, cytological compatibility and flexibility to bind with biomolecules 
[100]. In the present time, the development of drugs with probable healing effect with minimum side effects has been 
produced. Many Schiff base metal complexes with antiproliferative action has been synthesized and examined over 
different cancer cell lines and investigated by MTT assay [101]. 
 
CONCLUSION 
 
Schiff bases ligands and their corresponding transition metal complexes are a group of compounds with 
pharmacological potential. These are one among those molecules which have potential to cure many human 
diseases. In this review, we presented general mechanism used to synthesize Schiff base metal complexes and their 
characterization tools like elemental analysis, molar conductivity, IR Spectroscopy, Molar Susceptibility 
measurements, UV-Visible Spectroscopy, antimicrobial activity, anticancer activity used to evaluate them and they 
can be further used in pharmaceutical industry as antimicrobial and anticancer agents for mankind, after testing its 
toxicity to human beings.  
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\ 
The irrigation efficacy of typical irrigation technologies employed in coconut and palm plantations, such as 
flood irrigation and basin irrigation varies from 30 to 50 percent due to significant water loss. Furthermore, the 
cost of inputs such as labor and energy is high when putting these systems in place. Water shortage, as well as 
increased labour and energy costs, hinders the adoption of traditional irrigation systems. Under these 
circumstances, controlled irrigation, also known as smart farming and irrigation automation, is the best 
irrigation method for coconut/palm. This article looks at the Internet of Things (IOT) possibilities in the 
coconut tree growing sector of agriculture. The traditional system is being replaced by intelligent agriculture. 
This study proposes a multi-model data collection system. It collects environmental data using sensors, such as 
the pH value and moisture content of the soil. After collecting data from the soil, the microcontroller transmits 
it to the data collection centre through WIFI. The collected data is fed into a proprietary classifier, which 
reliably identifies coconut tree deficits like Button Shedding. Excess acidity or alkalinity, insufficient drainage 
facilities, severe and prolonged dryness, genetic issues, insufficient nutrients, incorrect pollination, hormone 
deficit, insect pests, or poor management approaches may all result in premature button and nut drop. It also 
focuses on enhancing coconut yield by monitoring and adjusting the pH and moisture content of the soil. As a 
result, IoT-based smart agriculture saves time and money on soil testing in coconut tree cultivation. It also 
provides monthly soil health monitoring and fertilizer recommendations. It will be very beneficial to the 
farming community. As a result, the results of the article will be beneficial to effective coconut tree farming 
practices. Intelligent agriculture and automated irrigation methods enable farmers to get the most out of their 
land. 
 
Keywords:  Agriculture, SOIL, Coconut, IoT, ML 
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INTRODUCTION 
 
A major amount of Brazil's GDP is related to agriculture, which is very important to the country's economy. New 
methods to boost production and provide long-term solutions are only possible with irrigation, making it a crucial 
component of the agricultural sector. An estimated 67.2% of Brazil's freshwater consumption goes towards irrigating 
crops, with the country's water extraction rate. Furthermore, Brazilian farmers often experience lengthy periods of 
drought, making agricultural production even more difficult and expensive. As a result, cautious and planned 
utilization of water resources is critical [1]. Internet of Things (IoT) is a feasible solution to the problem of 
agricultural monitoring and control. At the same time, intelligent objects may inform harvest storage conditions [2]. 
Both types of information may be combined to aid in crop-related decision-making. Thus, it may advise farmers on 
the precise quantity of water to use in the irrigation process, preventing the waste of such a precious resource as a 
result of improperly conducted irrigation and a lack of control [3]. ML algorithms are also applied to anticipate 
weather and precipitation based on sensor data, climate history, and satellite pictures. This might save thousands of 
farmers from committing suicide due to agricultural losses caused by unpredictability in the weather. Precision 
agriculture relies heavily on intelligent animal management [4]. It facilitates the lifelong monitoring of animals' 
health, wellbeing, productivity, and reproduction. Sensors and cameras monitor animal health, and computer vision 
algorithms facilitate intelligent decision-making, such as preventing the spread of infectious illnesses [5]. Modern 
agricultural solutions, such as autonomous tractors and automated irrigation systems, are advantageous for farmers. 
Due to the availability of cutting-edge machine learning (ML) and deep learning (DL) algorithms, high-speed 
internet connections, and powerful computer hardware [7], precision agriculture is widely practised around the 
globe. The authors examine ML applications for the efficiency of sustainable agricultural supply networks (ASCs). 
The authors provide a novel ML-ASC framework that may aid scholars and agricultural practitioners in 
comprehending the role and significance of digital technology in agriculture. The authors of [8] analysed several ML 
applications in agriculture and the ways in which digital technology might assist the agricultural business. This 
article provides a comprehensive overview of the use of machine learning to precision agriculture. This research 
explores the acceptability of digital techniques in farm management systems by the scientific community [9-12]. 
 
Low-cost goods are required for a competitive and cost-effective IoT solution, particularly in outdoor environments 
like agriculture. These products are limited in processing and storage capacity, and have smaller batteries. It also 
entails dealing with the inaccurate or unreliable data that might be generated by sensors due to factors like 
environmental conditions, faulty sensors, poor connections, or background noise. One of the most popular methods 
for enhancing sensor accuracy, providing a comprehensive picture, and facilitating more informed decision-making 
is data fusion, also known as information fusion. [13-15]. 
 
BACKGROUND STUDY 
Abaya, S. et al. [1] Self-activating irrigation might be seen as a possible route to developing intelligent agriculture. 
Incorporating cutting-edge tools into your planting and farming practises will help you increase your agricultural 
output while also reducing your impact on the Philippines' water crisis. The World Resources Institute (WRI) 
projects that the United States would face a "high" degree of water crisis by 2040; the proposed device exceeds 
conventional ways of watering in terms of both plant growth and water usage, and might be the answer. 
 
Dahane, A., et al. [3] In order to maximise water resources for precision agriculture, the built smart farming system 
was shown to be both useful and economical. The goal of this study was to develop a unique EDGE-Fog-IoT-Cloud 
architecture specifically for use in smart farming. The author emphasised the significance of artificial intelligence 
approaches in precision agriculture by using machine learning and open-source technology. The physical 
characteristics of the authors' agricultural system will be gathered for use in future experiments; sensor data will be 
combined with weather prediction information to develop an algorithm for anticipating soil moisture in the coming 
days.  Ghosh, S. et al. [5] these authors method reduces the amount of extra labor needed by the farmer for chores 
such as watering plants. This system uses numerous sensors, including temperature, light, humidity, and wetness, 
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and its parameters were decided by the data from these sensors. The farmer may control drip from any place because 
to Internet connectivity between client and server. Mekala, M. S., & Viswanathan, P. [7] Precision agriculture may 
benefit from IoT-enabled systems that enhance accuracy and efficiency. Numerous agricultural sectors, such as 
irrigation and power distribution, may benefit from IoT applications. Prices of water and electricity, two of 
agriculture's most crucial inputs, may make or break a company. A lot of water went to waste because to inadequate 
irrigation infrastructure, poor field application methods, and the planting of water-hungry crops in the incorrect 
climate. Electricity was essential for running the many pumps, boosters, lights, etc. Monitoring and adjusting water 
amount, position, timing, and duration of flow is made possible by IoT, leading to better water usage in agriculture. 
Prabha, R. et al. [9] Irrigation and fertilizer were the two most significant agricultural components. Because of its 
capacity to boost output while decreasing water loss, irrigation scheduling has become a major problem in 
agriculture. The author may reduce the quantity of fertiliser required by administering it directly to the root. This 
method reduces expenditures while boosting soil health. This project developed an universal IoT framework to aid 
farmers in appropriately scheduling irrigation and fertilization. The author created a low-cost irrigation and 
fertilization mechanism that delivers water and nutrients straight to the root in this research. 
 
Terence, S., & Purushothaman, G. [11] Agriculture was the bedrock of these authors civilization. The Internet of 
Things (IoT) technology was being utilised in agriculture to increase agricultural efficiency. IoT approaches were 
used in almost every element of agriculture, including agricultural monitoring, irrigation, and insect monitoring. 
This study categorises and analyses current smart farming systems, concluding that researchers should concentrate 
on security, food supply, and food distribution. It's also worth noting that the vast majority of testing took place 
inside. To address more real-world difficulties, researchers should put these ideas to the test in the field. V, P. et al. 
[13]  To help folks who don't have the resources or time to tend and seed crops manually, these writers use the 
internet of things to build a smart irrigation system. This automated hydroponic system saves water and provides for 
better water management by remotely turning on/off the motor and informing the user through the dashboard. 
 
Because this module contains a humidity and temperature complex with a calibrated digital signal output, it is a 
combination module for detecting humidity and temperature with a calibrated digital output signal. DHT11 gives 
very precise humidity and temperature measurements while also ensuring long-term stability. This sensor combines 
a resistive type humidity measurement component and an NTC type temperature measurement component, as well 
as an integrated 8-bit microcontroller, and is available as a 4-pin single row device. The DHT11 module 
communicates serially, sometimes known as single-wire communication. This module sends data as a pulse train 
with a predefined duration. Before sending data to Arduino, it must first perform an initialization instruction with a 
delay. 
 
pH Sensor 
The vast majority of Si LSI-fabricated pH sensors are ISFETs  or charge transfer sensors. An ISFET pH sensor with 
continuous operation was employed for simultaneous pH and EC measurement. A band pass filter was required to 
decrease crosstalk. Section 4 discusses this topic. Furthermore, the operation is easy, and miniaturisation is simple. 
The voltage potential of a sensor membrane in an aqueous solution conforms to the Nernst equation, given by 
Equation (1) with regard to H+/OH– ions: 
φ h = V + lnα  ----- (1) 
H represents the hydrogen to hydroxide ion activity ratio. In this context, "direct current signal" means (DC). Since 
the EC sensor utilises an alternating current signal of 10 kHz, this is vital for simultaneous readings (AC). Since the 
EC signal is masked by the flicker noise of VREF, taking simultaneous readings is a challenge. Even yet, there are 
ways to address this problem. Si3N4, Ta2O5, Al2O3, SiO2, etc. are only some of the membrane materials that have 
been employed. The membrane has to be very watertight. This study used Si3N4 because of its impermeability and 
compatibility with Si LSI processes. 
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Soil Moisture Sensor 
Numerous studies led to the development of a method called frequency domain decomposition for determining soil 
water content. Soil moisture is determined by observing the frequency shift brought on by sensor alterations in the 
soil as a result of the resulting change in dielectric constant. The FDR is more flexible than the TDR when it comes to 
probe shape, length, and operating frequency. Its basic model is seen in Figure 3. The soil acts as a dielectric and the 
sensor's probe is like a capacitor and external oscillator, which may form a tuning circuit, all while taking 
measurements. The sensor's capacitance between the two levels is inversely proportional to the measured medium's 
dielectric constant. The equivalent capacitance of the sensor, which influences its operating frequency, will rise with 
increasing humidity (resonant frequency). The oscillator generates high-frequency signals in the megahertz range, 
and a high-frequency detecting circuit can identify the resonance frequency. 
 
Liquid Crystal Display (LCD) 
All of the pins on a parallel LCD module are the same. The eight data pins are labelled D0–D7. The 4-pin mode is 
used when just four pins (D4-D7) are used, whereas the 8-pin mod is used when all eight pins are used. The 4-pin 
method is used by engineers for obvious reasons. The LCD may be turned on and off using the dedicated EN pins. 
The RW pin is the default setting for read/write. The ground and +5V connections are labelled VSS and VDD. In 
order to pick the correct register, RS is used. For a backlight LED, there are two terminals: one for the anode and one 
for the cathode. 
The VO pin enables a potentiometer to be used to alter the level of contrast [10]. Here is the syntax: 
Liquid Crystal LCD (RS,EN,D4,D5,D6,D7); to connect to an Arduino Uno, the statement is 
Liquid Crystal LCD (2,3 ,4,5,6,7); 
Here, Arduino I/O pins 2,3,4,5,6,7 are connected to RS,EN,D4,D5,D6 and D7 respectively. 
 
Decision Trees 
There has been a lot of success in using decision trees for inductive inference because they can learn disjunctive 
sentences and are robust against noisy input. The nodes of a decision tree are k-arrays, and the attributes of the input 
feature set are tested at each node. The values of the features at each node are represented by the branches that 
extend from them. In addition, the test outcomes at each fork are independent. This protocol is greedy since it 
generates decision trees via a recursive top-down approach. The method begins with tuples representing the training 
set and determines which attribute will provide the most useful information for classification. This is accomplished 
by creating a test node and then using top-down decision tree induction to partition the current tuples according to 
the values of the test attributes. When all tuples in a subset are members of the same class, or when further subset 
separation is deemed inappropriate (because additional attribute tests yield insufficient classification-alone 
information), the classification-alone information-only stage of the classification process is terminated, and the 
classifier is no longer created. Based on these findings, it is recommended that the threshold measure be based on the 
IG and the Manhattan hierarchical cluster. 
 
This study may pick out the most crucial aspects while deciding on new features using a decision tree induction 
method. The induction of decision trees is the process of learning decision tree classifiers, which produces a tree 
structure in which each internal node (but not the leaves) is an attribute test. A class prediction is represented by 
each outer node (leaf node). A tree's forks represent data points from several tests. Using attribute selection with 
Information gain, the algorithm decides which attribute is best for categorising data into separate groups at each 
node. The most-split IG attribute value. The IG of the attribute is expressed as 
 
inf o (D) = −∑ P log(P) ------- (2) 
Assume a random vector in D, and let its probability of belonging to class ci be pi. Bits are utilized for encoding 
information. Info (D) is the typical data needed to determine the labels of the vector class D. As a set of qualities, they 
are organized hierarchically and given a ranking by IG. The updated Manhattan distance between any two clusters 
of size n is as follows: 
MDist = ∑ (a − B )------ (3) 
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Manhattan values are used to generate a cubic polynomial equation, and the slope of this equation is used as the 
threshold criteria. If the slope of an attribute is negative or zero, it is not considered useful for the classification. A 
random decision forest is an ensemble of trees whose training is completely random. There are numerous moving 
parts in the forest model. Take, for example, picking a class of split functions (in the literature, "weak learners"). In a 
similar vein, decide on a leaf predictor. The randomness model significantly impacts the functioning of the forest. 
One component at a time is covered here.  In order to construct classifiers, it is required to do a random sampling of 
the training data with replacement, yielding a root node with a single class in its fs. When many classes of fs share 
the same root node, the one with the most information gain is chosen. Place D in N at the node where Disallinsces in 
N equal F Call Build Tree Nendif.  
 
ID3, C4.5 produces reliable and effective decision trees. However, these trees are often too vast for human 
comprehension. An assortment of forks in the decision tree illustrates the training data's noise-induced anomalies. 
Overfitting occurs when a learning strategy repeatedly generates hypotheses to reduce errors in the training set but 
leads to larger errors in the test set. Overcrowding is an issue that can only be solved via extensive pruning. Pruning 
is essential for improving the classification accuracy and computing efficiency of a decision tree. When categorising 
new data, pruning may be used to reduce the size of classification trees, eliminate unnecessary complexity, and 
prevent overfitting. Due to overfitting, a large number of rules are created, the great majority of which have little 
predictive value for fresh data. Pre-pruning and post-pruning are two pruning techniques. When this occurs, it is 
called "back pruning." Decision trees are built to aid in the identification of unknown facts, and their unneeded 
branches are eliminated to improve accuracy. There are two possible approaches to this: Maintaining decision trees 
while replacing certain branches with leaf nodes. Firstly, this study need to transform the tree into a set of analogous 
rules. Next, this study have minimum error pruning, error complexity pruning, error reduction pruning, and cost 
based pruning. 
 
Forward pruning is a term for this kind of tree maintenance. By creating termination criteria to determine whether it 
is beneficial to prematurely trim certain branches during tree development, it restricts the growth of unnecessary 
branches. The effectiveness of a tree construction fork may be measured in a number of ways. After a certain amount 
of tuples remain after splitting a node, further splitting of that subset is either halted or restarted. Trees are 
oversimplified when criteria are set too high, but they remain relatively unchanged when set too low. Examples of 
pre-pruning methods include minimum object number pruning and Chi-square pruning. Most of these pruning 
methods are based on the assumption that classification mistakes will be reduced if all members of the same node are 
assigned to their most prevalent class. A test file or statistical methods like cross-validation and bootstrapping are 
used to get this conclusion (Fournier &Cremilleux2000). These pruning algorithms routinely remove extraneous sub 
trees based on the context in which the resulting tree will be utilized as a classifier. Take a look at Figure 1.1 and 
focus on the offshoot that is shown there. Class D, which has two values, applies here. To find out how often a 
certain value of D happened, look at the node's first (or second) value. Although this subtree's leaves and root both 
have an error rate of 10%, it is nevertheless useful since it represents a population with a known value of D; 
predicting the value for the remaining population is more challenging. 
 
DECISION TREE ALGORITHM 
R. Quinlan's ID3 methodology for building decision trees is the gold standard. ID3 uses the concept of information 
gain, which originates in information entropy, as its criterion for evaluating the splitting characteristic. The entropy 
of a thermodynamic system is employed as a measure of its randomness in physics. It's used to quantify doubt in the 
study of information. When a system is well-organized, its information entropy decreases. On the contrary, 
information entropy increases when disorder increases in a system. Thus, information entropy may be seen as a 
quantitative index of a system's degree of organization. Let there be m groups, each containing n data points, in the 
sample set s. Label m distinct groups as Ci (I = 1, 2,...), where ni is the total number of samples in group i. To 
effectively allocate n samples to m categories, the needed information entropy is 
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H(S) = ∑ P  log  p , ------ (4) 
 
And the probability that all of the data points in sample s belong to the class Ci is given by pi = ni / n. The sample will 
be broken down into subsets according to property A values if specified as the splitting attribute. The entropy of the 
information used to partition the sample sets into their respective groups is computed for each subset 
 
H A = ∑ P  log P ,------- (5) 
where  Aj is a subset of A's values, and pi is the likelihood that any random sample from Aj falls into class Ci. As a 
result, characteristic A, the minimum entropy of information needed to differentiate between all samples, is 
H(A) = ∑ H A ,------- (6) 
The importance of a given attribute value is denoted by the ratio of the number of samples with that value (Sv) to the 
total number of samples (S), where Sv is the number of samples within the subset of unique attribute values. 
Therefore, the accumulation of information is 
 
gain = H(s) −H(A)-------- (7) 
The ID3 method selects the split property according to to gain. According to a previous study, the character with the 
biggest number of attribute values gains the most from the information gain. A higher number of attribute values 
using the decision tree does not automatically indicate higher quality. As a result, bridging the gap between attribute  
and value selection is crucial. 
 
Support Vector Machine 
The support vector machine (SVM) is a powerful classification method using the idea of the lowest structural risk to 
guide supervised learning. This technique creates a new hyperplane for the positive/negative separation of samples 
at the time of training. After that, this  study classify the new samples by finding where on the hyperplane each one 
belongs. Using a supervised learning approach, SVM examines data to find patterns that may be used for 
categorization. As a bonus, it may locate unique hyperplane that may amplify the distinction between two classes.  
The SVM first conducts a nonlinear mapping of all input variables to a high-dimensional feature space, and then a 
linear classification or regression within this space. It is possible for non-linear classifications in the input space to 
interact with linear regression in the high-dimensional feature space. Here, the conventional SVM is being used in 
practice.  
 
If the  training samples are = {( , ), … , ( , )}, in which , {1,−1} (classification) or the  
(regression), = 1, … ,  The non-linear function is , = ∅( ) ( ) and the SVM is employed by solving the 
equations below (8).  
min ,ε, { ||w|| + c ∑ ε } ----------------------- (8) 
s. t. y (∀ (X )w + b) ≥ 1− ε ∀ = 1, … , n ------ (9) 
ε ≥ 0 ∀ = 1, … , n------- (10) 
When the Lagrangian multipliers are properly set in motion, the optimization problems may be reformulated as a 
dual problem that better meets their requirements (10). 
min ∑ a a y y k x , y − ∑ a,  ---------- (11) 
s. t. y  a = 0 ------- (12)  
0 ≤ a < , = 1, … , l -------------------------- (13) 
 
The class of a sample will be decided after an optimum solution (a, b) has been found, using the subsequent decision 
function (3.9). 
f(x) = sgn(∑ y a ∗ K(x , x) + b ∗) ------- (14) 
The original data set D and the massive data set D have been broken down into smaller data sections D1, Dn. These 
nodes in the data compute nodes, and they split files using the Twister command. Job conf configures several aspects 
of computation, such as Map Reduce, Map tasks, Reduce tasks, and partition files. Each node in the computation 
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executes these Map tasks for the Reduce jobs, while the other support vectors discovered in Map jobs are collected 
and delivered as feedback. This process is initiated by the Twister Driver, which uses dynamic parameters to effect 
the transformation. 
 
Naive Bays 
In the realm of classification, the Naive Bayes classifier is a popular option. Due to its straightforward construction 
and lack of requirement for sophisticated iterative parameter estimate procedures, it is easily applicable to large data 
sets. As a result, the classifier's classifications may be understandable by people with a lower level of technical 
expertise. The Naive Bayes model has several positive qualities, including its ease of use, beauty, and resiliency. One 
of the early categorization methods, even in its rudimentary form, is still useful today. Examples include spam 
filtering and textual organization. The fields of statistics, data mining, machine learning, and pattern recognition all 
contributed to a wide range of improvements made to increase their flexibility. 
 
Naive Bayes is a statistical classifier that uses Bayes' theorem to assign a posterior probability to each observation in 
order to make a prediction about the category to which a given data set belongs. In this section, this study will look 
at several Naive Bayes-based algorithms: 
 

q =
( )

( )
----------------- (15) 

 
To be more precise, let's say that u = (u1,..., un) is the n-dimensional attribute vector of the document and that d1,..., 
dm is the m-dimensional class. However, the calculation of P (U|di) is time-consuming and resource-intensive. A 
naïve conditional independence assumption of a class is established to speed up calculation time. Thus:  
 
q = ∏ q( )--------------- (16) 
 
Bayes classifiers compute the likelihood that each class in a training set will have a certain attribute value. These 
probabilities are used to classify recall tasks. P(a) is the probability that a training pattern has an attribute array A 
with discrete values, where A is an array of M > 1 attributes A1, A2,..., AM for the patterns in a training set. Consider 
the fact that the training set comprises data from classes C1, C2,..., and Cm. The following probabilities are derived 
for a distance of one kilometre: 
 
i. Denoted by P, the probability that a given training pattern belongs to class d  (d ). Predictions of class Ck are also 
known as the prior probability of class DK. 
ii. The probability that a given training pattern for attribute A belongs to class k is denoted by the notation P (d |. 
Moreover, d . The posterior probability of d  given A is another name for this. In other words, the values of the 
attributes are each discrete number. 
iii. P denotes the probability that a training pattern of class d  has the attributes array (k) It a characterized by its 
distinct values.  
iv. p (k) is the conditional probability density that a training pattern of class Ck contains attribute array A with 
continuous values for the attribute  
 
P is the conditional probability for discrete attribute values, and p is the conditional probability for continuous 
attribute values. 

Classifying a pattern with an attribute array A involves assigning it to the class of A to which it belongs 
with the highest posterior probability P (d |A). Finally, a design is assigned to the most likely group. The pattern is 
thrown out if the highest posterior probabilities for three or more classes are all the same. According to Bayes' 
theorem of probability theory 
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q(A|d ) = ( ) ( | )
 ( )

-------- (17) 
 
The right side of the above equation may be optimized by maximizing k P(D A). P(A), a universal constant, is 
included in the right-hand denominator. Since the value of k P(D A) does not have to be specified to maximize it, this 
is the same as maximizing k k P(D)P. (A D ) . After calculating P (Ck and k) from the training set, they may be used 
to label a pattern with an attribute array. Considering all possible values for attributes A1 through AM to compute P 
(k) would result in a training set that is too large to be feasible for most applications. There's a lot of time and effort 
invested in computational activities. For this reason, many people assume that the merits listed in categories A1 
through AM are not affected by one's socioeconomic status. 
 
P(A|D ) = ⋃ p(A |D )----------------------------------------------------------- (18) 
 
Assuming the above, this study call this classifier the Naive Bayes classifier (NBC), and it works by maximizing the 
probability that a pattern with attributes A1 through AM falls into one of the categories defined by q(d ) M I k i=1. 
To decrease  the dangers of using the Naive Bayes classifier. Maximizing q (A d )( d )(i=1) q(d ) There are two 
possible values, zero and one, for a Naive Bayes binary attribute. For m classes C1 to Cm, this study get their 
corresponding prior probabilities P(Ck) and conditional probabilities P(Ai/Ck) from the training set. 
Let aki =q [(Ai=1)| d ], since the binary attribute Ai can have a value of either 0 or 1 
 

[(  =  1)|d ] +  [(  = 1)|d ]  =  1 −  [(  =  1)|d ] =  1 -------- (19) 

 Therefore  [(  =  0)|d ]  =  1 −  [(  =  1)|d ] ------------------------ (20) 

P [Ai = 0)| d ] = 1 – aki ------------------------------------------------------------- (21) 

 
Since logarithmic functions are monotonic,log q (D ) +∏ log P(A |D ) is maximized . 
The above equation is evaluated for classes C1, C2 . . . Cm to find out for which class its value is the greatest so that 
the pattern is classified in that class. Thus NBC assumes that all variables (features) are conditionally independent 
given the class variable and thereby decomposes the posterior probability. 
 
RESULT AND DISCUSSION  
 
The flows for a period of 1 week with optimization based control was used to study the effectiveness of optimization 
based control for the three irrigation schemes. In drip irrigation method the method provided 31.2% over 
conventional. Figure 5 Automated versus Manual Control with sprinkler system for flow-based control. Method and 
a 7 percent cost savings improvement over flow-based management. Similarly, when using a solenoid valve to 
regulate sprinklers, costs were cut by 22%. Through modelling, this study found that optimization-based control 
might reduce water use by up to 30 percent compared to flow-based control. Figure 6 Automated versus Manual 
Control with Sprinkler System for optimization-based  control. 
 
OBSERVATIONS 
1. An increase in soil moisture was shown to reduce the soil's pH.  
2. The Internet of Things (IoT) and cloud connection have improved the capacity to aggregate data and display it 

visually. 
3. Better water efficiency in agricultural systems may be achieved via the integration of Internet of Things (IoT) 

technologies, cloud computing, and optimization models. 
4. A greater degree of controllability was achieved by the automation of the irrigation system by linking solenoid 

values. 
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CONCLUSION  
 
By introducing technology into the traditional and basic processes at the core of agriculture, the goal of mixing 
agricultural with cutting-edge technology may be realised. The Internet of Things-based approach streamlines the 
assessment of environmental components like climate, soil condition, and so on, while the software layer enhances 
the predictions of the elderly. Technology must learn from present methods and then automate vocations to make 
human life simpler. Because of its flexibility to field settings, this approach has the potential to be used 
internationally. As a consequence, by simplifying farming operations and enabling smart farming, IoT may be the 
saviour of a generally dying agricultural business. Apart from these advantages, smart farming offers the ability to 
expand a farmer's market with a single touch and no work. 
 
REFERENCES 
 
1. Abaya, S., De Vega, L., Garcia, J., Maniaul, M., & Redondo, C. A. (2017). A self-activating irrigation technology 

designed for a smart and futuristic farming. 2017 International Conference on Circuits, Devices and Systems 
(ICCDS). doi:10.1109/iccds.2017.8120476  

2. Chetan Dwarkani M, Ganesh Ram R, Jagannathan S, & Priyatharshini, R. (2015). Smart farming system using 
sensors for agricultural task automation. 2015 IEEE Technological Innovation in ICT for Agriculture and Rural 
Development (TIAR). doi:10.1109/tiar.2015.7358530 

3. Dahane, A., Benameur, R., Kechar, B., & Benyamina, A. (2020). An IoT Based Smart Farming System Using 
Machine Learning. 2020 International Symposium on Networks, Computers and Communications 
(ISNCC). doi:10.1109/isncc49221.2020.9297341 

4. Dela Cruz, J. R., Baldovino, R. G., Culibrina, F. B., Bandala, A. A., & Dadios, E. P. (2017). Fuzzy-based Decision 
Support System for Smart Farm Water Tank Monitoring and Control. 2017 5th International Conference on 
Information and Communication Technology (ICoIC7). doi:10.1109/icoict.2017.8074669  

5. Ghosh, S., Sayyed, S., Wani, K., Mhatre, M., & Hingoliwala, H. A. (2016). Smart irrigation: A smart drip 
irrigation system using cloud, android and data mining. 2016 IEEE International Conference on Advances in 
Electronics, Communication and Computer Technology (ICAECCT). doi:10.1109/icaecct.2016.7942589 

6. Maha, M. M., Bhuiyan, S., & Masuduzzaman, M. (2019). Smart Board for Precision Farming Using Wireless 
Sensor Network. 2019 International Conference on Robotics,Electrical and Signal Processing Techniques 
(ICREST). doi:10.1109/icrest.2019.8644215  

7. Mekala, M. S., & Viswanathan, P. (2017). A Survey: Smart agriculture IoT with cloud computing. 2017 
International Conference on Microelectronic Devices, Circuits and Systems 
(ICMDCS). doi:10.1109/icmdcs.2017.8211551  

8. P, V., Prasad, M. P. R., & C, D. (2019). Low Cost Automation for Smart Farming. 2019 Innovations in Power and 
Advanced Computing Technologies (i-PACT). doi:10.1109/i-pact44901.2019.8960239 

9. Prabha, R., Sinitambirivoutin, E., Passelaigue, F., & Ramesh, M. V. (2018). Design and Development of an IoT 
Based Smart Irrigation and Fertilization System for Chilli Farming. 2018 International Conference on Wireless 
Communications, Signal Processing and Networking (WiSPNET). doi:10.1109/wispnet.2018.8538568 

10. R. Dela Cruz, J. -A. V. Magsumbol, E. P. Dadios, R. G. Baldovino, F. B. Culibrina and L. A. Gan Lim, "Design of a 
fuzzy-based automated organic irrigation system for smart farm," 2017IEEE 9th International Conference on 
Humanoid, Nanotechnology, Information Technology, Communication and Control, Environment and 
Management (HNICEM), Manila, Philippines, 2017, pp. 1-6, doi: 10.1109/HNICEM.2017.8269500.  

11. Terence, S., & Purushothaman, G. (2020). Systematic review of Internet of Things in smart farming. Transactions 
on Emerging Telecommunications Technologies. doi:10.1002/ett.3958  

12. Unal, Z. (2020). Smart farming becomes even smarter with deep learning – a bibliographical analysis. IEEE 
Access, 1–1. doi:10.1109/access.2020.3000175  

Uma Maheswari 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

56917 
 

   
 
 

13. V, P. P., S M, S., & C, S. S. (2020). Robust Smart Irrigation System using Hydroponic Farming based on Data 
Science and IoT. 2020 IEEE Bangalore Humanitarian Technology Conference (B-HTC). doi:10.1109/b-
htc50970.2020.9297842  

14. Yadav, R., & Daniel, A. . (2018). Fuzzy Based Smart Farming using Wireless Sensor Network. 2018 5th IEEE 
Uttar Pradesh Section International Conference on Electrical, Electronics and Computer Engineering 
(UPCON). doi:10.1109/upcon.2018.8597086  

15. Zaier, R., Zekri, S., Jayasuriya, H., Teirab, A., Hamza, N., & Al-Busaidi, H. (2015). Design and implementation of 
smart irrigation system for groundwater use at farm scale. 2015 7th International Conference on Modelling, 
Identification and Control (ICMIC). doi:10.1109/icmic.2015.7409402 
 

 

 

Figure 1 Block diagram Figure 2 DHT11 Sensor 

 

 
Figure 3 FDR simplified mode Figure 4 Bi-Valued Subtree 
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Figure 5 Automated versus Manual Control with 
sprinkler system for flow-based control 

Figure 6 Automated versus Manual Control with 
Sprinkler System for optimization-based  control 
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In the current period of time the use of toxic chemicals in the analysis of various drugs are increased. In 
excess use of toxic organic solvents will be harmful for the environment and also the laboratory analyst, 
so in order to reduce the toxicity Certain Green Chromatography methods are reviewed for antiretroviral 
which are eco-friendly and not harmful for the analyst. The understanding of antiretroviral and green 
procedures can be explored by this review conducted on various green chromatographic techniques. 
 
Keywords: Green chromatography, Anti-Retroviral Drugs, Eco-friendly, HAART, HIV. 
 
INTRODUCTION 
 
Since the Establishment of HIV as the causal factor of AIDS in 1983/1984, significant progress has been made in 
developing effective anti-retroviral medicines (ARVs). [1]HIV/AIDS is one of the deadliest and most uncontrollable 
chronic health crises.[2]The Retrovirus (Human immunodeficiency virus) has been one of the world's most 
destructive diseases, affecting both children and adults.[3]It takes lifelong therapy with significant life-saving 
medications.[2]The causative organism of acquired immunodeficiency syndrome is a retrovirus (AIDS).[4]The 
combination dosage form of cobicistat and elvitegravir is used to treat HIV infection in adults. which is an integrase 
inhibitor for HIV.[5]Protease is a viral growth enzyme that is necessary for viral development. The HIV protease 
inhibitors (PI) treatment class is an important component of current highly active antiretroviral therapy (HAART) 
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regimens.[4]In 1996, a big breakthrough was made when it was discovered that triple medication therapy (HAART) 
could effectively reduce viral replication to near-zero levels for an extended period of time. [1]Treatment for human 
immunodeficiency virus type 1 (HIV-1) includes dual and triple antiretroviral medication combinations. 
Antiretroviral medicines such as zidovudine, efavirenz, abacavir, lamivudine, emtricitabine, and tenofovir are used 
in dual and triple combinations to treat human immunodeficiency virus type 1 (HIV-1). Despite antiretroviral 
therapy's relative effectiveness, the generation of drug-resistant HIV-1 variations remain the leading cause of 
treatment failure.[6]In order to deliver high throughput at low cost, quality control (QC) of pharmaceutical goods 
necessitates rapid, sensitive, and cost-effective procedures, which are the major considerations of such economic 
facilities. Meanwhile, researchers must evaluate the environmental implications of research laboratories in order to 
reduce the risks associated with them.[7]Since Anastas introduced the notion of green chemistry in 1999.The primary 
themes in green analytical chemistry include the decrease (and even removal) of organic solvents and other harmful 
reagents in the analysis process, miniaturisation and automation of the analytical method, energy conservation, 
waste reduction, and solvent and material reuse.[8]Greening analytical methodologies has sparked interest in the 
sector of pharmaceutical analysis, with the goal of reducing environmental consequences and improving analyst 
health safety.[9]Faster, greener, and more cost-effective processes are in high demand across all industries, 
including pharmaceutical.[10]Green chromatography was recommended as a useful technology for reducing 
environmental issues associated with analyses during the pharmaceutical R&D phase while yet assuring that 
medical goods meet high-quality standards.[11]Gas chromatography utilising hydrogen as a carrier gas in the mobile 
phase was thought to be among the most environmentally friendly method of chromatographic 
analysis.[11]Traditional toxic chemicals are reduced or eliminated in chromatographic separation and sample 
preparation, making it a safer and more greener method of determining analytes in biological matrices.[12] 
 
Antiretroviral 
The first antiretroviral medicine, AZT (zidovudine, 30 -azido-20,30 -dideoxythymidine), was described exactly 
37 years ago in October 2022.[13]Now there are seven types of antiretroviral drugs: nucleoside reverse transcriptase 
inhibitors (NRTIs), nucleotide reverse transcriptase inhibitors (NtRTIs), non-nucleoside reverse transcriptase 
inhibitors (NNRTIs), protease inhibitors (PIs), fusion inhibitors (FIs), co-receptor inhibitors (CRIs), and integrase 
inhibitors (INIs).[13] 
 
HAART (Highly Active Antiretroviral Therapy) 
Although the results of dual-NRTI combination therapy were far superior to those of monotherapy, their duration 
was still short. The effects of treatment didn't become long-lasting until triple ARV medication therapy, also known 
as highly active antiretroviral therapy (HAART), was released in 1996.[1]For the past 27 years, drug combination 
therapy, often known as HAART, has been regarded the standard treatment for patients with HIV infections, 
whether they are antiretroviral drug-naive or drug-experienced. The number of conceivable medication 
combinations is enormous, given the number of antiretrovirals available (see above). If fixed-dose drug combinations 
are the only option, the number of double drug combinations is restricted to Combivir1, Epzicom1, and Truvada1, 
and the number of triple drug combinations is limited to Trizivir1 and Atripla1.The fixed-dose medication 
combinations of Truvada1 (300 mg TDF, 200 mg (-) FTC) with rilpivirine (25 mg) and Truvada1 with elvitegravir (150 
mg) and GS-9350 (Cobicistat), the latter serving as a metabolic enhancer (or 'booster') of elvitegravir, is available 
now.[13]Antiretroviral therapy, often known as HAART, has transformed HIV disease from a nearly always fatal 
condition into a chronic, controllable condition[13] 
 
The Haste to Create Antiretroviral Drugs 
There were scarcely any potent antiviral medications available when AIDS initially emerged.Chain terminators of 
DNA synthesis, such as nucleoside and nucleotide analogues, have been proven to be some of the most effective 
inhibitors of HIV-1 replication.Early in 1987, ZDV entered the market after being swiftly certified by regulatory 
authorities.[1]Since about 15 years ago, drug combination therapy, often known as HAART, has been the accepted 
standard of care for people with HIV infections.[13]Despite being substantially better than those of monotherapy, the 
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effects of dual-nrti combination therapy were nevertheless short-lived. The effects of treatment didn't become long-
lasting until triple ARV medication therapy, or highly active antiretroviral therapy (HAART), was released in 
1996.[1]HIV treatment is now firmly on the forefront thanks to the UNGASS commitment statement. The campaign 
was started by the WHO in 2003, with a goal of 3 million persons receiving ARV medication by 2005.As opposed to 
9.7 million at the end of 2012 [1]. 
 
Green Chromatography 
A subdivision of GAC called "green chromatography" focuses on ideas like 
o utilising direct chromatographic techniques that enable analyte detection in a sample without sample 

preparation or pre-treatment. 
o time and energy spent on sample preparation are reduced. 
o decrease or omission of the solvent employed in the analysis. 
o reducing interferences in the matrix. 
o lowering the need for redefinition. 
o employing hyphenated approaches to combine many steps of analytical processes into a single step.[14] 
o One of the best ways to achieve the aims of green chemistry is through the use of green chromatography, which 

lessens the production of organic waste during analytical or preparative separation procedures by minimising or 
replacing the usage of organic solvents. The chromatographic method can also be more environmentally 
friendly at several phases, from sample collection and preparation to separation and conclusion. Depending on 
the kind of chromatography, different techniques can be used to make separations more environmentally 
friendly.[11] 

 
Antiretroviral: Green Chromatographic Methodologies 
RP-HPLC 
Adel Ehab Ibrahim et al., have developed a method onGreen Stability Indicating Organic Solvent-Free HPLC 
Determination of Remdesivir in Substances and Pharmaceutical Dosage Forms. They have studied the stability of 
remdesivir utilising the organic solvent-free liquid chromatographic method against various degradation routes.RP-
C18 stationary phase was separated utilising a mixed-micellar mobile phase made ofby adding 0.025 M Brij-35, 0.1 M 
sodium lauryl sulphate (SLS), and 0.02 M disodium hydrogen to a solution.phosphate, with a pH of 6.0. 1 mL per 
minute was the mobile phase flow rate.detection was made, andcarried out at a 244 nm wavelength.[15] Yasmine 
Ahmed Sharaf et al., have developed a two green micellar HPLC and Mathematically assisted UV spectroscopic 
Methods for the simultaneous Determination of Molnupiravir and Favipiravir as a Novel combined COVID-19 
Antiviral Regimen. An isocratic mixed micellar mobile phase made of 0.1 M SDS, 0.01 M Brij-35, and 0.02 M 
monobasic potassium phosphate at 1.0 mL min-1 flow rate was used to verify a green micellar HPLC technique 
employing an RP-C18 core-shell column (5 m, 150 4.6 mm). At 230 nm, the analytes were picked up. The 
chromatographic conditions were optimised, and the run duration was less than five minutes.[16] 
 
Ibraam E Mikhail et al., have worked on Green micellar solvent-free HPLC and spectrofluorimetric determination 
of favipiravir as one of COVID-19 antiviral regimens. In this work Based on solvent-free micellar LC and 
spectrofluorimetric techniques, two brand-new straightforward, sensitive, and environmentally friendly methods for 
FAV determination were created and validated. Numerous parameters, including solvent type, buffering, pH, and 
additional surfactants, were investigated in order to enhance FAV native fluorescence. In a concentration range of 20-
350 ng mL-1, the best sensitivity for FAV fluorescence was obtained in Britton-Robinson buffer (pH 4) at 436 nm after 
excitation at 323 nm. Using C18-RP (5 m, 250 4.6 mm) stationary phase and a solvent-free mobile phase made up of 
(0.02 M Brij-35, 0.15 M SDS, and 0.02 M disodium hydrogen phosphate, pH 5.0) isocratically eluted at a flow rate of 1 
mL min1, with a detection wavelength of 323 nm, another HPLC method was verified. The LC technique was 
verified for various concentrations.[17] 
 
Karthika Paul et al., have worked on Development and validation of simplified RP-HPLC method for quantification 
of Darunavir in commercial tablets. In this study of work for quantifying DRV in the tablet dosage form, a Reverse-
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Phase High-Performance Liquid Chromatography (RP-HPLC) method that is accurate, precise, reproducible, easy to 
use, and quick was created and validated (Danavir 600). On a Phenomenex C18 analytical column with dimensions 
of 250 4.6 mm and 5 mm, liquid chromatography was performed using acetonitrile and water in a ratio of 30:70 v/v 
as the mobile phase. Using a flow rate of 1 ml/min and a 268 nm measurement, the sample was injected into a 
volume of 20 ml (ACN: water). Standard and sample drug retention times were discovered to be 3.16 and 3.12 min, 
respectively. For DRV in the concentration range of 40-200 mg/ml, the calibration curve's linearity was attained, and 
the regression coefficient (R2) was found to be 0.982. [18] Hanan I. EL-Shorbagy et al., For the simultaneous 
assessment of contemporary hepatitis C antiviral medications (sofosbuvir and ledipasvir) with ribavirin as a co-
administered drug in 0.1 N HCl within 10 minutes, a novel optimization by complete factorial design for a green, 
quick, and easy RP- HPLC-UV gradient method was created. Gradient elution was used at flow rate of 1mL min-1 
and injection volume of 10µl was used.Methanol and 0.005 M sodium salt of heptane-1-sulphonic acid made up the 
mobile phase, which was pH-adjusted with phosphoric acid to 2.5. Ribavirin, sofosbuvir, and ledipasvir had 
retention times of 3.700±0.005, 8.526±0.039, and 9.360±0.027 min, respectively.[19] 
 
HPLC-UV 
A C18 reversed-phase analytical column was created and validated to be used in a straightforward, quick, 
economical, and environmentally friendly high-performance liquid chromatographic assay for the measurement of 
capecitabine in human plasma. With a flow rate of 1.0 mL min-1 and UV detection at 310 nm, the separation was 
carried out using a mobile phase made up of formic acid solution (pH = 3): ethanol (55:45). The temperature in the 
column was fixed at 50 °C. Protein was precipitated from the sample using a zinc sulphate-ethanol solution. This 
technique yields a high capecitabine recovery in human plasma of 95.98 to 102.50 percent. Over a concentration 
range of 0.05–10.00 g mL-1, the calibration curves were linear (r 2 > 0.9999). The bias was within 15 percent, and the 
between- and between-day variability was less than 15 percent.[20] 
 
Green-Micellar Solvent Free HPLC 
A straightforward and well-established subset of high-performance liquid chromatography is micellar liquid 
chromatography (MLC). MLC has been used more and more frequently to identify various substances in 
pharmaceutical formulations, biological samples, food, and environmental materials. The MLC method has a 
number of advantages over other methods, including the simultaneous separation of charged and uncharged solutes, 
the ability to use rapid gradients, the direct injection of bodily fluids onto the column, a special separation selectivity, 
high reproducibility, robustness, enhanced luminescence detection, low cost, and safety.[21] This review is devoted 
to assessing how well MLC complies with the green chemistry concepts, which have recently become a widespread 
movement Based on solvent-free micellar LC and spectrofluorimetric techniques, two brand-new straightforward, 
sensitive, and environmentally friendly methods for FAV determination were created and validated. Several 
parameters, including solvent type, buffering, pH, and additional surfactants, were investigated to enhance FAV 
native fluorescence. After excitation at 323 nm and within a concentration range of 20-350 ng mL-1, Britton-Robinson 
buffer (pH 4) provided the best sensitivity for FAV fluorescence. With C18-RP (5 m, 250 4.6 mm) stationary phase, 
0.02 M Brij-35, 0.15 M SDS, and 0.02 M disodium hydrogen phosphate, pH 5.0) solvent-free mobile phase, 
isocratically eluted at a flow rate of 1 mL min1, and a detection wavelength of 323 nm, another HPLC method was 
verified.The proposed procedures were evaluated using two contemporary greenness metrics (GAPI and AGREE) to 
demonstrate their eco-friendliness because they typically use biodegradable reagents in solvent-free aqueous 
phases.[7] 
 
Noha S Said et al., have reported about Assessment of the greenness of new stability indicating micellar UPLC and 
HPTLC methods for determination of tenofovir alafenamide in dosage forms. In this work, For the quantitative 
determination of tenofovir alafenamide in the presence of its degradation products in bulk powder as well as in 
dosage forms, green stability indicating chromatographic techniques were created and verified. The first method was 
micellar UPLC, in which separation was accomplished on a kinetex 1.7 m HILIC 100A, LC column using an 
environmentally friendly micellar mobile phase composed of 10% 1-propanol (70:30) and 0.05 M sodium dodecyl 
sulphate and 0.05 M sodium dihydrogen phosphate (pH 5.5) at a flow rate of 1 mL min-1 with a UV detection at 210 
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nm The second approach relied on HPTLC and was carried out on HPTLC plates that had been coated with silica gel 
60 F254 beforehand. It used a mobile phase made of n-butanol and acetic acid (7:3, v/v), and 260 nm was used for 
detection.[22] 
 
Juan Peris-Vicente et al., have reported about Application of micellar liquid chromatography for the determination 
of antitumoral and antiretroviral drugs in plasma.Here the mobile phase in micellar liquid chromatography is 
composed of a surfactant and eventually an alcohol. This article discusses numerous micellar liquid 
chromatography-based techniques for determining the plasma concentration of antitumoral and antiretroviral 
medications. Because proteins and other endogenous substances are solubilized in micellar medium, samples can be 
injected after being diluted with a micellar solution and filtered. They talk about the dilution ratio, column type, 
detection circumstances, and mobile phase composition that have been optimised. This article will also discuss the 
validation carried out in accordance with the recommendations made by the International Conference on 
Harmonization and the findings published in the literature that show the methods are effective for the routine 
analysis of plasma samples for clinical uses.[23] 
 
Mohamed A. Abdel-Lateef et al., have reported about the Micellar spectrofluorimetric protocol for the innovative 
determination of HCV antiviral (daclatasvir) with enhanced sensitivity: Application to human plasma and stability 
study.For the determination of DAC in the presence of sofosbuvir, a sensitive, straightforward, quick, and specific 
fluorometric approach was created and validated. The technique relies on increasing DAC's fluorescence intensity in 
an aqueous solution of hexadecyl trimethyl ammonium bromide by 170% of its initial value (pH 5.5 buffer). The 
measurements of fluorescence intensity were carried out at 387 nm with an excitation wavelength of 328 nm. The 
DAC concentration and fluorescence intensity were shown to be linearly related in the 50.0-2000.0 ng ml-1 range with 
0.9998 and 0.9999 for the correlation and determination coefficients, respectively. The respective detection and 
quantitation limits were 13.4 and 40.8 ng ml-1.[24] 
 
Supercritical Fluid Chromatography (SFC) 
Since its introduction in the early 1960s, supercritical fluid chromatography (SFC) has had both ups and downs. The 
most notable resurgence occurred at the turn of the 2000, when SFC rose to prominence in many laboratories thanks 
to considerable apparatus upgrades that produced great dependability and robustness.The investigation of diverse 
substances with varying polarities, acid-base characteristics, and molecular weights was made possible by new 
breakthroughs in SFC column chemistries and the ability to combine CO2 with organic solvents. The advantages of 
hyphenating advanced SFC platforms with mass spectrometry (MS) are similar to those of hyphenating liquid 
chromatography (LC) with MS.Furthermore, chiral or unstable chemicals that are challenging to examine in LC or 
GC can benefit from SFC analysis. In a number of study domains, such as bioanalysis, omics sciences, plant, food, 
and environmental analyses, SFC-MS is primarily employed as a quick and environmentally friendly method.[25] 
Louis-Felix Nothias et al., have written about Environmentally Friendly Procedure Based on Supercritical Fluid 
Chromatography and Tandem Mass Spectrometry Molecular Networking for the Discovery of Potent Antiviral 
Compounds from Euphorbia semiperfoliata. To examine, annotate, and separate secondary metabolites from 
complicated mixtures, a supercritical fluid chromatography-based targeted purification method utilising tandem 
mass spectrometry and molecular networking was created.combination of plant extracts. This strategy was used for 
the specifically separating novel antiviral diterpene esters from Whole plant extract of Euphorbia semiperfoliata. The 
evaluation of Unknown diterpene esters were discovered in bioactive fractions. Jatrophane esters and phorbol esters, 
among others, were detected in the specimens. The semipreparative purification processTwo new jatrophane esters 
and one existing jatrophane ester were isolated and identified using supercritical fluid chromatography. three brand-
new, as well as known, 4-deoxyphorbol esters. Compound 16's composition and exact configuration were via X-ray 
crystallography, verified. This substance was discovered to have antiviral properties against the Chikungunya virus 
(EC50 =Compound 15 is 0.45 M,while compound 15 demonstrated effective and specific HIV-1 replication inhibition 
(EC50 = 13 nM) in a recombinant viral experiment. This study shown that by focusing on molecules of interest and 
molecular networking, a supercritical fluid chromatography-based technique can facilitate and speed up the 
discovery of bioactive small compounds while using less harmful solvents.[26] 
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Gas Chromatography (GC) 
The technique of choice for the examination of semi-volatile and volatile chemicals is gas chromatography (GC). 
There are numerous ways to incorporate green chemistry principles into gas chromatography. As mentioned 
previously, it is strongly advised to reduce or completely omit the solvent during sample preparation before the final 
chromatographic analysis. When attempting to make GC analysis greener, the choice of carrier gas may also be taken 
into account. The most used carrier gas in GC is helium (He), which has the best chromatographic characteristics 
(high optimal linear velocity), is non-toxic, non-flammable, inert, and safe to handle.[27] 
 
CONCLUSION 
 
This review paper examines green chromatographic technologies that are environmentally friendly for method 
development for antiretroviral drug evaluation. As a result, the suggested review article introduces a green 
analytical chromatography approach that allows for method development and validation of antiretroviral drugs 
analysis without having an adverse impact on analyst health or the environment. From this review it is find that still 
further research and more no of method should be develop which eliminates the toxic effect on analyst and more eco 
friendly in nature. 
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various pharmaceutical formulations. Microchemical Journal 2021;168. 
https://doi.org/10.1016/j.microc.2021.106512. 

  
Table 1. The approved USFDA antiretrovirals 1987-2014[1] 

Antiretroviral 
(abbreviation) Drug class Year of US FDA approval 

Dolutegravir (DTG) Integrase inhibitor 2013 
Elvitegravir (EVT) Integrase inhibitor 2012 
Raltegravir (RAL) Integrase inhibitor 2007 
Maraviroc (MVC) CCR5-blocker 2007 

Enfuvirtide [T20 (ENF)] Fusion inhibitor 2003 
Rilpivirine (RPV) NNRTI 2011 
Etravirine (ETV) NNRTI 2008 
Efavirenz (EFV) NNRTI 1998 

Delavirdine (DLV) NNRTI 1997 
Nevirapine (NVP) NNRTI 1996 
Darunavir (DRV) PI 2006 
Tipranavir (TPV) PI 2005 
Lopinavir (LVP) PI 2000 

Fosamprenavir (fos-APV) PI 2003 
Amprenavir (APV) PI 1999 
Nelfinavir (NFV) PI 1997 
Indinavir (IDV) PI 1996 

Ritonavir (RTV or r) PI 1996 
Saquinavir (SQV) PI 1995 

Emtricitabine (FTC) NRTI, nucleoside 2003 
Tenofovir disoproxil Fumarate 

(TDF) 
NRTI, nucleoside 2001 

Abacavir (ABC) NRTI, nucleoside 1998 
Lamivudine (3TC) NRTI, nucleoside 1995 

Stavudine (d4T) NRTI, nucleoside 1994 
Zalcitabine (ddC) NRTI, nucleoside 1992 
Didanosine (ddI) NRTI, nucleoside 1991 

Zidovudine (ZDV) NRTI, nucleoside 1987 
NNRTI- non-nucleoside reverse transcriptase inhibitor        NRTI- nucleoside reverse transcriptase inhibitor 
PI- protease inhibitor            US FDA- United States Food and Drug Administration 
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Table:2: Various HPLC Methodologies 
Drug 
sample 

Instrument 
utilized 

Mobile phase used Flow rate Detecto
r 

Column 
Used 

LOD LOQ Reference
s 

Paritapr
evir 

Young line 
HPLC 
system 
model 
9100 
(Korea) 

mobile phase A 
consisted of 0.15 M SLS, 
0.01 M of sodium 
dihydrogen phosphate 
dihydrate and pH was 
6.2 Mobile phase B was 
HPLC grade EtOH. 
analyses were done by 
isocratic elution (56:44, 
v/v) 

 1 
mL/min 

UV:254 
nm 

HPLC 
core-
shell 
column 
Kinetix 
5 mm-
C18 
(150*4.6 
mm) 

0.7 
mg/m
L 

2.2 
mg/m
L 

[28] 

Ritonavi
r 

Young line 
HPLC 
system 
model 
9100 
(Korea) 

mobile phase A 
consisted of 0.15 M SLS, 
0.01 M of sodium 
dihydrogen phosphate 
dihydrate and pH was 
6.2 Mobile phase B was 
HPLC grade EtOH. 
analyses were done by 
isocratic elution (56:44, 
v/v) 

 1 
mL/min 

254 nm HPLC 
core-
shell 
column 
Kinetix 
5 mm-
C18 
(150*4.6 
mm) 

0.9 
mg/m
L 

2.6 
mg/m
L 

[28] 

Ombitas
vir 

Young line 
HPLC 
system 
model 
9100 
(Korea) 

mobile phase A 
consisted of 0.15 M SLS, 
0.01 M of sodium di-
hydrogen phosphate 
dihydrate and pH was 
6.2 Mobile phase B was 
HPLC grade EtOH. 
analyses were done by 
isocratic elution (56:44, 
v/v) 

 1 
mL/min 

254 nm HPLC 
core-
shell 
column 
Kinetix 
5 mm-
C18 
(150*4.6 
mm) 

0.8 
mg/m
L 

2.4 
mg/m
L 

[28] 

Sofosbu
vir (SF) 

HPLC-
DAD 
system 
Agilent 
1200 

0.1% (v/v) triethylamine 
acidified water with 
ortho-phosphoric acid 
(OPA) pH=2.53 and 
acetonitrile in the ratio 
(70:30 v/v). 

0.8 
mL.min−
1 

210nm Waters 
XBridge 
BEH 
C18 
Column 
(4.6 × 
150 mm) 

3:1 10:1 [29] 

Ledipas
vir (LD) 

HPLC-
DAD 
system 
Agilent 
1200 

0.1% (v/v) triethylamine 
acidified water with 
ortho-phosphoric acid 
(OPA) pH=2.53 and 
acetonitrile in the ratio 
(70:30 v/v). 

0.8 
mL.min−
1 

330nm Waters 
XBridge 
BEH 
C18 
Column 
(4.6 × 
150 mm) 

3:1 10:1 [29] 
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Velpatas
vir (VP) 

HPLC-
DAD 
system 
Agilent 
1200 

0.1% (v/v) triethylamine 
acidified water with 
ortho-phosphoric acid 
(OPA) pH=2.53 and 
acetonitrile in the ratio 
(70:30 v/v). 

0.8 
mL.min−
1 

210nm Waters 
XBridge 
BEH 
C18 
Column 
(4.6 × 
150 mm) 

3:1 10:1 [29] 

Daclatas
vir (DC) 

HPLC-
DAD 
system 
Agilent 
1200 

0.1% (v/v) triethylamine 
acidified water with 
ortho-phosphoric acid 
(OPA) pH=2.53 and 
acetonitrile in the ratio 
(70:30 v/v). 

0.8 
mL.min−
1 

300nm Waters 
XBridge 
BEH 
C18 
Column 
(4.6 × 
150 mm) 

3:1 10:1 [29] 
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The demands of a medical career can be challenging, particularly for female physicians who often juggle 
demanding careers with personal responsibilities. Maintaining a balance between professional and 
personal life is essential for the well-being and satisfaction of individuals in this field. Recent studies 
have shown that poor sleep quality shows significant impact on an individual's overall wellbeing and 
quality of life. Additionally, professional quality of life has been linked to various factors, including job 
satisfaction, burnout, and work-life balance. The purpose of the present study is to examine the 
correlation between professional quality of life and sleep quality in female physicians, as both factors 
have important implications for the well-being and satisfaction of individuals in this field. In this 
descriptive study, self-report questionnaires were distributed to 100 female doctors working as a 
physician and surgeon. The survey instrument included questions about socio-demographic details, 
Professional quality of life (stamm, 2010), and The Pittsburgh sleep quality index (Buysee, 1988). A 
correlational analysis was used to analyze the associations between the variables. The results came out to 
highly significant, showing correlation between the variables. Female physicians show higher secondary 
traumatic stress.  
 
Keywords: Professional quality of life, sleep quality, female doctors, secondary traumatic stress. 
 
INTRODUCTION 
 
The primary objective of health care systems across the globe is to provide high-quality, secure care. However, there 
is a serious hazard to both people and organizations from the rise in job-related stress. Additionally, this problem 
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may result in increased worker absenteeism and subpar performance (Almazan et al., 2019). Stress may be even more 
dangerous for healthcare employees because of its possible detrimental effects, despite being a substantial issue for 
companies. In recent years, awareness of burnout and occupational stress among healthcare professionals has 
increased.  
 
This study concentrating on the relation between the aspects of professional quality of life and sleep quality of 
doctors. Professional quality of life (ProQOL) refers to the degree to which one's work provides satisfaction and 
fulfillment, and sleep quality refers to the perceived quality of one's sleep. Professionals working in the healthcare 
industry frequently experience sleep loss and impairments brought on by the resulting weariness (martin AH, 2020). 
Female doctors, like many healthcare professionals, often experience high levels of stress and burnout, which can 
negatively impact their ProQOL and sleep quality. Numerous stressors have been linked to the development of sleep 
disorders, notably insomnia (owens j. A., 2007).According to Somville et al. (2016), emergency physicians are more 
vulnerable to traumatic events at work, hectic, stressful working conditions, occupational dangers, psychological 
issues, a low level of support socially, somatic symptoms, subjective weariness, and conflicts with other doctors. 
Numerous research on workplace and organisational issues have focused on the official relationships among doctors 
and attendants, emergency department heads, and healthcare administrators (Doef 1999; Doef and Maes 1999). 
Thoughevery ED professionals are exposed to the similar organisational and work-related elements, individual 
attributes like personality traits might as well be extremely important in the onset of burnout (Wal et al. 2018). 
 
The issue of sleep loss and fatigue among healthcare professionals and its negative impact on their health, job 
performance, and patient safety. The causes of fatigue and sleep loss, such as long working hours and shift work, are 
identified and the consequences, including decreased physical and cognitive function, are discussed. The study 
emphasizes the need for effective fatigue management strategies and specific interventions tailored to the hospital 
setting to address this issue. The review provides a context for improving strategies to address, recognize, and 
accordingly manage fatigue and sleep loss in healthcare professionals (Owens, 2007). The past literatures have 
shown that female doctors have lower ProQOL and worse sleep quality compared to male doctors. The factors 
associated with poor professional quality of life and worse sleep quality includes long working hours, work-life 
balance, job control, and social support. Female doctors who have more control over their schedules and who receive 
support from colleagues and family members have been found to have higher ProQOL and better sleep quality. 
There is also gender-specific factors that can impact ProQOL and sleep quality among female doctors. For example, 
studies have found that women who are mothers and have children at home experience additional stress and 
demands on their time, which can negatively impact their ProQOL and sleep quality. Additionally, gender biases 
and discrimination in the workplace can contribute to lower ProQOL and worse sleep quality for female doctors. 
 
Rationale of the Study 
 
The rationale for studying the correlation between professional quality of life that includes burnout, compassion 
satisfaction, and secondary traumatic stress; and sleep quality of female doctors is rooted in the importance of 
understanding the well-being of health care professionals. Female doctors, like other professionals in health care, 
often experience high levels of burnout, stress and secondary traumatic stress due to the demanding nature of their 
work. These factors might show a significant impact on their overall well-being and professional quality of life. Sleep 
quality is also a crucial aspect of overall well-being, as poor sleep can lead to decreased productivity, decreased job 
satisfaction, increased burnout, and decreased professional quality of life. By examining the correlation between the 
aspects of professional quality of life and sleep quality of female doctors, we can gain a deeper understanding of the 
factors that impact the well-being of female doctors and identify potential interventions to recover their life quality. 
In addition, it's important to consider the unique challenges faced by female doctors, such as gender bias and the 
demands of balancing a career and family. By doing this research, specifically in female doctors, we can gain a more 
comprehensive understanding of the challenges they face and develop targeted interventions to support their well-
being. Overall, the rationale for studying the correlation between professional quality of life and sleep quality of 
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female doctors is to improve our understanding of the overall well-being of doctors, with a focus on female doctors, 
and identify ways to support their professional and personal well-being. 
 
METHODS 
 
Objective  
To investigate the relationship between professional quality of life and sleep quality in female doctors.  
 
Hypotheses  
1. There will be a negative relationship between compassion satisfaction and sleep quality index. 
2. There will be a positive relation between burnout and sleep quality index. 
3. There will be a positive relation between secondary traumatic stress and sleep quality index. 

 
Type of the Study and Ethical Aspects 
This descriptive and correlation study was performed to determine the level of compassion satisfaction, burnout, 
secondary traumatic stress, and sleep quality in female doctors. Confidentiality was guaranteed to all participants.  
 
Data Collection 
Descriptive study design is used in this research, the data was gathered using self-report questionnaires distributed 
to female doctors (physicians and surgeons). Both online survey and offline approach was followed to circulate the 
questionnaires among doctors, a google form was made after receiving the required approvals for the research. 
Google forms was shared through Whatsapp messenger, that is a social media application. Some forms was also get 
filled by going directly to the hospitals. There were eligible data available for 100 of the 189 questionnaires that were 
sent. (Response rate 52.9%; N=100/189).  
 
The Descriptive Form 
A self-made set of questions consisted of 9 items, included the questions about doctor’s socio-demographic 
characters (gender, age, years of experience, job title, etc).  
 
Professional Quality of Life 
Professional Quality of Life Scale (ProQOL) was created to assess burnout, work satisfaction, and compassion fatigue 
among healthcare professionals. It is a self-report questionnaire consisting 30 items.Summing up of each subscale 
scores represent the component separately (stamm, 2010).  
 
The Pittsburgh Sleep Quality Index 
This 18-item questionnaire was created by Buysee et al. with the intention of examining the quality of sleep over the 
previous month. It has been claimed that this questionnaire can differentiate between poor and excellent sleep 
characteristics. The questionnaire has a total score that can be between 0 and 21. High scores reflect a lack of quality 
sleep (Buysee, 1988). 
 
Data Analysis 
The data was analysed on Microsoft excel. Descriptive statistical techniques such as frequency, mean, percentage, 
and SD were employed for the data analysis. Pearson correlation analysis was employed to examine the 
relationships between given variables.  
 
RESULT AND DISCUSSION 
 
Healthcare professionals run a significant risk of being exposed to trauma indirectly through their employment and 
may experience secondary traumatic stress symptoms (STS). Professional's secondary exposure to trauma from the 
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patient's terrible occurrences is related to the secondary traumatization. This may occur when hearing to specifics 
about the traumatic event while helping the patient recover from the incident (Virga, 2020; Sung Ja Kim, 2017; Sung 
Ja Kim, 2017). This research was done on 100 samples and secondary traumatic stress comes out to be the highest 
among all. Although 57% doctors show medium levels of compassion, 77% female doctors suffered from high level 
of secondary traumatic stress and 71% of them have medium burnout levels. Only 2% showed low level of secondary 
traumatic stress. 46% doctors are affected with poor sleep quality. Compassion fatigue has a component known as 
secondary trauma stress, which is characterised by preoccupied thinking for those one has helped. Caregivers 
describe feeling confined, tense, worn out, overburdened, and contaminated by the trauma of others. The inability to 
sleep, occasional forgetfulness of crucial details, difficulty to distinguish one's private life from that of a helper, and 
being affected by the trauma of a person you helped. These are all traits, goes up to the extent of getting the way out 
from the activities to avoid memories of the trauma. It is significant to highlight that while secondary traumatic 
stress disorder is uncommon, many people do experience it (stamm, 2010).  
 
Analysis of the relationship between variables showed a significant negative relationship between compassion 
satisfaction and sleep quality index (Table 2).This result represents higher scores of compassion satisfaction is 
associated with lower scores in sleep quality index, 4 or less global sleep index shows good sleep quality. Studies 
have shown the similar results of negative correlations of compassion satisfaction with fatigue, anxiety, depression, 
and sleep disorders (Sung Ja Kim, 2017). Less relevant sleep was found in association of sleep and compassion 
satisfaction, although a few studies has examined this relation of former and latter in nurses. One of the studies 
examined sleep disturbance as facilitator of relation between health and professional quality of life in nurses. The 
study revealed the significantly associated relation of decreased sleep disturbance and increased compassion 
satisfaction (Lena J. Lee, 2021). 
 
Table 3 shows the positive correlation between the scores of secondary traumatic stress and sleep quality index. This 
indicates higher secondary traumatic stress leads to poor sleep quality. Past research has been done on professional 
quality of life and its association with sleep quality, although limited research has been done on doctors. There is 
enough evidence to show the significant relation between the level of secondary traumatic stress with poor sleep 
quality among nurses (Davy Vancampfort, 2022).  
 
Table 4 shows highly significant results of burnout and sleep quality index, it shows positive correlation between the 
scores of former and latter. The results suggest people with higher burnout tend to have poor sleep quality. The 
study conducted by Khamisa et al. (2015) provides valuable insights into the relationship between burnout, sleep 
disturbances, and mental and physical health in nurses. The findings suggest that burnout not only has a direct 
impact on mental and physical health, but also contributes to these outcomes indirectly through sleep disturbances. 
The research methodology used in the study appears to be appropriate, and the results are well presented and 
discussed in the context of previous literature. The data provide strong evidence for the hypothesis that improving 
compassion satisfaction and lowering burnout and secondary traumatic stress may enhance physical and mental 
health in nurses, especially in those with sleep problems. Overall, the study provides valuable information that can 
be useful for healthcare organizations, policymakers, and individual nurses in developing strategies to address 
burnout and promote well-being in the nursing profession. The importance of addressing burnout in healthcare 
providers has been widely recognized, and this study contributes to the growing body of literature in this area. In 
recent years, doctors have faced immense level of stress and work-load, resulting in poor mental and physical health. 
The present study was an attempt to understand about the contributing factors in deteriorating well-being of 
physicians. It is revealed that to increase the work quality, proper sleep is required, and the quality of sleep shows 
strong correlations with compassion satisfaction, secondary traumatic stress, and burnout.  
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CONCLUSION 
 
In conclusion, female doctors face unique challenges that can negatively impact their ProQOL and sleep quality. 
Addressing these challenges, such as work-life balance, job control, social support, and gender-specific factors, can 
help improve the well-being of female doctors and prevent burnout. A sleeping disorder, Insomnia has been defined 
as one of the main factors of mental health deterioration among frontline healthcare professionals. Adequate sleep 
must be suggested as an immense important parameter for mental health. Optimal preventive measures need to be 
taken care for decreasing the prevalence of high secondary traumatic stress and burnout among doctors. 
 
Limitations of the Study 
The primary limitation of this study is that it included limited data of only female doctors. Other variables resulting 
in the weaken professional quality of life can be studied in later studies.  
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Table 1. The Table Represents Mean and Standard Deviation  
Variables Mean Standard Deviation 
Compassion Satisfaction (CO) 54.47 7.49 
Burnout (BO) 52.53 6.47 
Secondary Traumatic Stress (STS) 63.79 8.39 
Sleep Quality Index 4.62 2.79 
 
Table 2.Correlation Compassion Satisfaction and Sleep Quality Index (SQI) 
variable Correlation coefficient Significance level 
CS and SQI  -0.465 0.01 
 
Table 3. Correlation Sleep Quality Index and Secondary Traumatic Stress 
variable Correlation coefficient Significance level 
STS and SQI 0.429 0.01 
 
Table 4. Correlation Burnout and Sleep Quality Index 
variable Correlation coefficient Significance level 
SQI and BO 0.337 0.01 
 

 
Fig. 1 Correlation Compassion Satisfaction and Sleep Quality Index (SQI) 

 
Fig.2 Correlation Sleep Quality Index and Secondary Traumatic Stress 
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Fig.3 Correlation Burnout and Sleep Quality Index 
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Agriculture requires tools and technologies that increase production efficiency and quality while 
minimizing environmental impacts on output. The agricultural wireless sensor network has the potential 
to greatly contribute to precision agriculture. Precision agriculture is the practice of applying the 
appropriate quantity of input (water, fertilizer, herbicides, etc.) at the appropriate time and location to 
maximize yield and quality while minimizing environmental impact. Sensors in agriculture often collect 
soil, weather, crop, water level, and moisture level data in order to identify and respond to unexpected 
behavior. A recent study titled enhanced security utilizing Rivest-Shamir-Adleman (RSA) technique 
presented a security system in which the key would be produced using a cryptographic approach to 
encrypt the data and authenticate the user. Nonetheless, the RSA technique is very slow when it comes to 
encrypting large amounts of data on a single system. The reliability of public keys must be certified by a 
third party. Intermediaries who tamper with the public key system have the ability to compromise RSA-
transmitted data. 
 
Keywords: RSA, Improved Clustering, Energy Efficient, WSN, Routing 
 
INTRODUCTION 
 
Modern agriculture must utilize cutting-edge technologies to increase product output, quantity, and quality. Due to 
advancements in microelectronics, micro electro mechanical systems, information, and sensor technologies, small, 
low-cost sensors have been developed to aid in the deployment phase in a wide range of scenarios, including animal 
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tracking, forest management, crop monitoring, and yield estimation [1]. There are several benefits to using wireless 
sensor networks (WSNs), including its adaptability to a variety of uses, resilience in the face of adversity, closed-loop 
control capabilities, and the ability to cover a wider area with higher temporal and spatial accuracy. Sensor node 
utilization reduces labor requirements, which in turn reduces deployment, operational, and maintenance expenses. 
In addition, WSNs provide periodic data on parameters and the state of fields and crops in real time, enabling 
precision agriculture. [3]. Wireless communication decreases total network costs by roughly 80% when compared to 
conventional solutions. WSNs need to be simple in design, implementation, operation, and upkeep [4]. Therefore, if 
every node is powered by a battery, it becomes impractical to recharge or replace batteries, particularly in large-scale 
networks [5]. It may be difficult, if not impossible, to keep track of everything that's going on in a network under 
extreme circumstances because of how complex the structure becomes as a consequence of where nodes are placed. 
Transport, military monitoring, and surface exploration are just some of the large-scale activities that suffer [6]. There 
is a fundamental limitation in these scenarios, since the battery life of individual nodes is limited, and this has an 
effect on the efficiency of the network as a whole [7]. Therefore, further study into the difficulty of increasing the 
operational lifetime of wireless sensor nodes via increased energy efficiency is required. There has been research 
towards wireless energy transfer and energy harvesting [8]. 
 
Power is a major factor in wireless communication. Energy efficiency [9] has motivated the development of a number 
of communication strategies for WSN-based agricultural applications, such as data aggregation, routing, and 
scheduling algorithms. In this study, we go into the topic of low-power routing in wireless sensor networks. We 
provide a strategy for data routing that involves three steps: identifying and locating nodes, grouping them into 
clusters, and establishing communications between them [10]. Essential field data is quickly sent between nodes in 
the proposed agricultural monitoring system architecture, providing a comprehensive picture of the actual system in 
use. In this method, nodes are placed in a network at random [11-14]. Then, a clustering technique is used to arrange 
these nodes into distinct groups according on their initial energy. There are several regular nodes and one "cluster 
head" (CH) node in every cluster. Consequently, there are two kinds of communication topologies among the nodes 
that have been deployed: intercluster communication, in which nodes from different clusters exchange messages, 
and intracluster communication, in which nodes within the same cluster exchange messages. [15–17]. Since this is the 
case, the base station (BS) is responsible for collecting and transmitting all information to the network's central hub. 
Location, en route sensing, and data networking are only some of the additional data processing and decision 
making procedures that are added at this stage. When choices have been taken, they are sent to other nodes in the 
network. This leads to an increase in the total number of packets exchanged, which in turn increases the power 
requirements of the operational nodes and hence disrupts the network's energy equilibrium. [18-20]. 
 
Background Study 
Ahmad, N. et al. [1] these authors look at how the Internet of Things (IoT) may be used to wireless sensor networks 
(WSNs) in precision agriculture (PA). The experimental system for self-sufficient precision agriculture was put 
through its paces, and real-time sensor readings were successfully sent to the server through cluster topology. After 
being stored in the cloud, this information was made accessible to the user using a graphical user interface. 
Automatic irrigation control was enabled by setting a threshold on the server. Balamurali, R., & Kathiravan, K. [3] 
these authors research, concluded that the Integrated MAC and Routing Algorithm was best suited for multi-hop 
routing in Wireless Sensor Networks for precision agriculture in terms of network lifetime (WSN). The end of the 
network's existence in this situation was considered to be the demise of the first WSN node. Throughput and end-to-
end latency were only two of the network metrics that might be expanded upon in future development.  
 
De la Concepcion, A. et al. [5] these authors research describes the process of developing and deploying a WSN for 
precision agriculture, with the goal of keeping tabs on various plant-based physical attributes. Dense deployment 
and precise monitoring were made possible by the infinite dimensions and exceptionally low power consumption. 
The WSN consisted of two independent networks that could switch between using various intra- and inter-subband 
(ISM) frequencies. Band diversity was made possible thanks to a novel dual-band reconfigurable loop antenna. The 
system has been acclaimed for its dependability and durability (99%), and it was now being put to the test at the 
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Boscarelli vineyards in Montepulciano, Italy. This led the author to begin developing methods for including video 
information into the WSN infrastructure. Hu, Z. et al. [9] For uplink transmission in agricultural WSNs, the author 
used relay-aided NOMA. For a typical periodic and bursty short-range uplink broadcast, the NOMA approach may 
be able to handle more sensor nodes while utilising the same number of REs. When it comes to agricultural WSNs, it 
was recommended to utilise a hybrid transmission strategy, with conventional OMA used for downlink transmission 
and relay-aided MONA used for uplink transmission from sensor nodes to sink nodes. NOMA-enabled WSNs have 
the potential to increase the data rate to the sink node, reduce power consumption at the sensor nodes, and increase 
the network's lifetime thanks to their extensive connections and high cumulative data rate. The author analysed 
NOMA's uplink transmission efficiency in terms of both the total data rate it could transmit and the frequency with 
which it experienced failures. Using relays in agricultural WSNs, numerical simulations demonstrate that NOMA 
was a viable solution for uplink and downlink transmission. This results in a lower chance of outages and a higher 
average data throughput for wireless sensor networks. 
 
K.N., B. et al. [11] these authors research collects information on many soil factors, such as soil temperature, soil 
moisture, and air temperature, to help predict irrigation appropriateness. This method aids in the study of soil 
properties, which ultimately leads to a more efficient agricultural watering system. The system was totally 
automated thanks to the sensor data that was taught to learn using machine learning techniques. Improving crop 
quality while minimising the need for human labour in agriculture was a dual benefit of adopting an Internet of 
Things (IoT)-based smart agriculture system. The findings showed that the suggested method produced a dataset 
that was more suited to the Support Vector Machine (SVM) classification technique than either the KNN Classifier or 
the Naive Bayes Classifier, with the SVM achieving an accuracy of 87.5%. The current study explores the correlation 
between soil temperature and soil moisture for the purpose of categorization. Khriji, S. et al. [13] The deployment of 
wide-area WSNs for agricultural purposes was anticipated to grow. As the number of dispersed sensor nodes grows, 
the need of investigating and implementing energy-efficiency techniques grows as well. It's possible that using a 
wireless connection uses more power than necessary. To this end, a routing system was developed that utilises both 
localization and clustering to cut down on the amount of power a network uses. The author presents a node location 
identification strategy based on RSSI localization. Next, a fuzzy-based method for uneven clustering was devised to 
equalise power consumption across all sensor nodes. Prakash, S. [17] According to the thorough research, wireless 
sensor networks play an important role in agriculture, assisting farmers in making educated crop decisions. More 
research was being done on predicting soil moisture. Singh, A. et al. [20] The agricultural sector was vital to the 
future of the nation. This type of cultivation requires extra care. Improved farming practises were possible with the 
help of the Internet of Things. IoT was used in farming to facilitate better management of time, water, crops, soil, 
pesticides, and other agricultural chemicals. Additionally, it helps reduce labour costs, streamlines production, and 
boosts yields. As an added bonus, intelligent farming may increase farmers' access to new customers with nary a 
fingertip.      
 
METHODOLOGY  
 
This section stages the proposed security enhanced precision agriculture model by elliptic curve cryptography based 
encryption and decryption for security and node authentication. In which nodes are clustered in an optimal way by 
using improved fuzzy c means clustering. Within theses cluster members’ optimal cluster heads are selected by using 
Hybrid cuckoo search and genetic algorithm. Agent technologies are used for packet transmission from the source 
to destination. Overall flow chart of the proposed model is shown in Figure 1.1. 
 
Fuzzy C-Means Clustering Algorithm 
The FCM clustering method was first introduced by Dunn, and was further refined. By minimising a weighted class 
sum of squared error objective function, this continuous clustering technique finds the best possible c partition. 

= ∑ ∑ ( )  ( , )  ----- (1) 
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Where = { , , , … , } ∈  the dataset occupies p dimensions, the number of data points occupies n dimensions, 
the number of clusters occupies n dimensions, the degree of membership in the th cluster occupies 2 dimensions, and 
the weighting exponent for each fuzzy membership occupies n dimensions. The prototype for a cluster's centre is its 
centre, which is used to calculate how far apart individual items are. An iterative process might be used to solve the 
object function.   
 
Objective function algorithms are a kind of clustering method that aims to minimise a metric. C-Means, where c is 
the number of classes or clusters used, is a common name for algorithms that can minimise an error function, and 
FCM is the name given to algorithms that utilise the fuzzy method for their classes. In the FCM approach, a fuzzy 
membership is used to assign a degree of membership to each class. Fuzzy clustering's emphasis on membership 
degree is analogous to the mixture modeling's reliance on the pixel probability assumption. The primary benefit of 
FCM is the creation of new clusters from data points that have comparable membership values to existing groupings. 
The three main components of the FCM method are the membership function for fuzzy sets, the partition matrix, and 
the objective function.  
 
Each vector xi 2 Rs represents some aspect of xi in terms of s real-valued measurements. Membership matrix called 
the Fuzzy partition matrix describes the fuzzy membership matrix. Fuzzy partition matrices c n are defined by Eq. 2, 
and their set Mfc is denoted by the symbol. 

= { ∈ | ∈ [0,1],∀ , ; ------------- (2) 
∑ = 1,∀ ; 0 < ∑ < ,∀ } ------ (3) 
Components may belong to many clusters at different levels of membership based on the criteria outlined above. 
Since the sum of each element's "membership" is set to 1, there is no way for all data to fit into a single cluster. The 
goal function (Equation 3) of the fuzzy c-means method is derived from the membership value and the Euclidean 
distance (Eq. 4). 

( , ) = ∑ ( ) ( )   ------------ (4) 

Where 
( ) = || − || -------------------------------- (5) 
The formed clusters are governed by the fuzziness parameter, m 2 1;1, and the distance, in Euclidean units, from an 
item xk to the cluster centre, pi, is denoted by dik. By iteratively updating the partition matrix with Equations 5 and 
6, the FCM approach minimizes  the objective function Jm. 

= ∑ ( ) /∑ ( )  ------------- (6) 
 
Elliptic Curve Cryptography 
In Verilog, the module is the basic building block of a description. The ports via which a module communicates with 
other modules and the design's structure or functioning are described in a module. Primitives at the switch level, the 
gate level, and the user-defined level are used to explain the structure of a design. Dataflow is characterised by 
continuously assigned variables, whereas sequential behaviour is described by procedural structures. It is possible to 
construct one module inside of another. A module's essential syntax looks like this. 
module module_name (port_list); 
declarations 
reg, wire, parameter 
input, output, inout. 
Functions, tasks, 
statements 
initial statements 
always statements, 
….... 
End module 
The implementation in verilog HDL consists of three main modules 
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namely, 
i) Main Controller 
ii) Multiplier and 
iii) Adder 
The main controller 
Controls the efficiency of the adder and multiplier When 0 is present on the Enable line, the multiplier building block 
is selected. With an elliptic curve point as an input, the multiplier performs an integer multiplication. In order to do 
multiplication, one must first add each of the products together in order. 
 
Cuckoo Search Algorithm 
The Cuckoo search (CS) technique is a population-based stochastic global search meta-heuristic algorithm that takes 
inspiration from natural systems. It's based on the Lévy flying behaviour of certain birds and fruit flies, as well as the 
brood-parasitism of several species of cuckoo. Species belonging to this group increase the chances of hatching their 
eggs by depositing them in the nests of other host birds (almost always of different species). They do this by selecting 
nests that have just been built and eliminating any eggs that may already be in them. However, some host birds may 
fight back against the parasitic behaviour of cuckoos by rejecting the foreign eggs or building a new nest elsewhere. 
A new optimization strategy is developed using cuckoo breeding as an example. No computer programme, no 
matter how simple, can accurately reflect the complexity of natural processes. Simplifying a natural system is 
necessary for coding it into a computer programme. The mechanism of cuckoo reproduction was simplified into 
three guidelines: 
1. Cuckoos only lay one egg at a time, and they each deposit that egg in a different nest. 
2. High-quality egg-laying lays will be passed on to subsequent generations. 
3. There is a set number of host nests, therefore a host has a pa e [0, 1] chance of discovering an alien egg. The parent 
bird will either leave the nest and abandon the egg, or the egg will hatch and the host bird will begin using it. 
Applying these three guidelines yields the following cuckoo search strategy: 
1. Keeping a solution in the form of an egg in a nest is a common metaphor. Only one egg at a time may be laid by 
the artificial cuckoo. 
2. The cuckoo looks for the nicest possible nest to lay its eggs in, increasing the chance of survival for its young. In 
order to hatch and develop into a cuckoo, an egg must be of good quality (best solutions near to optimal value) and 
resemble those laid by the host bird. 
3. There has been no change in the number of host nests. The host bird has a chance of e [0,1] of either rejecting the 
alien egg (the worst possible outcome) or leaving the nest to start a new one somewhere else. The egg continues to 
grow and pass on its genetic information if this doesn't happen. Lévy goes around the current top solutions and lays 
fresh eggs (solutions). 
Each egg represents a potential result, and the aim is to use new, maybe better solutions (cuckoos) to replace those 
that currently exist in the nests but are less than ideal. Each nest represents a single egg, which stands for a single 
cuckoo, therefore in this case the three terms are interchangeable. The Lévy flight rule governs the construction of the 
new nest. Birds use Lévy flight to discover their environment and forage for food. 
 
RESULT AND DISCUSSION  
 
Here we describe the results of our experiments with the proposed models for detecting soil fertility, fire, irrigation, 
and floods. For this model, we use MATLAB 2013b. Packet delivery ratio, End-to-End Delay, Average energy 
consumption, and Encryption time for the USGS dataset are compared among the IS-ECC, DES, and IS-RSA 
techniques, as well as the existing DSS, MACAG, IACOIG, and RSA methods. The data and information 
supplementing the journal article are presented here in a U.S. Geological Survey Data Release. Parental incubation 
behaviour differs between species with diverse life history breeding strategies, and this is despite the fact that nest 
survival is a vital demographic step in bird population dynamics. Despite studies showing an increase in nest 
survival rates when colonies are mixed, the behavioural processes that would account for this are mostly lacking. On 
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Alcatraz Island in California, researchers used video surveillance techniques to study the incubation habits of black-
crowned night- herons.  In terms of packet delivery ratio, the accompanying graph compares the performance of the 
proposed IS-ECC method with the state-of-the-art DSS and MACAG approaches. The X-Axis in the above graphic 
shows the total number of nodes, while the Y-Axis displays the packet delivery rates. Based on the results, it seems 
that the novel IS-ECC model improves upon the state-of-the-art DSS and MACAG approaches by achieving a Packet 
delivery ratio of 0.80 as opposed to 0.66 and 0.68, respectively. Table 1 lists the results of each PDR study side-by-side 
for easy comparison. 
 
Figure 4 depicts an end-to-end delay performance comparison of the novel IS-ECC methodology with the present 
DSS and MACAG approaches. The manager agent gives the quickest path from the cluster to the head and from the 
sink to the head using the agent technology employed in the planned job, hence saving time. The X-axis in the 
graphic above shows the number of nodes, while the Y-axis represents the end-to-end delay values. The proposed 
IECC model delivers 0.4 (s) less end-to-end latency than the existing DSS and MACAG techniques, which reach 1.2 
(s) and 1.1 (s), respectively. Table 2 contrasts the results for End to End Delay. In terms of energy utilisation, 
comparing the proposed IS-ECC approach to the present DSS and MACAG methodologies indicates the effectiveness 
of the IS-ECC method. Figure 3...8 depicts the total energy use in joules. The cluster heads for the network nodes in 
this work were chosen using a hybrid cuckoo search and genetic algorithm, in which the fitness function parameter 
of the cuckoo search will provide the optimised heads that will be deployed at the shortest distance between inter-
clusters, thereby reducing the energy required for data transmission. The proposed IECC model uses 25(J) less 
energy than the present DSS and MACAG approaches, which use 39(J) and 35(J), respectively, more energy. The 
energy consumption of the proposed and present techniques is compared in Table 1. 
 
In terms of encryption time, the performance of the suggested IS-ECC technique is compared to the current DES 
approach. In Figure 6, the X-Axis represents message size and the Y-Axis represents encryption time values. It is 
evident from the graphical assessment that the suggested IS-ECC model uses 8007(ms) less time for encryption than 
the present DES approach, which spends 9500(ms) more time for encryption (ms). Comparative Encryption Time 
Results for Proposed and Existing Techniques are provided in Table 4. The proposed IS-ECC technique is evaluated 
in comparison to the standard DSS and MACAG practises in terms of Throughput. There is a graphic representation 
of the throughput findings, showing that the proposed IS-ECC model produces 1665(Mbps) greater throughput than 
the state-of-the-art DSS and MACAG techniques, which achieve 554(Mbps) and 690(Mbps), respectively. The results 
of the proposed and existing methods are compared in Table 3. Figure 8 compares the proposed IS-ECC technique to 
the present DSS and MACAG methods for monitoring soil moisture. The x-axis of the given graph represents time, 
while the y-axis represents soil moisture. The graph of soil moisture measurements versus time shows that soil 
moisture rises overnight and declines somewhat throughout the day. 
 
CONCLUSION 
  
This study describes an improved WSN-based architecture for energy-aware secure communication in precision 
agriculture. To begin, improved fuzzy c-means is utilised to cluster the nodes in order to maximise energy efficiency. 
Then, a cuckoo search/genetic algorithm hybrid is used to choose the cluster leaders. Using the designated cluster 
head, the collected data from the clustered nodes will be sent to the sink. The key for the intrusion detection system 
will be generated using elliptic curve cryptography to encrypt the data and give authentication to prevent all types of 
attacks. The sensor nodes begin delivering encrypted data to the cluster heads with the help of the Path Finding 
Agent (PFA) and key authentication. Using a Query Agent (QA) as a middleman, cluster heads collect data from 
remote sensor nodes, encrypt it with a shared key, and transmit it to a central processing unit (CPU) for processing. 
The experimental findings demonstrate that the suggested method excels in packet delivery ratio, energy efficiency, 
and encryption time. However, this only protects against infiltration and not detection, which may be achieved in the 
future via machine learning. 
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Table 1 Performance Comparison Results of Packet Delivery Ratio with Different 

 
No. of nodes 

Packet Delivery Ratio 
DSS MACAG IECC 

30 0.72 0.73 0.80 
60 0.74 0.75 0.78 
90 0.72 0.72 0.77 
120 0.70 0.70 0.76 
150 0.66 0.68 0.80 

 
Table 2 Encryption Time Performance Comparison Results with Different Methods 

Message size 
(Mega Bytes) 

Encryption time (Milli Seconds) 
DES IECC 

10 2107 1987 
20 2713 2078 
30 3789 3234 
40 3930 2745 
50 7123 6654 
60 7250 6994 
70 9050 8456 
80 9500 8007 

 
Table 3 Throughput Performance Comparison Results with Different Methods 

 
No. of nodes 

Throughput (Mbps) 
DSS MACAG IECC 

30 500 600 1000 
60 550 660 1200 
90 551 670 1400 
120 555 690 1700 
150 554 692 1665 
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Figure 1 Overall Flow Chart of the Proposed Model Figure 2 Main Modules in Elliptical Curve Cryptography 

  
Figure 3 Packet Delivery Ratio vs Number of Nodes Figure 4 End to End Delay vs Number of Nodes 

  
Figure 5 Energy Consumption vs Number of Nodes Figure 6 Encryption Time (ms) vs Message Size 

 
 

 
Figure 7 Throughput (Mbps) Vs Number of Nodes Figure 8 Soil Moisture Measurement vs Time 
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This study aims to analyze the proximity of all primary health centres located in the study area of 
Coimbatore district which could help both local people as well as the visitors during any emergency. An 
attempt is made to analyze the relative location of primary health centres with respect to population 
density and transport transits and further to develop a map that shall be utilized to locate the nearby 
primary health centre from any location in the study area in an emergency using GIS. Data related to 
health care pertaining to the study area were collected during the year 2021 and processed and analyzed 
in QGIS. The proximity analysis was then performed with buffer zones of 1 Km and 3 Km distance from 
the Road & Railway networks respectively. It aimed to identify the availability of health care facilities 
near by the transportation network serving the population in case of an emergency. It was inferred that 
the percentage of hospitals situated within 1000 m from national and state highways were 74% and 34% 
respectively, and 93% of the hospitals in the region are situated within 3000 m from rail lines across the 
study area. Notably, most of the health centres were located within the main city, and there is limited 
health centres in Pollachi and Tiruppur taluks which has a considerable population. Hence, proper 
allocation of health care facilities becomes necessary in Coimbatore. The present study proves the ability 
to create and share neighborhood-level spatial indicators with the help of big data for planning healthy 
and sustainable cities. All data were sourced through open source and relevant government geospatial 
resources and by using spatial query analysis; the resultant health care indicator map of Coimbatore is 
obtained.   
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INTRODUCTION 
 
Health not only refers to the physical fitness, it also imparts mental stability and happiness. A good health leads to 
prosperity and wealth as healthy people are more productive, save more wealth as well as live longer. And a healthy 
person is not only helping himself but also his family, society and in turn he helps the entire economy of the country. 
The definition of primary health care (PHC) has been reinterpreted repeatedly. In some contexts, primary health 
refers to a broad range of health care services including diagnosis, treatment and managing a long-term health care 
provided by medical professionals to the community. It is the first place that a person would contact in case of a 
health issue. Few have interpreted primary health care as a set of priority health interventions for low-income 
populations. The institution that offers the primary health care is generally referred as primary health centres and it 
could range from a local clinic or a pharmacy to a multinational hospital.  
 
Primary healthcare, which approaches health from the perspective of the entire society, aims to achieve the highest 
possible distribution of health and well-being. It provides accessible and comprehensive range of services, such as 
health promotion, disease prevention, treatment, and rehabilitation. Primary care is crucial for integrated personal 
health care, public health functions, and ongoing referrals to hospital services because it serves as the first point of 
contact between the people and the health-care system. Not every country in the world has a proper primary 
healthcare system. There are many countries which do not have enough primary health services, on the other hand, 
countries with good health services are not accessible to the needy. One of the major problems is the uneven 
distribution of healthcare centres in urban regions [1]. Governments around the world, including India, have 
endorsed 17 Sustainable Development Goals (SDGs), the third of which, "Ensure healthy lives and promote well-
being for all at all ages," specifically refers to health. 13 targets are outlined in the country for this aim, including one 
for establishing universal health coverage (UHC), two for environmental health, three for communicable diseases, 
three for non-communicable diseases, and three for addiction.  
 
Evidence from around the world indicates that nations with sound primary health care systems have improved 
health outcomes and minimal healthcare expenditures. The availability and access to primary health care is a 
neighborhood characteristic that can directly impact health [2]. Imbalance in the spatial distribution of the health care 
centres can lead to inefficiency offered in the services. The physical location of health care facility and the travel time 
thereto influences uptake/utilization of health care services [3]. Another important factor in health care is ‘treatment 
given on time’. Especially, in emergency scenarios like accidents, it is very important to know the availability and of 
easily accessible health centres. According to NCRB, there were nearly 1,81,113 deaths in India from traffic accidents 
in the year 2019 alone. ‘Spatial accessibility’ comprises two components, namely availability and proximity [4], and 
‘Availability’ refers to the number of health care centres which needy people can choose at a specific location. Both 
the components have to be measured while defining spatial accessibility [5]. The National Health Policy of India 
from 2016, supported by the financial announcements during February 2018 declared that strengthening 150,000 sub-
centers and providing increased access are the primary goals to improve the calibre of primary healthcare in India. It 
also emphasized universal health coverage (UHC) as a means of enacting change and ensuring that everyone in 
India has access to the primary healthcare, without facing financial hardship. To accomplish this objective, a 
thorough investigation into the factors influencing the geographic pattern of distribution of healthcare facilities is 
necessary. Researchers and medical practitioners around the world are recommending the utilization of GIS tools to 
access the health centres. GIS tool can be utilized to locate the various primary health centres ranging from a 
pharmacy to a hospital. Also, it is very important to consider few other factors while checking the accessibility of a 
health centre. High availability of services alone does not ensure proper accessibility as it depends on the proximity 
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of the population to those services. Similarly, close proximity may not provide high accessibility because it depends 
on the size of the population for which the services are available [6]. 
 
Numerous studies make use of a number of different approaches to identify the under-served areas of these 
healthcare facilities and to determine how accessible they are [7]. For instance, the importance of road network in the 
distribution pattern of healthcare services was investigated in Kerala's capital city of Thiruvananthapuram [8] to find 
that medical services were dispersed unevenly, and space was not allocated consistently in the city. Consequently, 
not everyone has easy access to a medical centre. Another study sought to identify potential locations for healthcare 
facility centres and to highlight the spatial organization of current healthcare facility centres in the municipal ward of 
Midnapore town of West Bengal [9]. A detailed investigation included suitability analysis and mapping of slum 
areas, densely populated areas, health care facility and their proximity through spatial analysis. Within one 
kilometre of public health services, the majority of the outlying areas were determined to be underserved. 
Accessibility analysis of primary health care services based on population density was performed using Geospatial 
technique in Mysore district [10]. They noted certain accessibility issues, functional deficits, and spatial gaps in the 
health centres in the research region, demonstrating how inadequately the current health centres are able to serve the 
community and its residents.  
 
The second-largest city in Tamil Nadu, Coimbatore, renowned for its MSME units and educational institutions is 
chosen as the study area. It is a significant economic hub, accounting for 7% of the state's GDP with ever-increasing 
population and industrial growth. In the road accident analysis report published by Tamil Nadu Transport 
department, Coimbatore stands second next to Chennai with highest number of accidents (2448) which includes 451 
causalities [11] in the year 2020. The spatial accessibility [12] in locating the primary health centres during an 
emergency, thus becomes crucial in the current situation. Several studies have already reported reduced healthcare 
facility ratio and an improper pattern of public health facility services in India. Though, there is hardly any literature 
on the subject of the connection between proximity to roads and healthcare facilities during an emergency care, 
especially in the Coimbatore region. Hence, an analysis of proximity of health care facility during an emergency is 
performed using GIS techniques. Additional Factors like traffic signals, bus stations and railway stations were added 
with population size & location of highways for analysis in the study region. Moreover, locations of blood banks 
were given more importance as there is a least awareness about the whereabouts of blood banks in the society. 
Hence, this study focuses on the following objectives, namely, 1. To identify the locations of various primary health 
centres in Coimbatore district using remote sensing data; 2. To analyze the relative location of primary health centres 
with respect to population density and transport transits; 3. To create a map that shall be utilized to locate the nearby 
primary health centre from any location in the study area using GIS. 
 
METHODOLOGY 
 
Maps can assist local and regional planners in revealing the spatial distribution of health-promoting infrastructure 
and essential services inside cities as well as detect access disparities. Mapped neighborhood-level spatial indicators 
make it easier to show where resources are distributed and where interventions are needed, promote accountability, 
and provide communities the authority to demand reforms [13]. The ability to create and share neighborhood-level 
spatial indicators is becoming increasingly accessible with the help of big data and high-performance computers. In 
order to carry out this study, data were sourced through open source and relevant government geospatial resources 
web-portals. The flow of the work is shown in [Figure 1]. The Administrative boundary (District Boundary & Taluk 
Boundary) and Transportation network (Road & Railway) data were collected from Diva-GIS website 
(https://www.diva-gis.org/). The health care indicator details such as hospitals & pharmacy data were collected from 
open-source platform (https://mapcruzin.com/). The blood bank database for the study area were obtained from 
Open Government Data (OGD) Platform India (https://data.gov.in/) and all these data were processed and analyzed 
in QGIS - open-source GIS software. Additional inputs namely, traffic signals, bus stops, bus terminals, railway 
stations and population data were collected from open-source website (https://mapcruzin.com/). The Land Use Land 
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Cover (LULC) data were obtained from Bhuvan website (https://bhuvan.nrsc.gov.in/bhuvan_links.php) and was 
helpful to understand the prevailing occupancy of the land in the region.  
 
The collected data are imported into the QGIS software [14] and converted as preferable format for further GIS 
Analysis. The Spatial reference Coordination is World Geodetic System (WGS 1984) and projected coordination is 
Universal Transverse Mercator (UTM Zone 44N) assigned to all the data. The proximity analysis was then performed 
for the transportation networks. It was aimed to identify the number of health care facilities available near by the 
transportation network. Accordingly, buffer zone was created for 3Km and 5Km distance from the Road & Railway 
networks respectively for the analysis. All the data and outputs were integrated by overlay analysis, and using 
spatial & attribute query tool, and the final resultant maps were generated.  
 
RESULTS AND DISCUSSION 
 
Coimbatore district from Tamilnadu was taken as the study area. Coimbatore city, the headquarters of the district is 
the third largest city in the state and often referred as Manchester of South India. As of 2011 census, the district had a 
population of 3.45 million. The study area is surrounded by Tiruppur district in east and Nilgiris district in the north; 
Erode district in the north-east; Palakkad district, Idukki district in the west and Thrissur and Ernakulam district in 
the south. The district is also surrounded by the Western Ghats. The study area covers the toposheets of Survey of 
India, 10º 10' N to 11º 30' N and 76º 40' E to 77º 30' E. Coimbatore is one of the most industrialized regions in the 
country and it has nearly 25,000 small, medium and large-scale industries registered, in turn results in movement of 
commercialized vehicles in and out of the district. It serves as an entry and exit point for Kerala. And Coimbatore has 
nearly 47 tourist and pilgrimage places to visit, which attracts people from all over the country to spend their 
holidays. Most of the industrial as well as the tourism activities happen in the district headquarter. Apart from these 
activities, there are people who visit the city to take medical treatments from the reputed medical institutions in the 
Coimbatore city. This study aims to locate all such primary health centres located in the study area which could help 
both local people as well as the visitors. 
 
Improvements to these fundamental GIS functionalities have been made in recent years, including the measurement 
of accessibility by employment and various modes of transportation, the inclusion of transit-based health seeking 
patterns in their accessibility assessment, and the introduction of a method for approximating the geographic 
accessibility to healthcare facilities [15]. The present study aimed to identify the proximity of hospitals, pharmacies, 
blood banks from any location during an emergency or any other necessary requirement for any medical assistance 
[16]. Coimbatore region is divided into 12 wards and there are 28 PHC’s in the region. As per the data from the 
available sources, there are 61 hospitals, 13 pharmacies and 23 blood banks in the district [17]. Thus, all data inputs 
were collated and a map was created showing all the primary health centres in the study area, mapped with other 
spatial factors like location of highways, bus stations, traffic signals and rail lines [18]. There were 20 major bus 
stations, 91 bus stops, 17 railway stations and 6 traffic signals identified form the data sources. 
 
Among all the factors, identifying the location of the health centres [19] during emergency is the lifesaving factor. In 
order to check the accessibility, the national and state highways, railway lines existing in the study area were 
identified and mapped for the analysis. Spatial queries were used to identify the health centres located near the road 
and railway lines [20], and maps were generated with buffer distances of 1000 m for road lines and 3000 m for rail 
lines. Apart from the road and rail lines, accessibility to the health centres from the bus stations were also taken for 
analysis. Based on the results obtained from spatial query [Table 1], it is inferred that the percentage of hospitals 
situated within a buffer distance of 1000 m from national and state highways were 74% and 34% respectively for 
providing better physical accessibility, whereas, 93% of the hospitals in the region are situated within a buffer 
distance of 3000 m from rail lines running across the study area [Figures 2 to 8]. 
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High availability of services does not always guarantee high accessibility because it also depends on the proximity of 
the population to those services [21]. Hence, to map the population variation in the district, the population in 
different taluks was considered [Figure 9]. And it is observed that most of the health centres are located within the 
Coimbatore city boundary, owing to the largest population prevailing in the district. However, even though Pollachi 
and Tiruppur taluk has a considerable population, there is a limited availability of health centres in these regions 
[Figure 10]. Thus, not all the people in the study region have the proper accessibility to the health centres. In addition 
to these, to check the proximity of the health centres, land use and land cover of the study area is also considered in 
the study. Population concentration will be more in the built-up area than other land cover categories. As per the 
data extracted from the available sources, it was found that almost all the health care facilities were located either 
among or very close to the built-up area, thereby providing more accessibility to the people. 
 
CONCLUSION 
 
This study developed accessibility status on emergency health care needs of households in the Coimbatore district to 
reach out the PHC. Based on QGIS tool, it was observed that most of the health centres in the district were located 
only within the city-centre to serve the denser population zone in the district headquarters. Also, it was found that, 
most of health centres in the study region are easily reachable by means of rail and road transport. The percentage of 
hospitals situated within 1 km were 74% and 34% respectively from the national and state highways for providing 
better physical accessibility and availability of blood banks within 1 km reach from national and state highways were 
73% and 21% respectively. However, from the proximity analysis, it was found that people living in nearby taluks, 
namely, Pollachi and Tiruppur do not have adequate health care facilities proportionate to its population, and they 
need to travel a longer distance up to the main city for any medical assistance. Thus, the present study suggests that 
GIS serves as a tool to identify the spatial distribution of health centres in densely populated city or applicable to any 
region. Such studies may be much helpful especially in Covid-19 like pandemic situation [22]. There are technical 
difficulties in developing high-quality, fine-grained spatial indicators to gauge development of healthy and 
sustainable cities globally [23, 24]. In order to provide better services, new health centres should be planned using 
organised criteria, a sufficient number of staff members, and geographic considerations. Transportation is also a 
factor in the formation of new health centres in the future. Hence steps have to be taken to ensure a good spatial 
distribution of the health centres to serve a larger society, particularly in the study area of Coimbatore. 
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Table 1. Health care Indicator Information using Spatial & Attribute Query 

S.No 

Health Care 
Indicator Facility Proximity Analysis 

Health Care 
Indicators 

Total 
Count 

Road way 
(Buffer Zone 

-1000 m) 

Railway 
(Buffer 
Zone 

-3000 m) 

Bus 
Station 
(Buffer 
Zone -

1000 m) 

Bus 
Terminal 

(Gandhipuram 
Central- 

Bus Stand) 
National 
Highway 

State 
Highway 

1 Hospitals 61 45 21 57 15 - 
2 Blood Banks 23 17 5 22 8 9 

 
 

 
 

Fig. 1. Methodology Flow Chart Fig. 2. Number of Hospitals Located within a buffer 
zone of 1000m from the National Highways 

  
Fig. 3. Number of Blood Banks Located within a 

buffer zone of 1000m from the National Highways 
Fig. 4. Number of Hospitals Located within a buffer 

zone of 1000m from the State Highways 
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Fig. 5. Number of Blood Banks Located within a 
buffer zone of 1000m from the State Highways 

Fig. 6. Number of Blood Banks Located within a buffer 
zone of 3000m from the Railways 

  
Fig . 7. Number of Hospitals Located within a buffer 

zone of 3000m from the Railways 
Fig. 8. Number of Hospitals located within a buffer 

zone of 1000m from the Bus Station 

  
Fig. 9. Population map for study Area Fig. 10. Health Care Facility Indicator map of 

Coimbatore 
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Schiff bases are considered as privileged ligand in coordination chemistry as they easily form stable 
complexes with most transition metal complexes. In this paper, a novel Schiff base ligand derived from 
Thiophene-2-carboxaldehyde (TPC) and P.Phenylene Diamine (PPD) and its transition metal complexes 
Cu (II), Zn (II), Co (II) and Ni (II). The structural features of the synthesized compounds were confirmed 
by UV visible, IR, NMR spectroscopic techniques and SEM. All the metal complexes were investigated 
for their anti-microbial, anti-oxidant and anti-inflammatory activity. The metal complexes were tested the 
larvicidal activity against Culex quinquefaciatus. The obtained result showed that the complexes 
especially Cu (II) metal complex have better active in anti-oxidant and anti-inflammatory activity 
 
Keywords: Schiff base, Spectroscopic techniques, larvicidal activity, anticancer activity 
 
INTRODUCTION 
 
Coordination compounds are one of the fascinating areas of chemistry. The ever growing industrial and 
technological development combined with the desire for new functional generate enormous enthusiasm among 
scientist for novel materials. In living organisms there are a number of metal ions, which form a great variety of 
complexed with different species containing donor atoms ate inorganic – organic hybrid materials. These metal 
complexes are vitally important in enzyme actions, metabolites, vitamins etc.  Schiff base and their transition metal 
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complexes have gained much importance recently due to their chelating ability. Metal complex of Schiff bases show 
application as biological antimicrobial, antitumor, antifungal, antioxidant and anti-inflammatory activity.   In this 
present work, we synthesized and characterized a novel Cu (II), Ni (II), Zn (II) and Co (II) complexes with Schiff base 
ligand (L) derived from Thiophene-2-carboxaldehyde (TPC) and P.Phenylene Diamine (PPD)  
 
MATERIALS AND METHODS 
 
All chemicals and solvent were obtained from commercial sources and were used as received without any further 
purification.   
 
Synthesis of Schiff Base Ligand (L) 
Ethanolic solution of Thiophene-2-carboxaldehyde (TPC) and 4,4’ diamino diphenyl methane (DDM) were taken in 
RB flask in 1:1 molar ratio and refluxed for  one hour. The reaction mixture is poured into ice, a yellow compound of 
Schiff base ligand was obtained. The precipitate was filtered, washed with water and dried.  
 
Synthesis of Metal Complexes (Ml) 
The metal complexes were prepared by adding ethanolic solution of Zn(II) nitrate, Co(II) nitrate, Ni(II) nitrate and 
Cu(II) nitrate to the ligand in ethanol in 1:2 (metal: ligand) molar ratio and refluxed for about 12 hours at 80oC. The 
precipitate solid were filtered and washed with ethanol and dried. 
 
RESULT AND DISCUSSION 
 
All the transition metal complexes are coloured solids, stable towards air and have melting points. The complexes 
are insoluble in water and common organic solvent, but are soluble in DMF, CDCl3 and DMSO. 
 
UV Analysis 
The electronic spectrum of Schiff base ligand (L) shows a broad band at 340nm, characteristics of n—π* transition of 
C=N chromophore. The position of the band was found to be shifted to higher wavelength on complexation 
suggesting coordination of azomethane nitrogen to the central metal ion. The electronic spectrum of Copper (II) 
complex shows an energy band at 431 and 515nm due to 2B1g-2A1g transition corresponding to square planar 
geometry. (Lever A.B.P, 1984)   
 
IR Spectra 
The infrared spectra for the Schiff base ligand (L) and its metal complexes taken in the range 4000-400 cm-1 help to 
indicate region of absorption vibrations. The ligand shows a strong band at 1627 cm-1 characteristics of r(C=N) 
stretching vibration (Seema Varghese, 2010), this band undergoes down field shift in the complexes indicating the 
band at 1609, 1605, 1607 and 1608  cm-1 is due to azomethine nitrogen in co-ordination. (Maurya M.R)    
 
1H NMR Spectra 
The Schiff base ligand displayed a characteristic singlet signal at 8.66 ppm could be assigned azomethine proton 
(Refat MS 2013), which undergoes desheilding 8.63 ppm upon coordination as observed in [Zn (L) 2(H2O) 2] 
conforming the coordination took place through azomethine nitrogen. 
 
SEM Analysis 
SEM picture of the ligand and metal complex show that the particles are agglomerated with controlled 
morphological structure and the presence of small grains in non-uniform size. The SEM images of Ligand exhibit 
irregular shaped grains, whereas Ni (II) complex show sharp crystalline species. The average grain size found from 
SEM shows that the ligand and complex are polycrystalline with micrometer sized grains. 
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Antimicrobial Activity 
The antibacterial activity of synthesized Schiff bases and their metal (II) complexes was tested against gram positive 
and gram negative micro-organism using disc diffusion method. The micro-organism used in the present 
investigations included Pseudomonas, S.Aureus and Klebsiella. Amikacin was used as standard antibiotics. The anti-
microbial activities of ligand and metal complexes are shown in figure.1. In Pseudomonas organism have highly active 
in L3Cu and L3Zn complex. In antifungal activities the microorganism used in the present investigations included 
C.Albican, A.Niger and Penicillium. In L3Cu complex have better antifungal activity than L2Ni and L2Zn.  
 
Larvicidal Activity 
The Larvicidal activity of synthesized ligand (L3) and metal complexes were tested against culex mosquito. The 
highest mortality values was obtained from Cu(II) complexes. The moderate mortality value was obtained in other 
metal complexes. The increased mortality rate observed in the Cu(II) complex can be attributed to the lippophilicity 
on complexation Fig.2. 
 
Anti-Inflammatory Activity 
The newly synthesized Schiff base ligand (L3) and its Cu(II), Co(II), Ni(II) and Zn(II) The graphical representation in 
figure 3. Cu (II) complex is better activity than other metal complexes. The use of metal complexes in medicine, 
toxicity evaluation is an essential step that is needed to determine the potential pharmacological application of these 
metal complexes as anti-inflammatory agents. The metal complexes are approved in the clinic for the treatment of 
inflammatory and autoimmune diseases (Chung-Hang Leung 2014).  
 
Anti-oxidant Activity by DPPH Radical Scavenging Assay 
The antioxidant activities of ligand and metal complexes with control were assessed on the basis of the free radical 
scavenging effect on the stable DPPH free radical effect of the stable DPPH free radical efficiency (Breca.A2002). The 
examined changes in the free radical scavenging ability of the test sample on the basis of percent inhibition are 
presented in figure 4. In these series the results obviously showed that metal complexes are better activity than 
ligand. The Cu (II) metal complex exhibited best scavenging activity among the examined complexes.  
 
CONCLUSION 
 
Schiff base transition metal complexes Cu (II), Zn (II), Co (II) and Ni (II) were synthesized from Thiophene-2-
carboxaldehyde (TPC) and P.Phenylene Diamine (PPD) and characterized on the basis of analytical and spectral 
data. From SEM analysis shows crystalline nature of complexes is conformed. Antimicrobial activity and larvicidal 
activity shows that all the metal complexes are more active than ligand. In anti-oxidant and anti-inflammatory 
activity Cu (II) metal complex are better active. 
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Interval Neutrosophic Sets (INSs) have been proposed exactly to address issues with a set of numbers in 
the real unit interval. In this paper we have introduced Interval valued Double Refined Triangular 
Neutrosophic Numbers (IVDRTrNN) and proposed an algorithm to deblur the images by using the 
defined membership function. The efficacy of the algorithm is verified by using a blurred image. 
 
Keywords: Interval Neutrosophic Set, Interval Valued Double Refined Indeterminate Neutrosophic Set , 
Interval Valued Double Refined Indeterminate Triangular Neutrosophic Number, Deblur. 
 
INTRODUCTION 
 
Interval-valued neutrosophic sets (IVNS) was introduced by Wang et al. [C1] as a suitable  way to denote  uncertain, 
incomplete, imprecise, and inconsistent information. Since IVNS shows greater flexibility and precision than single-
valued neutrosophic sets [C2], IVNS applications became the object of interest for many researchers. The credibility 
of the interval-valued neutrosophic sets (IVNS) was demonstrated by [C3–C5].Said BROUMI et al [C6] implemented  
a variety of operations on interval valued neutrosophic matrices using a new Matlab’ package. Bhimraj Basumatary 
and Said Broumi [C7]  proposed an interval-valued triangular neutrosophic number to solve the neutrosophic linear 
programming problem. In [C8] [C9] Broumi et al. solved Shortest Path Problem using single valued and triangular 
and trapezoidal interval valued neutrosophic environments. Deli [C10] derived aggregation operators for interval 
valued generalised single valued neutrosophic trapezoidal and applied in decision-making problem. In this paper 
we have introduced interval valued double refined indeterminate triangular neutrosophic numbers. 
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Preliminaries 
Interval Valued Neutrosophic Set (IVNS) 
There is space X of the certain objects where the separate generic elements x ∈ X. An interval-valued neutrosophic set 
(IVNS) N ⊂ X has the form of N = {〈x,  ( ) , ( ) , ( )〉: x ∈ X} (1) where  ( ) : X → [0, 1], ( ): X → [0, 1] and 

( ) : X → [0, 1] with 0 ≤  ( ) + ( ) + ( )≤ 3 or all x ∈ X.  
The variables  ( ) , ( ) and  ( ) define truth-membership degree function, the indeterminacy-membership 
degree function and the falsity-membership degree function of x to N, respectively. For the case of the interval 
neutrosophic set, these functions must be described as  ( ) = [ ( ), ( )] ⊆ [0, 1] , ( ) = [ ( ), ( )] ⊆ [0, 1], 

( ) = [ ( ), ( )] ⊆ [0, 1] and the sum of these functions satisfy the condition 0 ≤ ( )+ ( ) + ( ) ≤ 3. 
 
Comparison of IVNS 
Let =  〈 ( ), ( ) ( ), ( ) ( ), ( ) 〉 and  

=  〈 ( ), ( ) ( ), ( ) ( ), ( ) 〉 are two interval valued neutrosophic numbers ,then  is 
contained in  , ⊆ iff ( ) ≤ ( ) ,  ( )  ≤  ( ), ( )  ≥  ( ) ,  ( )  ≥   ( ), ( )  ≥

( ) , ( ) ≥  ( ) 
 
Equality of IVNS 
Two interval valued neutrosophic numbers  and   are equal , =  iff  ⊆  and ⊆  
 
Interval Valued Double Refined Indeterminate Triangular Neutrosophic Numbers 
Interval Valued Double Refined Indeterminate Neutrosophic Set(IVDRNS) 
An interval Valued Double Refined Indeterminate Neutrosophic  set  is defined by 
̈ =  〈  , ̈ ( ) , ̈ ( ), ̈ ( ), ̈ ( )〉: ∈ where 

̈ ( ) = ̈ ( ), ̈ ( )  ⊆ [0,1] , ̈ ( ) = ̈ ( ), ̈ ( ) ⊆ [0,1],   

̈ ( ) = ̈ ( ), ̈ ( ) ⊆ [0,1] , ̈ ( ) = ̈ ( ), ̈ ( ) ⊆ [0,1] 
and  0≤ ̈ ( ) + ̈ ( ) + ̈ ( ) + ̈ ( )   ≤ 4. 
Where ̈ ( ) , ̈ ( ), ̈ ( ), ̈ ( ) represents truth membership, indeterminacy leaning toward truth 
membership , indeterminacy leaning toward falsity  membership and falsity membership respectively. 
 
Comparison of IVDRNS 
If   ̈ =  〈 ̈ ( ), ̈ ( )  , ̈ ( ), ̈ ( ) , ̈ ( ), ̈ ( ) , ̈ ( ), ̈ ( ) 〉 and  

ℬ̈ =  〈 ℬ̈ ( ), ℬ̈ ( )  , ℬ̈ ( ), ℬ̈ ( ) , ℬ̈ ( ), ℬ̈ ( ) , ℬ̈ ( ), ℬ̈ ( ) 〉 
are two interval valued double refined indeterminate neutrosophic numbers then ̈ ⊆  ℬ̈  if and only if  

̈ ( )  ≤  ℬ̈ ( ) , ̈ ( )  ≤  ℬ̈ ( ), ̈ ( )  ≤   ℬ̈ ( ) , ̈ ( )  ≤  ℬ̈ ( ), 

̈ ( )  ≥  ℬ̈ ( ), ̈ ( ) ≥   ℬ̈ ( ) , ̈ ( )  ≥  ℬ̈ ( ) , ̈ ( )  ≥  ℬ̈ ( ) 
 
Equality of two interval valued double refined indeterminate neutrosophic numbers 
Two interval valued double refined indeterminate neutrosophic numbers ̈  and ℬ̈  are equal , ̈  = ℬ̈   if and 
only if ̈ ⊆ℬ̈  and ℬ̈ ⊆  ̈  . 
 
Operations on interval valued double refined indeterminate neutrosophic numbers 
If   ̈ =  〈 ̈ ( ), ̈ ( )  , ̈ ( ), ̈ ( ) , ̈ ( ), ̈ ( ) , ̈ ( ), ̈ ( ) 〉and  

ℬ̈ =  〈 ℬ̈ ( ), ℬ̈ ( )  , ℬ̈ ( ), ℬ̈ ( ) , ℬ̈ ( ), ℬ̈ ( ) , ℬ̈ ( ), ℬ̈ ( ) 〉 
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are two interval valued double refined indeterminate neutrosophic numbers 

 ̈ =  1− 1− ̈ ( ) , 1−  1 −  ̈ ( )  , 1 −  1 − ̈ ( ) ,

1                             − 1 − ̈ ( ) , ̈ ( ) , ̈ ( ) , ̈ ( ) , ̈ ( )  

̈ =  〈 ̈ ( ) ,  ̈ ( )  , ̈ ( ) ,      ̈ ( ) , 1− 1 − ̈ ( ) , 1

− 1 − ̈ ( ) , 1− 1 − ̈ ( ) , 1− 1 − ̈ ( ) 〉 

̈  ⊕  ℬ̈ =  〈 ̈ ( ) + ℬ̈ ( )− ̈ ( ) ℬ̈ ( ) ,  ̈ ( ) + ℬ̈ ( )− ̈ ( ) ℬ̈ ( )  , ̈ ( ) + ℬ̈ ( )  

−  ̈ ( ) ℬ̈ ( ) ,  ̈ ( ) + ℬ̈ ( )  −  ̈ ( ) ℬ̈ ( ) , ̈ ( ) ∗ ℬ̈ ( ), ̈ ( )

∗ ℬ̈ ( ) , ̈ ( ) ∗  ℬ̈ ( ) , ̈ ( ) ∗  ℬ̈ ( ) 〉 
̈  ⊗ ℬ̈ =  〈 ̈ ( ) ∗  ℬ̈ ( ) ,  ̈ ( ) ∗ ℬ̈ ( )  , ̈ ( ) ∗ ℬ̈ ( )  ,  ̈ ( ) ∗ ℬ̈ ( ) , ̈ ( ) + ℬ̈ ( )

−  ̈ ( ) ℬ̈ ( ) , ̈ ( ) + ℬ̈ ( )−  ̈ ( ) ℬ̈ ( ) , ̈ ( ) +  ℬ̈ ( )
−  ̈ ( ) ℬ̈ ( )  ,  ̈ ( ) + ℬ̈ ( )−   ̈ ( ) ℬ̈ ( ) 〉 

̈ =  〈 ̈ ( ), ̈ ( )  , ̈ ( ), ̈ ( ) , ̈ ( ), ̈ ( )  , ̈ ( ), ̈ ( ) 〉 
 
Interval Valued Double Refined Indeterminate Triangular Neutrosophic Numbers 
Interval Valued Double Refined Indeterminate Triangular  Neutrosophic Numbers whose truth membership 
function ℐζ ̈ ( ) , indeterminacy leaning towards truth membership function ℐξ ̈ ( ), indeterminacy leaning 
towards falsity membership function ℐτ ̈ ( )and falsity membership function ℐφ ̈ ( )are defined as follows: 

ℐζ ̈ ( ) =

⎩
⎪⎪
⎨

⎪⎪
⎧

( − )ℐ ̈

−
≤ <

ℐ ̈       =
( − )ℐ ̈

−
< ≤

         0         ℎ

 

 

ℐξ ̈ ( ) =  

⎩
⎪⎪
⎨

⎪⎪
⎧

( − )ℐ ̈

−
≤ <

ℐ ̈ =
( − )ℐ ̈

−
< ≤

0          ℎ

 

 

ℐτ ̈ ( ) =

⎩
⎪⎪
⎨

⎪⎪
⎧

− + ℐ ̈ ( − )
− ≤ <

   ℐ ̈               =
− + ℐ ̈ ( − )

− < ≤
1          ℎ

 

 

ℐφ ̈ ( ) =

⎩
⎪⎪
⎨

⎪⎪
⎧

− + ℐ ̈ ( − )
− ≤ <

    ℐ ̈ =
− + ℐ ̈ ( − )

− < ≤
    1                 ℎ
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An interval Valued Double Refined Indeterminate Triangular Neutrosophic  numbercan be represented  byℐ̈ =
〈( , ,  ): ℐ ̈ , ℐ ̈ , ℐ ̈ , ℐ ̈ 〉 
Where  ℐ ̈ = ℐ̈ , ℐ̈ ,  ℐ ̈ = ℐ̈ , ℐ̈ ,  ℐ ̈ = ℐ̈ , ℐ̈ , 

ℐ ̈ = ℐ̈ , ℐ̈  , ℐ̈ , ℐ̈ , ℐ̈ , ℐ̈ being the lower bounds and ℐ̈ , ℐ̈  , ℐ̈ , ℐ̈ , the upper bounds for the 
truth, indeterminacy leaning toward truth membership , indeterminacy leaning toward falsity  membership and 
falsity membership degrees. 
 
Deblurring 
Blur  
Blur can be defined as unwanted transition made into the original image due to various reasons like motion between 
camera and an object, atmospheric turbulence, out-of-focus of the camera, taking picture in fog etc.Following are the 
types of blur: 
 
Average blur 
Average blur occurs on entire image .Average blur can be scattered in a vertical and horizontal direction [C11]  and it 
can be circular averaging by radius R which can be calculated by the following formula: R = g + f Where, g is the 
horizontal size blurring direction and f is the vertical blurring size direction and R is the radius size of the circular 
averaging blurring [C2]. 
 
Motion Blur 
Motion blurs [C12], [C13], [C14], [C15] can be caused by relative motion between camera and scene during the 
exposure time. It can occur in various forms like rotation, translation, sudden change of the scale, or the combination 
of these [C2]. 
 
Defocus Blur 
Photographical defocusing is another common type of blurring, known as defocus blur, mainly due to the finite size 
of the camera aperture [C16]. Defocus blur [C14], [C16], [C17], [C18] is caused by an optical imaging system. Defocus 
blur is employed to blur a background and “pop out” the main object using large aperture lenses. 
 
Gaussian Blur 
In this blur type, pixel weights are unequal. Gaussian blur is simulated by Gaussian function.  The blur is high at the 
centre and decreased at the edges following bell shaped curve [C11], [C19], [C20].   
 
Atmospheric Turbulence Blur 
Blur introduced by atmospheric turbulence depends on a variety of factors such as temperature, wind speed, 
exposure time. 
 
Deblurring 
An image deblurring is a recovering process that recovers a sharp latent image from a blurred image, which is 
caused by camera shake or object motion.Image deblurring have wide applications from consumer photography, 
e.g., remove motion blur due to camera shake, to radar imaging and tomography.Deblurring is the process of 
removing blurring artifacts from images. The performance of the deblurring algorithm is evaluated using different 
metrics such as 
 Mean – Square Error 
 Peak Signal –to –Noise ratio 
 Structure Similarity Index Method 
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Deblurring using Interval Valued Double Refined Indeterminate Triangular Neutrosophic Number 
In this section an Interval Valued Double Refined Indeterminate Neutrosophic algorithm was utilised to process 
images. The Interval Valued Double Refined Indeterminate Neutrosophic set split the membership into upper bound 
and lower bound for increase the veracity of data. The upper and lower bound values must be in between the 
interval (0, 1).  Now we get the Truth membership, Falsity membership, indeterminate toward falsity and 
indeterminate towards truth membership with upper and lower bounds. Since we got upper and lower bound 
values using those values and following the procedure the images are processed.  Images that require processing are 
imported into system memory and then transformed into M-N-3 matrices. On the imported image, Interval Valued 
Double Refined Indeterminate Neutrosophic Sets are applied. In Deblurring process of image the IVDRINSS 
members obtained are deconvoluted using blind deconvolution filter. Blind deconvolution filter weights were used 
to restore the images. 
 
Steps involved in Deblurring 
1. Importing blurred image into memory. 
2. Rescaling and matrix conversion. 
3. Applying Interval Valued Double Refined Indeterminate Neutrosophic set in image matrix. 
4. Appling blind deconvolution in IVDRINSS applied image. 
5. Finding edge location using indeterminate membership (IFL& ITL). 
6. Combining edges and deconvoluted images. 
7. Export deblurred images into local memory 

The performance of the algorithm is evaluated by implementing the above algorithm to the blurred image.  
 
CONCLUSION 
  
A blur image  is used to test the efficacy of the proposed algorithm .Fig 1(a) is the blurred image taken as the Input 
image. The image is imported in the MATLAB and output is obtained under Neutrosophic domain  [Fig 1(b)], 
Double Refined Indeterminate Triangular  Neutrosophic  environment  [Fig 1(c)] and in Interval Valued Double 
Refined Indeterminate Triangular  Neutrosophic  environment  [Fig 1(d)].The metric values are tabulated in table. 
Our proposed method generate finer result with less MSE and more PSNR and SSIM values. 
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Table 1 . PSNR and SSIM 

 
 
 
 

    

Fig 1(a) Blurrred Image Fig 1(b) Deblurred image 
(Neutrosophic domain) 

Fig 1(c )Deblurred image 
(DRITrN domain) 

Fig 1 (d) Deblurred image 
(IVDRITrN domain) 

 
 
 
 
 

Metric MSE PSNR SSIM 
Neutrosophic domain 0.02042 16.9 0.6077 

DRITrN  domain 0.0009416 30.26 0.9369 
IVDRITrN  domain 0.0000697 41.57 0.9897 
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A set S of vertices in a graph G (V, E) is a neighbourhood set if G = ][vNSv , where ][vN  is the sub 

graph of G induced by v and all vertices adjacent to v. Given a graph G, a new graph can be constructed 
by using neighbourhood sets and distance between two vertices of G.  This new graph is called the k-
neighbourhood graph of a graph.  Such construction may also be carried out with respect to other 
parameter.  The purpose of this paper is to introduce a new graph called k-neighbourhood graph of a 
graph and investigate the nature of the newly defined graph. 
 
AMS Mathematics subject Classification (2010): 05C72 
Keywords: Neighbourhood set, neighbourhood number no(G), k-neighbourhoodset, k-neighbourhood 
graph of a graph.  
  
 
INTRODUCTION 
 
The representation of data can benefit greatly from the use of complicated abstractions like graphs. In actuality, 
graph theoretical approaches are a good way to simplify many difficulties in real world problems. We just cover a 
small portion of the many applications for graphs below. Protein-protein interactions graphs, transportation 
networks, utility graphs, social network graphs, diagrams of network packet traffic, Neural networks, the issue of 
signal categorization, synthetic Neural network, Airline Planning, Search engine algorithms (Page Rank algorithm), 
solving Sudoku puzzles (shortest path), finding directions on a map and social media marketing (Community 
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detection) and so on.In addition to that,John Conway, a Mathematician from Cambridge, created the Conway's game 
of life. When this game was mentioned in 1970 Scientific American article based on the idea of a neighbourhood, it 
quickly gained widespread recognition. 
 
Unless otherwise stated all graphs G(V, E) considered are connected, simple and undirected graphs.  For a graph G, 
let V (G), E (G) denote its vertex set and edge set respectively.  The distance between any two vertices u, v  V (G) is 
the length ofshortest path joining them and it is denoted by    d (u, v).  The diameter of a graph G is the maximum 
distance between any two vertices in V (G) and it is denoted by diam (G).For vV (G), the neighbourhood N(v) is 
the set of all vertices adjacent to v.  N[v]=N(v){v} is called the closed neighbourhood of v.  A vertex vV(G) is 
called the support if it is adjacent to a pendent vertex.  Any undefined terms in this paper may be found in Harary 
[2]. 

Let k1 be a positive integer. Two vertices u, v  V (G) are said to be k-adjacent if d (u, v) ≤ k.  A graph G is said to be 
k-Complete if every vertex in V (G) is adjacent to every other vertex in V (G).  The open k-neighbourhood Nk (v) of a 
vertex v in a graph G is defined as Nk (v)={uV(G) /d (u, v) ≤ k} and its closed k-neighbourhood Nk [v] of a vertex v in 
a graph G is defined as Nk[v]= Nk(v)  {v}.  The k-degree of a vertex v in G is denoted by deg k (v).  Let k (G) and k 

(G) denote the maximum and minimum k-degree among all the vertices of G respectively.Let v  V (G).  Then k(G) 

= )(max
)(

vN kGVv
 and k(G) =  )(min

)(
vN kGVv

. 

 
LITERATURE REVIEW 
 
The study of literature reveals the various concepts materializing the outcome of new dimension of graph 
construction. In 1958, Claude Berge introduced the domination number of a graph.  A subset D of V (G) is said to be 
a dominating set of G, if every vertex in V-D is adjacent to some vertex in D.  The domination number (G) is the 
minimum cardinality of a dominating set of G.  This parameter has been investigated by many authors including 
Berge, Cockayne, Hedeteniemi and Walikar et al.  The concept of  - graph of a graph denoted by (G) was 
introduced by Dr. N. Sridharan et al [11].The gamma graph of a graph is denoted by (G).  The vertex set V[(G)] is 
the set of all -sets of G and for two sets Si, SjV[(G)], Si, Sj are adjacent in (G) if and only if Sj = (Si –{u}) {v}, where 
u Si, vSi, ij.  In [11], Dr. N. Sridharan developed a lot of interesting results by making use of this new graph. The 
maximum cardinality of all maximum independent sets of G is called as an independence number of G and is 
denoted by 0(G).  In [4], A.P. Pushpalatha et al introduced the concept of 0(G), namely 0-graph of a graph.  The 
vertex set V (0(G)) is the set of all 0-sets of G and for two setsSi, SjV (0(G))are adjacent in0(G) if and only if Sj = (Si 
– {u})  {v}, where u Si, vSi, ij.  They made a substantial contribution in this area. 
 
 The concept of neighbourhood number of a graph has been studied by Prof. E. Sampath kumar and Prof. P.S. 

Neeralagi[10].  A set S of points in a graph G is a neighbourhood set if G = ][vNSv , where ][vN  is the sub 

graph of G induced by v and all vertices adjacent to v. The neighbourhood number of G denoted by no(G) is the 
minimum cardinality of all neighbourhood sets of G. The neighbourhood sets of a graph may be used to create a new 
graph.Using those similar ideas , the concept of neighbourhood graph of a graph was introduced by G. Jothilakshmi, 
et al[9].The set of all no – sets of G is the vertex set of no(G) and two no – sets D1 and D2 are adjacent in no(G) if and 
only if D1D2= D1 - 1 = D2 - 1.The neighbourhood graph of a graph G is denoted by no(G).  In other words, let H be 
the set of all neighbourhood set of G and two vertices u, v H representing neighbourhood sets Si, Sj respectively are 
adjacent if and only if Sj = (Si –{u}) {v}where u Si, vSi, ij.  Then H is called the neighbourhood graph of a graph 
G and is denoted by no(G). 
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Example 

 
The no sets of P4are{1, 3}, {2, 3}, {2, 4} namely S1, S2, S3 respectively.  The no-neighbourhood graph of P4 is as follows: 
No(P4) : 

 
Many type of graphs can be formed for a given graph with respect to many parameters discussed earlier.  But here 
we construct a new graph from the given graph in a different way. 
 
PURPOSE OF THE STUDY 
The concept of the new graphs namely-graph, 0– graph and no-graph inspired the researchers to introduce a new 
graph namely k-neighbourhood graph of a graph with a new concept.  The open k-neighbourhood sets of a graph G 
may be used to create a new graph.  The vertices of new graph are of course the vertices of the original graph and 
two such vertices will be adjacent if the open k-neighbourhood set of two vertices have at least one common 
neighbour. Acharya and Vartak seem to have introduced neighbourhood graphs earlier in [1].  In [6], Kulli has 
extended the idea of neighbourhood graph of a graph and looked at some of its characteristics. Additionally, the 
author described the graph (i) whose neighbourhood graphs are connected (ii) whose neighbourhood graphs are r-
regular and (iii) whose neighbourhood graphs are Eulerian. Incorporating distance and neighbourhood sets concepts 
in [6], this particular graph k- neighbourhood graph of a graph is developed. 
 
In this paper, we study the concept of k- neighbourhood graph of a graph with respect to k- neighbourhood sets of 
vertices. The fourth sectionis devoted to explore the definition of k-neighbourhood graph of a graph and example.  
The fifth section is dealt with the construction of k-neighbourhood graph of some standard graphs and discussed 
some theorems.  Thesixth and seventh sections discuss k-neighbourhood graph of a Barbell graph and some results 
and theorems on k-neighbourhood graph of a graph. 
 
k-NEIGHBOURHOOD GRAPH OF A GRAPH 
Neighbourhood graphs concept was first introduced by Acharya and Vartak in [1], where so many of its properties 
and characterization theorems were discussed.  In [1], the open neighbourhood graph was defined as follows;the 
open neighbourhood graph of an undirected graph G is the graph that is defined on the same vertex set as G in 
which two vertices are adjacent if they have a common neighbour in G. 
 
In this paper, we analyze the graph obtained by considering k (distance) – neighbourhood sets of vertices of G.Here 
we define a graph namely k-neighbourhood graph of a graph with respect to k-neighbourhood sets of G. 
 
Definition 4.1: Let G = (V, E) be a given graph and k be a positive integer.  Let u, v V (G).  The open k-
neighbourhood Nk (v) of a vertex v in a graph G is defined as Nk (v)={uV(G) /d (u, v) ≤ k} and its closed k-
neighbourhood Nk [v] of a vertex v in a graph G is defined as  
Nk[v]= Nk(v)  {v}. 
 
Definition 4.2:The k-neighbourhood graph of a graph G is denoted by NE k (G) defined as follows: 

(i) Vertex set of G is same as the vertex set of NE k (G). 
(ii) u and v are adjacent in NE k (G) iff Nk(u) and Nk(v) have at least one common neighbour. 
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Example 4.3: 

 
Let k=1 

N1 (u1) = {u2, u6, u7, u8}  N1 (u5) = {u4} 
N1 (u2) = {u1, u3}  N1 (u6) = {u1} 
 
N 1 (u3) = {u2, u4}  N1 (u7) = {u1} 
N1 (u4) = {u3, u5}  N1 (u8) = {u1} 

 
Let k=2 
N2(u1) = {u2, u3, u6, u7, u8}   N2(u5) = {u3, u4} 
N2(u2) = {u1, u3, u4, u6, u7, u8}  N2(u6) = {u1, u2, u7, u8} 
N2(u3) = {u1, u2, u4, u5}   N2(u7) = {u1, u2, u6, u8} 
N2(u4) = {u2, u3, u5}    N2(u8) = {u1, u2, u6, u7} 
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Let k=3 
N3(u1) = {u2, u3, u4, u6, u7, u8}  N3(u5) = {u2, u3, u4} 
N3(u2) = {u1, u3, u4, u5, u6, u7, u8}  N3(u6) = {u1, u2, u3, u7, u8} 
N3(u3) = {u1, u2, u4, u5, u6, u7, u8}  N3(u7) = {u1, u2, u3, u6, u8} 
N3(u4)= {u1, u2, u3, u5}   N3(u8) = { u1, u2, u3, u6, u7} 
Here N3(ui) and N3(uj), i ≠ j contain at least one common neighbour.  Hence NE3(G) K8. 

 
OBSERVATION 4.4:Two vertices ui and uj are k-adjacent in NEk(G) if d(ui, uj) ≤k,i  j. 
 

OBSERVATION 4.5:For any graph G, if k  





2
)(Gdiam

+1, then NEk(G)  Kn,  

where n = V(G). 
 
k-NEIGHBOURHOOD GRAPH OF SOME STANDARD GRAPHS 
Let us discuss the k-neighbourhood graph of some standard graphs in this section. 
Theorem 5.1: 
 For a complete bipartite graph Km,n, 

NEk(Km,n) = 







 2  ,
1  ,

kforK
kforKK

nm

nm m, n ≥ 1. 

Proof: Let Km,n be a complete bipartite graph with V(Km,n) = V1 V2, where V1 = {u1, u2, …um} and V2 = {v1, v2, …, vn} 
Case (i) Let k =1 
N1(ui) = {v1, v2, …, vn}, 1 ≤i≤m.  N1(u1) = N1(u2) =…= N1(um) = n. 
N1(vj) = {u1, u2, …, um}, 1 ≤ j ≤ n.  N1(v1) = N1(v2) =…= N1(vm) = m.  In NE1(Km,n), every vertex of N(ui) is adjacent to 
the vertices v1, v2, …, vn and each vertex of N(vj) is adjacent to the vertices u1, u2, …, um. 
Since V1 and V2 are disjoint sets, then NE1(Km,n) is a disjoint union of Km and Kn. 
Case (ii) Let k ≥2. 
N2(ui)={u1, u2, …ui-1, ui+1,…,um, v1, v2, …, vn} and N2(vj)={v1, v2, …vj-1, vj+1,…,vn, u1, u2, …, um}.Any vertex of Km,n is 
adjacent to remaining all other vertices. 
Hence NEk(Km,n) is a complete graph of m+n vertices, k ≥ 2.  Hence the theorem. 
 
Illustration 5.2:  
Consider the following graph 
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Let k = 1 
N1(u1)= N1(u2)= N1(u3)= N1(u4)= N1(u5)= {u6, u7, u8, u9} 
N1(u6)= N1(u7)= N1(u8)= N1(u9)={u1, u2, u3, u4, u5} 

 
Therefore NE1(K4,5) = K4K5. 
Let k=2 

N2(ui) is the set of all vertices uj, i ≠ j, 1≤ i ≤ 9 explicitly any two of N2(ui) and N2(uj) i ≠ j, contain at least one common 
neighbour. 

Therefore NE2(K4,5) K9.  
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Hence NEk (Km,n) = 







 2  ,
1  ,

kforK
kforKK

nm

nm m, n ≥ 1. 

Corollary 5.3: For star graph K1, n,  NEk(K1, n) 
  =

 ≥  

For, Consider K1,4 

 
Case (i): Let k =1 
N1(v) = { u1, u2, u3, u4}, N1(u2) = N1(u3) = N1(u4) = N1(u5) = {v} 

 
Therefore NE1(K1,4) = K1 K4. 
 
Case (ii): Let k = 2 
N2(v) = {u1, u2, u3, u4}, N2(u1) = {v, u2, u3, u4},    N2(u2) = { v, u1, u3, u4},      N2(u3) = { v, u1,u2, u4}, N2(u4) = { v, u1,u2, u3}. 
Hence NE2(K1,4) = K5. 
 
Definition 5.4: A double star is a graph obtained by taking two stars and joining the vertices of maximum degrees 
with an edge.  If the stars are K1,r and K1,s then the double star is denoted by Dr,s. 
 
Theorem 5.5:For a double starDr,s, 

NEk (Dr,s) = 1,   
2   
1  

2

11 









 sr
kifK
kifKK

sr

sr .  

Proof:  Let u, v be central vertices and u1, u2,….ur, v1, v2, ….,vs be the other vertices of Dr, s.  
Case (i) : Let k = 1. 
N1(u) = {v, u1, u2,….ur} and  N1(v) = { u, v1, v2, ….,vs} have no common neighbour.  Therefore u and v are non-adjacent 
in NE1(Dr,s).  N1(u1) = N1(u2) = ……= N1(ur)= N1(v) = {u}.  Therefore ui’s (i = 1, 2, ….r) and v are adjacent to each other  
in NE1(Dr,s).  Also N1(v1) = N1(v2) = ……= N1(vs) = N1(u) = {v}.  Therefore vj’s (j = 1, 2, ….s) and u are adjacent to each 
other  in NE1(Dr,s). 
Hence NE1(Dr,s) = Kr+1Ks+1. 

Case (ii) : Let k = 2 
The sets  N2( ui) = {u1, u2, …, ui-1, ui+1,…,ur,u, v} (i = 1, 2, …, r),  N2 (vj) = {u, v, v1, v2, …., vj-1, vj+1, …,vs}(j=1, 2, 3, …., s), 
have common neighbours u and v respectively and N2(u) = {ui, v, vj}(i = 1, 2, 3, …r, j = 1, 2, 3, …s) has the neighbour v, 
N2 (v) = {u, ui, vj}( i = 1, 2, 3, …r, j = 1, 2, 3, …s) has the neighbour u.  (i.e.,) every vertex of Dr,s lies in at least one of 2-
neighbourhood of every vertex of it.  Therefore every vertex of NE2 (Dr,s) is adjacent to remaining all the vertices. 
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Hence NE2 (Dr,s) = Kr+s+2. 

Thus NEk (Dr,s) = 1,   
2  
1  

2

11 









 sr
kifK
kifKK

sr

sr
. 

 
Theorem 5.6: For a Wheel graph Wn, n  4, NEk (Wn)  Kn, for all k. 

Proof:  The 1 – Neighbourhood of vertices of Wn are, N1(v1) = {u, vn-1, v2}, N1(v2) = {u, v1, v3}, N1(v3) = { u, v2, v4}, ….., 
N1(vn-1) = {u, vn-1, v1}, N1(u) = {v1, v2, …., vn-1}.  Since N1(vi), i = 1, 2, 3, …., n-1 have common neighbour u, all vi’s,  i = 1, 
2, 3, …., n-1 are adjacent to each other in NE1(Wn).  Also any member of N1(u) lie in at least one of N1(vi), i = 1, 2, 3, 
…., n-1.  Therefore ‘u’ must adjacent to all vi’s, i = 1, 2, 3, …., n-1 in NE1(Wn).  That is all the vertices of Wn are 
adjacent to each other in NE1(Wn).   
Hence NE1(Wn)  Kn, n  4. 
Therefore NEk(Wn)  Kn, n  4, for all k. 

Barbell Graph B(Kn, Kn) 
In [17], Dr. K. Thilagavathi & Dr. A. Sangeetha Devi introduced the concept of Barbell graph. 
 
Definition 6.1:  The n–Barbell graph is the simple graph obtained by connecting two vertices of a complete graph Kn 
by a bridge and it is denoted by B(Kn, Kn), n ≥ 3.  It has 2n vertices and (n2-n+1) number of edges. 
 
Example 6.2:  

 
Let us find the k-neighbourhood graph of a Barbell graph B(Kn, Kn), n3. 
 
Theorem 6.3: NEk(B(Kn, Kn))  K2n, k ≥ 2. 

Proof: Let u1, u2, …, un and v1, v2,…,vn are vertices of two components of Kn and Kn and let ui and vj be two adjacent 
vertices in B(Kn, Kn). For k = 1, u1, u2, …, un are adjacent toeach other as each ui, i = 1, 2, …, n have at least one 
common neighbour in NE1(B(Kn, Kn)).  Similarly each vertex vi, i=1,2,…,n is adjacent to each other as they have at 
least one common neighbour in NE1(B(Kn, Kn)) and the following adjacencies are also exist. ui is adjacent to vk, 
k=1,2,…,j-1,j+1,…n, as they have vj as common neighbour.  Also vj is adjacent to uk, k=1,2,….i-1,i+1,…n as they have ui as 
common 1-neighbour. 
For  k = 2, NEk(B(Kn, Kn))  K2n. 
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Example 6.4:  

 

 

 

 
RESULTS AND THEOREMS ON k-NEIGHBOURHOOD GRAPH OF A GRAPH 
 

Theorem 7.1: G = nK iff NEk(G) = G, for all k. 

Proof:  Let G = nK . 

The k-neighbourhood of all the solated vertex of nK is an empty set.  Hence NEk(G) = G. 

Converse: Suppose NEk(G) = G 

To prove that G = nK  

Let us assume that e = uv, where u, v  V(G).Then the neighbourhood of u and neighbourhood of v do not have a 
common neighbour, for all u & v  V(G).  This is possible only when each vertex of G is an isolated vertex.Hence G = 

nK . 
 
Theorem 7.2:[2]  A connected graph G is Eulerian iff every vertex of G is of even degree. 

Theorem 7.3:If G is Eulerian, then NEk(G) need not be an Eulerian, if k < 





2
)(Gdiam

+1 

Observation 7.4:  A graph G is r-regular iff NEk(G) need not be a r – regular graph. 
 
Result 7.5: If G is nK2, then NE1 (nK2) = (2n) K1,(n 1) 
Proof: Let u1, u2; u3, u4; …..; un-1, un be the (pair of) vertices of nK2 respectively (n  1). 
Then N1(u1) = u2 and N1(u2) = u1, N1(u3) = u4 and N1(u4) = u3, and so on. No two vertices of nK2 have common 
neighbour.  Therefore the vertices of NE1 (nK2), u1, u2, u3, …. un are not adjacent to each other.  Hence NE1 (nK2) = (2n)K1 
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Example 7.6: Consider 4K2 

 
N1(u1) = {u2}, N1(u2) = {u1}, N1(u3) = {u4}, N1(u4) = {u3}, N1(u5) = {u6}, N1(u6) = {u5},  N1(u7) = {u8}, N1(u8) = {u7}. 
Therefore 

 

Hence NE1(nK2) = (2n)K1, n ≥1. 
 
Result 7.7: If G is a disconnected graph, NEk(G), k  1 is also a disconnected graph. 
 

Example 7.8:  If G = K3 K2 then NE1(G) = K3 2K2. 
 
Theorem 7.9:  If G is a disconnected graph containing exactly two components G1, G2 in which each is a complete 
graph of size m, then NEk(G) = Km Km, k  1. 
Proof:  Let {u1, u2, …, um} and {v1, v2,…vm} be the vertices of components G1 and G2 respectively of the graph G.  
Clearly NE1(G1) = NE1(G2) = Km, when k = 1.   
Therefore NE1(G) = NE1(G1)  NE1(G2) = Km Km.   
Hence NEk(G) = NEk(G1)  NEk(G2) = Km Km, k  1. 
 

CONCLUSION 
 
We conclude this section as follows; 
(i) a study of new graphs has been initiated.   
(ii) There is a good scope for further research on these graphs.   
(iii) Work on bounds, NP-completeness and characterization theorems are in progress.   
(iv) A study of this graph with some special graphs and different types of parameters are also possible  
(v) In future the combination of neighbourhood and distance concept may develop finding applicable in various 
fields. 
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Tourism awakens the people to strengthen the bondage of friendship, adventure and alertness among the 
tourists and strengthen their domestic contacts from state to state and country to country as well. 
Tourism is a fascinating journey which eradicates the border between two or more places and through 
this border between different states. With this, social, cultural and economic values of a country will raise 
and expand. Due to devastating scenario of Covid -19, the tourism industry has come to a grinding halt. 
This paper will discuss about the impact of Covid - 19 on tourism industry in Rajasthan and also draw 
the perception of tourists travelling in Rajasthan during Covid-19 Pandemic. It aims at defining the 
sustainable tourism. It also discusses about the post pandemic condition of Tourism industry in 
Rajasthan. The results of this study will contribute to a deeper understanding of the post-pandemic 
decisions and circumstances of tourists entering India. 
 
Keywords: Tourism, Rajasthan, Perception of tourists, Covid-19, Sustainable, Post Covid.   
 
INTRODUCTION 
 
Tourism is not only an experience gained by the tourists but also made mandatory by imposing right schedule to 
make a virtual journey. Tourism is that head of a tail through which different cultural, social and economic values 
are witnessed as a whole. Tourism industry is an industry that brings in total understanding of the nation or a 
country in real terms. In light of this, studies on COVID-19 need to shift their focus from early national and industrial 
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views to the rehabilitation of travellers' travel mentalities [1, 2, 3].  Tourism in Rajasthan would mean that tourists 
represent varied cultural heritages, crafts, cuisines and villages. Rajasthan gives a unique experiential tourism and 
alternate to the tourism to offer a break from a city life and make them know the roots of India. It has a rich tradition 
of handicrafts, festivals and cuisines. It promotes great marketing facilities in Jaipur, Udaipur, Jodhpur, Bikaner etc. 
It is not only limited to the heritage havelis but also extended to adventurous sports such as, Jeep safaris, Dirt racing, 
Quad biking etc. which targets the millennial and youth. 
 
Covid-19 is a devastating pandemic whereby citizens have been forced to adopt a renewed life for their survival and 
livelihood. Wearing masks and maintaining social distance from each other is the order of the day as per government 
instructions. It is almost nine months since the people are made to work from home (Online) sanitization following 
all precautionary measures and taking a follow up action on safety measures the government is imposing. Citizens 
must understand their role and responsibility towards the nation. Researchers have discovered that travellers may 
defend themselves by forgoing travel or exercising caution while on their route if they consider the risk of travel due 
to an outbreak to be a major hazard [4]. Sustainable tourism is the order of the day as tourism industry is now more 
focused on preventive measures starting from entry point of the gate to the exit sanitizing, delivering hygienic 
services and checking the body temperatures of the people. Tourists wearing masks on their faces face little barriers 
while entering the borders of Rajasthan but, as required health to be treated under first priority. Tourist spots have 
now been reopened for the tourists in Rajasthan such as Bapu Bazaar, Amber Fort, Moti Dungri temple in Jaipur, 
Sawariya Seth temple in Chittorgarh, Geparnath & KST in Kota  and many more. The people from various corners of 
the country and abroad shall be walking in and enjoy the richness of the tourism in Rajasthan, in particular. 
 
Tourism in Rajasthan 
Covid devastated normal lives of people in the month of December 2019 [5]. People somehow understood it, feared 
from it & took action to fight by taking safety measures with the great help of corona warriors. The foreign tourists 
number got reduced by -8.48% also the Indian tourists got reduced by 3.95% in the year 2019 (Fig 1). As soon as news 
started buzzing all around the world by March 2020, the number of foreign tourists & Indian Tourists declined by -
72.19% & -71.05% respectively. There was no Movement of travelling in month April & May. From the graph we can 
observe that there was constant increase in the total number of visitors from 2011 but in 2020 there is a steep fall of 
visitors due to Covid-19 pandemic. 
 
LITERATURE REVIEW 
 
Covid was another pandemic that spreads rapidly through contact with a tainted individual when they sniffle [6]. 
The flare up of Covid – 19 was China at that point spreading to worldwide that adds to enormous number of 
passing’s (40,598 passing’s first April 2020). To stop the spreading of this pandemic, numerous nations executed 
lockdown strategy to halt the chain of contamination for this new sickness. The author was of opinion that lockdown 
strategy has disturbed the life of billions and at the same time makes financial breakdown situation. In their article 
[7] have studied that in pandemic situation the lockdown strategy has destroyed the tourism industry across the 
country. Due to Pandemic Situation employment crisis has been created in front of 38 million people associated with 
the industry. Even before the lockdown many airlines and Travel companies had sent more than 35percent of the 
employees on leave without salary. The tourism industry had suffered a lot due to this. In their article [8] have 
studied the Covid – 19 pandemic situation that has affected people’s life in every aspect. They gave an insight that 
India stands in third place (33.1 lacks) of Covid cases after US and Brazil. The global economy was affected very 
badly with 5.2 percent in swing in global GDP and tourism industry is badly affected that has lost almost ‘five to 
seven years’ worth of growth. Studies in the sociology discipline have concentrated on the viewpoints of 
stakeholders like the government and relevant ministries and institutional elements, according to prior literature on 
the risk perception of infectious diseases [9, 10]. For getting back travel and tourism on track government has opened 
few states of tourists from 2nd June 2020 with new guidelines and strict protocols. In their article [11] have studied 
the status of Covid - 19 in Rajasthan and found the effect of the preventive measures which were taken by the 
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Government for tourists or people. They found that in Rajasthan there were around 7351 laboratory confirmed cases 
including 4061 recovered cases and 166 deaths. Although patients of all ages were affected with these disease but 
majority of them are in age group of 16 – 60 years. In these positive cases male predominance was also observed with 
M.F ratio 2.11. They also found that in Rajasthan, three districts are mostly affected by Covid – 19 in pandemic 
situation. The assessment of the impact of Covid – 19 pandemic in the tourism and hospitality industry which has 
led the global panic due to present scenario was studied by [12]. She found that present work is to analyze the future 
with few measures and fast recovery and regain of the tourism industry for the Indian economy, employment and 
business.  Tourism generates various cultural, economic and social values and it is certain that tourism activity will 
recover but it depends on the professionals in acquiring the capacity to align themselves with this new imagination 
of the world transmit values of security, authenticity, trust and respect for life and planet was studied by [13]. They 
discussed about the current scenario in tourism industry, economic effect and scenario for economic recovery, impact 
of Covid – 19 on Rajasthan tourism and what the future holds. 
The novel contributions of the paper are summarized as: 
• The Perception of Tourists who visit Rajasthan during and after Pandemic is discussed in this study.  
• The proposed Study is evaluated for outage Sustainable methods to attract tourists during Pandemic. 
• The study is further evaluated in terms of the tourists view on Government measures during Covid    19. 
 
RESEARCH METHODOLOGY 
 
Objectives 
1. To identify the perception of Tourists regarding tourism in the State of Rajasthan. 
2. To understand the tourists attitude towards Covid precautions at the time of travel 
3. To assess the tourists view on Government measures during Covid 19 
4. To find the impact of covid-19 on tourism industry  
 
Hypothesis 
H01: There is no significant difference in the perception of tourists in Rajasthan as regards to their demography. 
H02: There is no significant difference in the perception of tourists in Rajasthan as regards to the Covid precautions 
to be followed at the time of travel  
H03: There is no significant difference regarding tourist’s perception on Government safety measures in Rajasthan 
during Covid 19 pandemic  
 
RESEARCH METHODOLOGY 
 
The present research paper is empirical. The primary data was collected through questionnaire and secondary data 
through journals, articles, newspapers, reports, books, and web contents. The sample size of tourists is 100. The 
sample consisted of both foreign and domestic tourists. Convenient sampling is the sampling technique used. The 
data was analyzed through SPSS version 21 software. The Cronbach’s Alpha value for the eight items was 0.707 
which is considered as reliable and has high internal consistency. H01 There is no significant difference in the 
perception of tourists in Rajasthan as regards to their demography. 
The first objective is aligned with the hypothesis. 
 
t Test 
An independent sample t-test (Table 1) was conducted to examine gender differences in perception of tourists 
regarding tourism in Rajasthan during Covid 19 pandemic. Table 1 shows that p value is less than 0.05 for the first 
two question regarding tourists experience and more than 0.05 for visiting again. The assumption of homogeneity of 
variances was tested and satisfied via Leven’s F test F= 1.263 p= 0.264, F=14.096, p = 0.000 and F= 0.001, p = 0.977. 
There was significant difference in mean scores of both male and female tourists regarding perception of tourists in 
Rajasthan t (100) = -4.765, p = 0.000, t (100) = 4.217, p = 0.000 and t (100) = 0.000, p = 1.000. 
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ANOVA test 
Fig. 2, reveals that p< 0.005 for the experiences they faced during visit of Rajasthan, since p is less than 0.005 the null 
hypothesis is not accepted at five percent level of significance. There was significant difference in the mean scores of 
factors regarding perception of tourists of different age groups  regarding Rajasthan tourism during Covid 19 
pandemic, F (4, 95) = 7.628, p = 0.000 and F (4,95) = 3.771, p = 0.007 regarding their experiences and F (4,95) = 1.468, p 
= 0.218 regarding revisiting where p value is not significant. There was significant difference in the mean scores of 
factors regarding perception of tourists of different occupations regarding Rajasthan tourism during Covid 19 
pandemic (Fig 3), F (4, 95) =4.796, p = 0.010 and F (4,95) =6.873, p = 0.002 regarding their experiences and F (4,95) 
=0.940, p = 0.394 regarding revisiting where p value is not significant. 
 
Regarding the perception of tourists that they disliked mostly from their last travel experience in Rajasthan was 13% 
of male tourists disliked putting mask and sanitization whereas 28% of female tourists disliked about the crowded 
shopping places. 11% of males appreciated about the hospitality which is more focused on safety measures, safe food 
services and work during journey also, whereas female tourists appreciated the hospitality which is more focused on 
sanitization and safety measures. All the tourists were   eager to visit Rajasthan once again after the Pandemic. The 
Tables 1, 2 shows that there is a significant difference regarding the perception of tourists as regards to the 
demography hence the H01 is rejected.  H02 There is no significant difference in the perception of tourists in 
Rajasthan as regards to the Covid precautions to be followed at the time of travel. The second objective is aligned 
with the hypothesi An independent sample t-test was conducted to examine gender differences in perception of 
tourists regarding Covid precautions at the time of travel in Rajasthan during Covid 19 pandemic. Table 2 shows that 
p value is less than 0.05 regarding source used to book tickets and more than 0.05 for Challenging while travelling. 
The assumption of homogeneity of variances was tested and satisfied via Leven’s F test F= 9.082 p= 0.00 and F=4.568, 
p = 0.035. There was significant difference in mean scores of both male and female tourists regarding perception of 
tourists in Rajasthan t (100) = 2.314, p = 0.024 and there was no significant difference regarding most challenging 
during travelling t (100) = 0.114 p = 1.909. 
     
Table 3, reveals that p< 0.005 for the perception of tourists regarding Covid precautions, since p is less than 0.005 the 
null hypothesis is not accepted at five percent level of significance. There was significant difference in the mean 
scores of factors regarding perception of tourists of different age groups  regarding Covid precautions in Rajasthan  
during Covid 19 pandemic, F (4, 95) = 0.860, p = 0.491 and F (4,95) = 2.707, p = 0.0035. Table 4, reveals that there was 
significant difference in the mean scores of factors regarding perception of tourists regarding Covid precautions of 
different occupations in Rajasthan  during Covid 19 pandemic, F (4, 95) = 10.040, p = 0.000 and F (4,95) = 3.678, p = 
0.029. It was observed that 64% of tourists preferred to book tickets through online, 43% of tourists felt challenging to 
put masks all the time and 78% tourists prefer to stay in hotels which are hygiene with regular sanitization. The 
tables 3, 4 shows that there is significant difference regarding precautionary measures taken by the tourists during 
Covid regarding booking hotels as well as sanitization hence H02 is rejected. H03 There is no significant difference 
regarding tourist’s perception on Government safety measures in Rajasthan during Covid 19 pandemic. The third 
objective is aligned with the hypothesis 
 
An independent sample t-test was conducted to examine gender differences in perception of tourists on Rajasthan 
Government measures during Covid 19 pandemic. Table 5 shows that p value is more than 0.05 for the first and third 
questions and more than 0.05 for second question. The assumption of homogeneity of variances was tested and 
satisfied via Leven’s F test F= 3.210 p = 0.076, F=2.366, p = 0.127 and F= 0.049, p = 0.824. There was significant 
difference in mean scores of both male and female tourists regarding perception of Government measures t (100) = 
1.110, p = 0.270, t (100) = 2.637, p = 0.010 and t (100) = 1.074, p = 0.285. 
 
ANOVA test 
Fig. 4, reveals there was no significant difference in the mean scores of factors regarding perception of tourists of 
different age groups regarding Rajasthan Government safety measures taken during Covid 19 pandemic, F (4, 95) = 
0.435, p = 0.783, regarding citizens following guidelines, F (4, 95) = 1.468, p = 0.218 regarding safety measures at 
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tourist sites and F (4, 95) = 0.946, p = 0.441 regarding satisfaction of tourists where p value is not significant. Fig 5, 
reveals that there was significant difference in the mean scores of factors regarding perception of tourists of different 
occupations regarding Rajasthan Government safety measures taken during Covid 19 pandemic, F (4, 95) =8.259, p = 
0.000 regarding citizens following guidelines F (4, 95) = 4.416, p = 0.015 regarding safety measures at tourist sites and 
F (4, 95) = 7.118, p = 0.001 regarding satisfaction of tourists, where p value is significant. It was observed that 39% had 
neutral opinion regarding citizens following guidelines during Covid pandemic, 30% opined that proper safety 
measures are taking place properly at the places they visited and 34% were satisfied with the government 
precautionary measures. The Figures 4 and 5 shows that there is no significant difference regarding Rajasthan 
Government measures taken during Covid pandemic hence H03 is accepted. 
 
RESULTS AND DISCUSSION 
 
Distribution sample is gender based wherein 38% of tourists are male and 62% female. Samples are also distributed 
according to age group wherein below 20 years of age accounted for 7%, between 20-30 years 71%, between 30-40 
years 12%, and 40 to 50 years is 4% and above 50 years is 6%. Distribution of the sample as per occupation shows 
homemakers/students is 49%, employees is 48% and retired people is 3% [14]. As a part and parcel of the data 
collection the tourists have been asked certain open ended questions such as favourite places that tourists would like 
to visit, things liked most in Rajasthan, number of times visited the tourists places in Rajasthan. It was noticed that 
40% of the tourists told that their favourite place is Kota. 13% of male and 19% of female tourists liked Jaipur, 1% of 
male liked to visit Udaipur, 7% of male and 15% of female liked to visit Ajmer and 1% of male and 4% of female 
tourists liked to visit Jodhpur. It was observed that among male tourists 7% liked handicrafts, 6% camel ride, 18% 
forts, 1% museum and 6% heritage about Rajasthan. Whereas, it was observed that among female tourists 15% liked 
handicrafts, 3% cuisines, 20% forts and 2 % heritage about Rajasthan. Most of the tourists said that they have visited 
the place for the first time or less than three times due to pandemic.   
 
The tourist’s attitude has also changed as of the changing situations during pandemic [15]. When the tourists were 
asked on what basis they will select the hotel 58% of tourists preferred hygiene hotels, 32% preferred location, 7% 
preferred food services and 3% preferred interior. As per the current scenario 50% of tourists prefer to carry travel kit 
which includes sanitizer, mask, Gloves and soap, 32% prefer to carry sanitizer and mask, 17% prefer to carry 
sanitizer, soap, mask and PPE kit.  In the prevailing situation of Covid 19 the sustainable tourism is given priority. 
During the pan demonic period the general attitude of tourists has changed. Tourists are avoiding crowded places 
and are giving more priority to personal sanitation and hygiene condition [16]. The pandemic has taught that they 
cannot do business freely and making plans to keep focus on sustainable tourism. The hotels hither to have also to 
follow precautionary measures suggested by Government and adhere to Covid 19 norms which promote revival of 
tourism industry gradually [17]. Restaurants are offering take away orders to attract the customers. It is challenging 
to adopt a sustainable tourism model in tourist cities of Rajasthan to ease pressure on cities infrastructure and to 
provide qualitative tourism services. Some of the urban challenges faced by the heritage city Jaipur are garbage, 
traffic jams, dust, open urination, broken footpaths, damaged roads, stray cattle etc. In such situations for better 
sustenance initiatives by startups could promote qualitative tourism which will provide better chances for survival. 
Some of the Standard Operating procedures to be followed by hotels are to make sure that they follow hygienic 
conditions and ensure availability of sanitizers, non-contact thermometers, masks, gloves etc. Provide adequate 
isolation facilities for any tourist or staff affected by virus and also make it compulsory for staff and tourists to 
download the Aarogya Setu mobile app. The tourists also should provide their details, ID and self-declaration form 
in the reception of the hotel they stay. A rapid response team who can manage incidents effectively must be set up. 
The tourists also should be requested by the hotel staff to stay indoors and must observe social distancing to avoid 
contact [18]. 
 
In Rajasthan restaurants are offering take away food order to attract tourist’s customers. Some of the challenges 
being faced by the heritage city like Jaipur are accumulation of garbage, often occurring traffic jam, open urination 
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by pedestrians, damaged foot path and roads, gathering of stray cattle in the streets. In such a situation sustainable 
initiatives would however help promotion of qualitative tourism [19]. Some of the standard operating procedures 
should be dictated to the tourist hotels so that they can follow hygienic conditions and make available sanitizers, 
masks, gloves and other necessities required by tourists from time to time [20]. The tourist should provide details of 
their selves and sign the declaration form during their entry in the reception of the hotel. During Covid 19 pandemic 
period the hotel staff should advice the customers to stay indoors and observe social distance and avoid physical 
contact. Rajasthan is one of the rich accredited tourist centres in India. It has vibrant land scape and royal heritage 
with historic forts, palaces and age old temples and finally famous Thar Desert. Due to Covid 19 pandemic the 
tourist inflow has come down deeply. Consequently, the cab drivers lost their earnings. In Rajasthan camel rides are 
the most attractive part of tourism that has been affected badly. The impact of Covid 19 on local folk musician and 
singer who entertain tourists has also affected badly. It has been estimated that due to Covid 19 impact the local 
business has lost its earnings by 50,000 crores during the last one year. Most of the people employed in restaurants, 
hotel folk artists, guides, handicraft makers, and camel owners have lost their jobs due to Covid 19 pandemic affect. 
 
Post Covid Affect 
The footfall of tourists in the state after Covid pandemic is the highest. It has also been treated as golden week in the 
tourism sector of Raj celebrating Christmas- New Year week and the hotels and resorts have been packed with 
visitors/ tourists making hospitality sector earn fabulous revenues overcoming the revenue losses last suffered 
during Covid 19 [21]. The Covid induced restrictions are listed and the businesses are back on track as said by people 
associated with tourism and hotel industry. The flow of domestic travellers is more than foreign travellers visiting 
some of the cities such as Jaipur, Udaipur, Jodhpur and Jaisalmer and also national parks of historical nature [22].  
In Jaipur alone according to official sources, around 2.5 lakh tourists visited in a period of six days in the month of 
December, 2022. It has also been informed that as many as 11786 tourists visited Amber Fort and authorities earned a 
revenue income of thirteen lakhs so that footfall has gone high in a weeks’ time as informed by officials by 
Archaeological Department with a large number of tourists inflow visiting walled city of Jaipur, its narrow streets 
are jam packed with people and vehicles. The areas having several market places, the Hawa Mahal area and Jaipur 
city palace areas witnessed crowds of people and traffic congestions is felt often even on normal days. Added to that 
on festival days with tourists inflow the situation gets more worsened. The city of lakes Udaipur is another tourist 
centre having high tourist footfall. In November alone more than 1.8 lakh tourists visited the city which is the record 
high in 12 years as stated by an official in tourism department. During the days festive New Year Udaipur witnessed 
mass gathering on weekends. The domestic tourist inflow is very high on these two days as informed by Deputy 
Director Regional tourism Office Udaipur. To obviate the heavy tourist inflow the visiting time has been extended by 
two hours as informed by an officer by tourism department. Night tourism is also planned in Udaipur. Events such 
as Sherpa meeting of G20 countries gave a boost to the city. On these days hotels, resorts and restaurants in Udaipur 
are packed with tourists often crowds pulling is also seen as if in temples. It has good business earnings with heavy 
revenues. Apart from the above tourist sites such as Pushkar and Ranthambore are often overcrowded with tourists 
after restrictions are lifted imposed during Covid 19 pandemic. 
 
India should, first and foremost, resume responsible travel as many other nations open up. It is important to 
approach this in phases while keeping in mind thorough travel and lodging requirements. Travellers must be fully 
immunised to travel internationally because it has been noted that most nations have their citizens immunised at 
various stages. The necessity of launching rules becomes more important going forward [23]. The tourist is assured 
that his trip and stay will be at minimal danger levels by launching and adhering to protection regulations. The post-
pandemic period will see a change in destination demand as well as the emergence of newer travel arrangements, 
such as closer and shorter vacations, the requirement for safe lodging, self-guided or self-drive travel campaigns, etc. 
Customized travel will become a more popular choice among tourists in the post-Covid era as more people will 
favour private travel, boutique hotels with a specific private dining menu, and avoid crowds for social distancing 
standards [24]. In order to arouse demand in categories that may have gone undetected in the past, tourism 
businesses must reorganise their current practises. 
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Recovery in a justifiable manner is impossible without the coordination of all the agencies involved; tourism 
operators, hospitality partners, local travel agencies, and local, state, and federal governments must work together to 
ensure a uniform evolution of the tourism sector into a post-pandemic phase. There is little doubt that the tourism 
sector is moving toward a "new normal" and it is obvious that the tourism sector is moving towards a "new normal," 
and steps to operationalize the same through more permission to the traveller and offering customised travel 
involvements may be the key to quicker and more reasonable retrieval. The tourist sector also has to take notice of 
and support newer specialty tourism opportunities and promote previously underdeveloped niches like medical and 
wellness tourism, spiritual tourism, etc. 
 
Finally, new digital projects that embrace artificial intelligence, data analytics, etc. could benefit the industry 
significantly over a long period of time. Even when international tourism returns, domestic travel still plays a 
significant role in the recovery of a growing number of locations, especially those with sizable domestic markets. 
close-to-home travel and domestic tourism. One of the main travel trends that will continue to influence tourism in 
2022, according to experts, is domestic tourism. Close-to-home travel, open-air activities, nature-based products, and 
rural tourism are other major trends. Setting up and upholding safety procedures helps to reassure visitors that their 
travel and stay will be risk-free. In the post-pandemic era, travel demand will change, and new travel formats 
including shorter, speedier getaways, the need for safe lodging, self-guided or self-drive travel and accommodation, 
etc. will emerge. Therefore, in order to increase demand in previously underserved sectors, tourist groups must 
reconsider their strategic plan. Despite the global health crises, affluent earners are more likely to be concerned about 
health and hygiene issues, while low-income peers were heavily impacted by accessibility and discounting 
considerations. Normalcy is still a long way off, but as tourism slowly recovers, Indians will once again have faith 
and confidence to start travelling. The influence of COVID-19 has changed and will continue to change how people 
travel, influencing both current and upcoming travel decisions [21, 23]. The COVID-19 outbreak has given way to a 
new normal that will incorporate new ways of living and doing business. This pertains to travel and tourism and 
entails identifying and promoting fresh options for the sector, such as niche tourism, nature and wellness tourism, 
medical tourism, and spiritual tourism. Despite the fact that these options have always existed, it is now time for the 
tourism sector to use this opportunity to transform by giving a possible visitor an abundance of options. With greater 
three-dimensional space, fewer people, and a closer proximity to the natural environment, new destinations will be 
given more consideration following the COVID-19 epidemic. Locations that offer benefits like private 
accommodations, leisure areas, encouraging preservation and sanitation measures, and special features like natural 
beauty, seashore, mountain charms, or wildlife charms will draw in more visitors. To establish social distance, the 
destinations might also have the following regulations, including limiting size. The destination marketing 
Organization are now increasing tourism trends and trying to help the tour operators to revamp their tourism 
business to near normalcy through tourism trends which are discussed below in short.  
 
Bleisure Travel 
Bleisure Travel is getting popular among tourists wherein it promotes leisure activities by the tourists. These are 
business leisure trips either pre planned or it would go as job related trips through which the tourists get some 
experiences.  
Automation- Growing trend of digitalization has led the booking of tickets online making the travelling companies 
to handle the same cheaper and with that the customers are enjoying all the comforts it offers.  
Mobile booking- It is an important trend in digitalisation process. They are valuable to the business people for the 
reason of personalisation and to undertake tech-empower travels. 
Sustainable tourism- With the launch of Glasgow Declaration on Climate Action in the COP 26 UN Climate Change 
Conference the countries participated has been urged to mobilise climate action on tourism so that sustainable 
tourism practices and environmental initiatives will be implemented on priority for the resilience of the sector.  
Active Eco tourism- It has come up for implementation among people to increase awareness to boost sustainable and 
thoughtful tourism. It promotes likeness for travel with direct involvement in conservation and support to the local 
environment as well. 
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Transformative travel- This is a new travel trend and it make difference among travellers in their life styles in group 
or individually. The tour operators can make use of this trend and focus on offering usual product and services to 
tourists. 
Experience tourism- It is on the rise now days. This trend of travel promotes emotional connection with local culture 
and nature. It gives a chance to tourists to interact with locals and get more closer mingle with them, and study their 
culture and lifestyle. 
Wellness Travel-This travelling looks for enrichment in their experience for the purpose of achieving empowerment 
or maintaining the best health and sense of wellbeing during the travel time.  
Staycation - It is another trend that gained popularity during Covid 19 pandemic. In this the tourists spend holidays 
in one’s home. A day is spent for exploring local attraction and other activities. The tourists however feel secured 
and safe in their holiday environment. There will be a stream of tourist visitors during the upcoming years as 
expected. 
 
CONCLUSIONS 
 
The government should realize the difficulties of tourism agencies and take appropriate steps to bring the tourism 
back on rise. To implement sustainable tourism at grass root level a regulatory structure should be made 
compulsory. Government should encourage companies practicing sustainable tourism and help them in creating best 
practices. More promotion regarding use of masks, sanitization of hands and maintenance of social distancing 
should be strictly implemented among people at tourist spots. It is observed that awareness among the tourists and 
the travel agents is consistently growing emphasizing sustainable travel during Covid pandemic. Sustainable 
tourism to be awarded priority at grass root level and encourage the best practices i.e., use of masks, sanitization and 
maintain some social distance even after the post Covid 19 pandemic by all the tourists visiting the tourist areas. . 
Future research must be conducted by collection of available data and in consideration of other influencing factors 
there on. The research at present is confined to Rajasthan alone and yet many more tourist centres are to be explored 
in future.   
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Table 1: Independent sample t-test for perception of tourists and Gender 
 Gender Mean SD T value P value 

Travel experience you felt 
uncomfortable 

Male 
Female 

2.11 
3.05 

0.981 
0.948 

-4.765 0.000 

Travel experience you liked 
Male 

Female 
2.42 
1.48 

1.200 
0.844 4.217 0.000 

Visit Rajasthan again 
Male 

Female 
4.50 
4.50 

0.726 
0.784 0.000 1.000 

 (Source: Primary data based on questionnaire) 
 
Table 2: Perception of tourists regarding Covid precautions at the time of travel 

 Gender Mean SD T value P value 
Source used to book 

tickets 
Male 

Female 
2.37 
1.73 

1.422 
1.217 2.314 0.024 

Challenge faced while 
travelling 

Male 
Female 

2.24 
2.21 

1.076 
1.269 0.114 0.909 

(Source: Primary data based on questionnaire) 
 
Table 3 Covid precautions with reference to Age 

Source used to book tickets Age 
 Sum of Squares df Mean Square F Sig. 

Between Groups 6.112 4 1.528 0.860 0.491 
Within Groups 168.798 95 1.777   

Total 174.910 99    
Challenge faced while travelling 

Between Groups 14.442 4 3.610 2.707 0.035 
Within Groups 126.718 95 1.334   

Total 141.160 99    
(Source: Primary data based on questionnaire) 
 
Table 4:  Covid precautions with reference to occupation 

Source used to book tickets Occupation 
 Sum of Squares df Mean Square F Sig. 

Between Groups 29.998 2 14.999 10.040 0.000 
Within Groups 144.912 97 1.494   

Total 174.910 99    
Challenge faced while travelling 

Between Groups 131.209 97 1.353   
Within Groups 141.160 99    

Total 29.998 2 14.999 10.040 0.000 
(Source: Primary data based on questionnaire) 
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Table 5: Perception of tourists on Rajasthan Government measures during Covid 
 Gender Mean SD T value P value 
Citizens following 
guidelines given by 
Government 

Male 
Female 

3.63 
3.37 

1.217 
1.090 

1.110 0.270 

Proper safety measures 
at the tourist sites 

Male 
Female 

4.00 
3.39 

1.013 
1.192 

2.637 0.010 

Satisfaction regarding 
precautionary 
measures  

Male 
Female 

3.63 
3.39 

1.051 
1.136 

1.074 0.285 

 (Source: Primary data based on questionnaire) 
 

  
Figure 1 Number of Tourists visited Rajasthan 2011-
2020 (Source:  Annual Report 2019-20) 

Fig 2: Perception of Tourists and Age 
(Source: Primary data based on questionnaire) 

  
Fig 3: Perception of Tourists and Occupation 
(Source: Primary data based on questionnaire) 

Fig 4: Perception of Tourists with reference to age on 
Government measures (Source: Primary data based on 
questionnaire) 
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Fig 5: Perception of Tourists with reference to occupation on Government measures 

(Source: Primary data based on questionnaire) 
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Canine parvovirus (CPV) is a self-replicating parvovirus that causes enteritis and myocarditis in dogs. 
The present study was designed to find the potential phytocompounds from the Indian medicinal plants 
against Canine parvovirus using in silico studies. The 3D structure of phytocompounds was obtained 
using IMPPAT and PubChem database. The Lipinski rule of five for all the phytocompounds was tested 
using SwissADME. The sequence of the target protein was retrieved from the UniProt database and 
modelled using Swiss-Model. The docking studies were performed using PyRx and the results were 
analyzed using Discovery Studio2021. The phytocompoundsN-(4-butylphenyl)-5-(ethylsulfamoyl)-2-
methylbenzamide, Hispaglabridin B, Hispaglabridin A, 21alpha-Hydroxyisoglabrolide and 
Glabreneshowed very good binding affinity like -10.1, -9.8, -9.5, -9.5 and -9.4 Kcal/mol, respectively. 
Toxicity studies were done for the best-interacted phytocompounds and the results showed that the 
compounds had very less toxicity. The present study concludes that N-(4-butylphenyl)-5-
(ethylsulfamoyl)-2-methylbenzamide, Hispaglabridin B, Hispaglabridin A, 21alpha-
Hydroxyisoglabrolide and Glabrenefrom Glycyrrhiza glabra may have a potential effect in the treatment of 
infection caused by Canine parvovirus. 
 
Keywords: Canine parvovirus, Phytocompounds, Docking, PyRx, Discovery Studio, ADMET properties. 
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INTRODUCTION 
 
One of the most important pathogenic viruses in dogs is canine parvovirus 2 (CPV-2), which causes acute 
haemorrhagic enteritis and myocarditis. It's an illness that's extremely contagious and often lethal. CPV-2 was 
initially identified in 1977, and it has since become well established as an intestinal infection in dogs all over the 
world, with severe morbidity (100%) and high death (up to 10%) [1,2].The virus was given the name CPV-2 to 
distinguish it from a closely related canine parvovirus known as CPV-1 or minute virus of canine (MVC)[3]. In recent 
years, CPV-2 infections in dogs have become a global epidemic. Even in vaccinated populations, the disease has been 
documented in large numbers in dogs in India. The disease is very contagious and is transmitted from dog to dog 
through direct or indirect contact with their wastes. A number of serological and molecular diagnostic assays have 
been developed over the years for quick, accurate, and sensitive disease diagnosis. For the control of the disease, 
both inactivated and live attenuated CPV vaccines have been produced and utilised, both monovalently and in 
combination with vaccinations against other diseases. Vaccine failures have, nevertheless, occurred despite thorough 
animal vaccination [4].Initially, enteritis and myocarditis were identified as two disease entities linked to CPV-2 
infection. As a result of population immunity, the latter variety has almost vanished. Only puppies infected very 
close to birth, when their myocardium cells are still actively multiplying, develop parvoviral myocarditis. CPV-2 and 
other autonomous parvoviruses only reproduce in dividing cells[5,6,7]. In nonprotected hosts, the disease has a 
quick clinical course, with death occurring 2–3 days following the onset of symptoms[8,9]. It can afflict dogs of any 
age, although it is most frequent in pups between the ages of 6 weeks and 6 months[10]. Contact with faeces from 
infected dogs or contaminated surfaces is the most common way to contract the virus via the faecal-oral route. The 
virus primarily affects mitotically active tissues, such as lymphoid tissues, intestinal epithelium, and bone marrow, 
and also the heart in neonatal pups, once it enters the host [11,12]. 
 
In the Surat and Navsari districts of South Gujarat, a total of 73 samples had been received or collected. Using HA, 
ELISA, and PCR, 32, 33, and 35 of them were determined to be positive for CPV-2, respectively. One year later, when 
the fast test was included, 26/52 samples were determined to be positive in this test format. The prevalence of CPV-2 
was reported to be 47.94[13] percent using PCR as the most sensitive and specific assay[14].Anorexia, Depression, 
Vomiting, Profuse haemorrhagic diarrhoea, Abdominal discomfort, Cardiovascular shock, Dehydration, Pyrexia, 
Infection – resulting from leukopenia – or lowered white blood cell count, and destabilisation of the intestinal 
mucosal barrier, that enables intestinal bacteria to allow entry to systemic circulation, are all clinical signs of canine 
parvovirus. If myocardial injury occurs in extremely young patients, premature mortality and congestive heart 
failure may happen [15].  
 
A high-throughput screening technique based on the cytopathic effect (CPE) was utilised to screen CPV inhibitors 
from an FDA-approved pharmacological library. 7 out of 1430 evaluated medicines were identified to have >50% 
CPE inhibition after two rounds of screening. Absolute PCR quantification and indirect immunofluorescence assays 
were used to analyse three medicines with better anti-CPV effects in F81 cells: Nitazoxanide, Closantel Sodium, and 
Closantel (IFA). All three medications had dose-dependent inhibitory activity[16].The essential oil and aqueous 
extracts of Mentha spicata L. (Lamiaceae) [17] and Isatis tinctoria L. (Brassicaceae) [18] were found to be effective 
against Porcine Parvovirus (PPV). Antiviral herbs, astringent herbs, and mucosal support supplied by mucilaginous 
herbs may help dogs having parvoviral enteritis. When herbs are given to vomiting dogs, they must be given by 
enema. Canine Parvovirus proliferation was reduced in vitro by African plants Bauhinia thonningii, Bosweliadalzielii, 
Detarium senegalensis, and Dichrostachys glomerata[19].In the present study, the Indian medicinal plants such as Aegle 
marmelos, Aloe vera, Artocarpus integrifolia, Camellia sinensis, Curcuma longa, Cyperus rotundus, Euphorbia hirta, 
Glycyrrhiza glabra [20] were taken to find the potential phytocompounds from the Indian medicinal plants for the 
treatment of Canine parvovirus. 
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MATERIALS AND METHODS 
 
Ligand Selection 
Using literature and IMPPAT database[21]around 360 phytochemical compounds were selected from the different 
Indian medicinal plants like Aegle marmelos, Aloe vera, Artocarpus integrifolia, Camellia sinensis, Curcuma longa, Cyperus 
rotundus, Euphorbia hirta, Glycyrrhiza glabra [20]. The 3D structures of these compounds were retrieved from the 
PubChem database [22]and using SwissADME[23]andthey were subjected to test Lipinski Rule of Five. From the 
results, 304 compounds obeyed Lipinski Rule of Five and these compounds were taken for the study.   
 
Target Protein Selection 
The sequence of target protein Capsid protein VP2 from Canine parvovirus was taken from UniProt database [24].It 
was modelled using SWISS–MODEL [25]to predict the 3D structure of target protein and the best model was taken, 
evaluated using SAVES online server [26] and the Ramachandran plot was taken. The modelled 3D structure of 
target protein Capsid protein VP2 was prepared using Discovery Studio 2021 for in silico docking studies.   
 
Docking Studies 
Docking studies for the target protein Capsid protein VP2 and the phytocompounds (ligands) were done using PyRx 
0.8 software [27]. The target protein was further prepared for docking studies using this software. All the ligands 
were uploaded using Open Babel option in the PyRx 0.8. The grid was generated and the docking studies were 
performed using Vina wizard option in the PyRx 0.8. The values of binding affinity were saved in XL file. The results 
were analyzed using Discovery Studio 2021 and the 2D and 3D docked images were taken. In the results, the lowest 
binding affinity indicates good result.  
 
ADMET and CYP Properties 
ADMET and CYP properties were tested for all the best-interacted phytocompounds using SwissADME[23].Lipinski, 
BBB (Blood - Brain Barrier), HIA (Human Intestinal Absorption), PGP (P-glycoprotein), XLogP3, TPSA (Topological 
Polar Surface Area), LogS, Fraction Csp3, Rotatable bonds, CYP enzyme inhibitor properties, Skin permeation and 
Bioavailability score were evaluated for all the best-interacted compounds. 
 
RESULTS AND DISCUSSION 
 
Ligand Selection 
All the phytocompounds were collected from IMPPAT database and the 3D structure of ligands (phytocompounds) 
were retrieved from the PubChem database. Lipinski rule was checked for all the phytocompounds using 
SwissADME. ofwhich, 304 compounds passed Lipinski rule of five and these compounds were taken for further 
study.  
 
Target Selection 
The sequence of target protein Capsid protein VP2 from Canine parvovirus was taken from the UniProt database 
and the UniProt ID for this target protein is P61826. Further, it was modelled using SWISS–MODEL and the best 
model was taken. The template for this target protein Capsid protein VP2 is 4DPV and the sequence identity is 
98.29%. Moreover, the best modelled target protein was evaluated using Ramachandran plot in the SAVES online 
server. From the results, 87.2 % of residues were located in the most favoured regions and it confirms that the 
predicted model is good. The Ramachandran plotof the modelled target protein is shown in Figure 1. 
 
Docking Studies 
Docking studies were done for the phytocompounds from the different Indian medicinal plants and the target 
protein Capsid protein VP2 using PyRx 0.8 software to find the potential inhibitors for Canine Parvovirus. For this, 
304 phytocompounds which is passed Lipinski Rule of Five were subjected to interact with the target protein. The 
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results were analyzed using this software and Discovery Studio 2021 and binding affinity value was noted. In which, 
10 compounds showed very binding affinity with the target protein. Further, the Synthetic drug Nitazoxanide was 
also taken to find the interaction with the target protein. All the docking results are shown in Table 1. The 2D and 3D 
interactions of phytocompounds and Synthetic drug Nitazoxanide with the target protein are shown in Figure 2-
8.From the results (Table 1), among other compounds, 10 compounds showed very good results with the target 
protein. Of which, the phytocompound N-(4-butylphenyl)-5-(ethylsulfamoyl)-2-methylbenzamideshowed very good 
binding affinity (-10.1 Kcal/mol) with the amino acid residue ARG 408 of the target protein Capsid protein VP2. The 
phytocompound Hispaglabridin B also gave very good binding affinity of -9.8 Kcal/mol with the amino acid residues 
ARG313, PRO289 and ILE330. The binding affinity -9.5 Kcal/mol was observed between the phytocompound 
Hispaglabridin Aand the amino acid residues VAL316, ILE330, ILE325, PRO289, ARG313 and VAL308 of target 
protein. Similarly, the phytocompound 21alpha-Hydroxyisoglabrolide has binding affinity of -9.5 Kcal/mol with 
amino acid residues GLN365, TYR409, TRP414 and the phytocompound Glabrene has -9.4 Kcal/mol binding affinity 
towards the amino acid residues GLU327, PRO289, ILE325, ARG313, ARG314, VAL308 of the target protein. Besides, 
the binding affinity of the Synthetic drug Nitazoxanide with the target protein was -7.3 Kcal/mol and the interacted 
the amino acid residues were ILE330, ILE325, PRO289, PHE290, ASN292, VAL308, ARG313 and ARG314. Thus, in 
the results of the present study, all the phytocompounds showed very good binding affinity when compared to the 
Synthetic drug Nitazoxanide. Of which, the phytocompounds N-(4-butylphenyl)-5-(ethylsulfamoyl)-2-
methylbenzamide, Hispaglabridin B, Hispaglabridin A, 21alpha-Hydroxyisoglabrolide and Glabrolide showed the 
highest binding affinity among the other phytocompounds.  
 
Further, in the previous study, tannic acid from Terminalia arjuna binds to viruses with high affinity and prevents 
virus-host cell interaction [28]. The bark of S. brasiliensis shows biological activity against the influenza A virus [29]. 
Dengue virus serotypes 1 and 3 were resistant to the compounds astragaloside II, astragaloside III, and astragaloside 
IV. The selectivity index for these drugs was also found to be high, indicating that they had minimal host cell contact 
[30]. Aerial portions of North western Algeria Ajuga extract exhibited promising antiviral activity against Coxsackie 
virus type B-3 (CVB-3) [31]. A recent study reported that the anti-HIV and anti-herpes simplex virus properties of 
ajoene and allicin derived from Allium sativum, respectively, have been demonstrated [32]. Glycyrrhizin, derived 
from the Glycyrrhiza glabra plant, is more efficient in regulating viral replication and can be used as a prophylactic 
measure; it was also used to inhibit the SARS coronavirus from replicating. Gossypol, a phenolic molecule with 
antiviral effects against enveloped viruses such as HIV-1, HSV-2, influenza, and parainfluenza, was the main 
pigment in cotton seed. Casuarinin, a hydrolyzable tannin isolated from the Terminalia arjuna bark, has antiviral 
activity against herpes simplex type 2 viruses (HSV-2), and sesquiterpene cumarines isolated from the oligo-gum 
resin of Ferula asafoetida have antiviral activity against herpes simplex virus (HSV) and influenza A viruses Similarly, 
in the present study, the phytocompounds N-(4-butylphenyl)-5-(ethylsulfamoyl)-2-methylbenzamide, 
Hispaglabridin B and Hispaglabridin A from Glycyrrhiza glabra showed very goodbinding affinity with the target 
protein Capsid protein VP2.  
 
ADMET and CYP Properties 
In the present study, ADMET properties were tested for the best interacted phytocompounds and Synthetic drug 
Nitazoxanide using SwissADME and the results were tabulated (table 2). From the results, all the best interacted 
phytocompounds obey Lipinski rule of five including Synthetic drug Nitazoxanide. Most of the compounds did not 
cross Blood – Brain Barrier (BBB) and had high Intestinal Absorption (HIA). Many phytocompounds predicted to be 
effluated from the CNS by P-glycoprotein. Among the 10 compounds, XLogP3 value of 5 compounds were within 
the range (between −0.7 and +5.0). TPSA (Topological Polar Surface Area) and Log S value of all the compounds were 
within the limit. And the Fraction Csp3 value of all the phytocompounds were not less than 0.25. Rotatable bonds of 
all the compounds were within the limit.  
 
From the results of the Boiled Egg image of the phytocompounds (Figure 9), the compounds Shinpterocarpin 
(PubChem CID: 10336244), Glabrene (PubChem CID: 480774), Hispaglabridin B (PubChem CID: 15228661) and 
Hispaglabridin A (PubChem CID: 442774) are located in the Egg-yolk region, which means the compounds are 
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passively absorbed by the gastrointestinal tract and can also permeate through the blood-brain barrier. And the 
compounds A884715 (PubChem CID: 17751012), Glabrolide (PubChem CID: 90479675), 21alpha-
Hydroxyisoglabrolide (PubChem CID: 101280184) and N-(4-butylphenyl)-5-(ethylsulfamoyl)-2-methylbenzamide 
(PubChem CID: 35014041) are located Egg-white region, which means they are passively absorbed by the 
gastrointestinal tract but cannot permeate through the blood brain barrier. Moreover, the compounds 11-
Deoxoglycyrrhetinic acid, Glabrolide, Hispaglabridin A and N-(4-butylphenyl)-5-(ethylsulfamoyl)-2-
methylbenzamideare predicted not to be effluated from the central nervous system by the P-glycoprotein. And the 
compounds Shinpterocarpin, Glabrene, Hispaglabridin B, 21alpha-Hydroxyisoglabrolide and A884715 are predicted 
to be effluated from the central nervous system by the P-glycoprotein. 
 
In the results of CYP properties (Table 3), the most of the compounds does not inhibit the CYP450 enzymes and does 
not give any adverse reactions. N-(4-butylphenyl)-5-(ethylsulfamoyl)-2-methylbenzamide, Hispaglabridin B and 
Glabrene inhibits all the CYP enzymes, Hispaglabridin A inhibits CYP2C19, CYP2C9 and CYP3A4. The value of log 
Kp (Skin Permeant) is good for all compounds and A Bioavailability Score (ABS) is good for the most of the 
compounds. 
 
CONCLUSION 
 
In the present study, the phytocompounds from differentIndian medicinal plants and the target protein Capsid 
protein VP2 were subjected for in silico docking analysis to find the potential inhibitors for Canine Parvovirus. In 
which, 54 phytocompounds showed good results when compared to the Synthetic drug Nitazoxanide. Among them, 
10 compounds showed very good binding affinity with the target protein. Of which, the phytocompounds N-(4-
butylphenyl)-5-(ethylsulfamoyl)-2-methylbenzamide, Hispaglabridin B, Hispaglabridin A, 21alpha-
Hydroxyisoglabrolide and Glabrene showed the highest binding affinity among the other phytocompounds. Further, 
toxicity studies were also done for the 10 best-interacted phytocompounds and the results showed that the 
compounds had very less toxicity.Hence, the present study concludes that the phytocompounds N-(4-butylphenyl)-
5-(ethylsulfamoyl)-2-methylbenzamide, Hispaglabridin B, Hispaglabridin A, 21alpha-Hydroxyisoglabrolide and 
Glabrene from Glycyrrhiza glabramay give a potential effect in the treatment of infection caused by the Canine 
Parvovirus. 
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Table 1: Interaction of phytocompounds with the target protein Capsid protein VP2 

S. 
No. 

Pub 
Chem 
(CID) 

Compound Name 
Plant 
Name 

Binding 
Affinity 

(Kcal/mol) 

No. of 
bonds 

Interacting 
residues 

Bond 
length 

(Å) 

1 35014041 
N-(4-butylphenyl)-5-
(ethylsulfamoyl)-2-
methylbenzamide 

Glycyrrhiza 
glabra 

-10.1 2 
ARG408 
ARG408 

2.94 
2.86 

2 15228661 Hispaglabridin B 
Glycyrrhiza 

glabra -9.8 4 

ARG313 
ARG313 
PRO289 
ILE330 

4.97 
5.04 
4.89 
5.04 

3 442774 Hispaglabridin A 
Glycyrrhiza 

glabra -9.5 9 

VAL316 
ILE330 
ILE330 
ILE330 
ILE325 
PRO289 
ARG313 
ARG313 
VAL308 

5.41 
4.92 
5.04 
5.33 
5.35 
4.30 
2.64 
3.57 
4.91 

4 101280184 21alpha-Hydroxyisoglabrolide 
Glycyrrhiza 

glabra 
-9.5 3 

GLN365 
TYR409 
TRP414 

1.25 
2.58 
3.59 

5 480774 Glabrene 
Glycyrrhiza 

glabra -9.4 11 

GLU327 
PRO289 
ILE325 

ARG313 
ARG313 
ARG313 
ARG314 
ARG314 
ARG314 
VAL308 
VAL308 

2.66 
3.50 
3.99 
4.45 
5.08 
5.27 
5.33 
3.31 
4.11 
3.83 
4.90 

6 225689 beta-Amyrenol Euphorbia 
hirta 

-9.3 8 

TYR451 
TYR451 
TYR451 
PRO480 
TYR338 

3.51 
3.82 
5.10 
5.28 
3.74 
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TYR338 
PRO356 
PRO356 

4.90 
4.19 
5.27 

7 17751012 A884715 Glycyrrhiza 
glabra -9.3 1 MET331 3.46 

8 10336244 Shinpterocarpin Glycyrrhiza 
glabra 

-9.2 5 

PRO289 
PRO289 
LEU287 
ILE330 

MET331 

4.64 
5.34 
3.70 
4.79 
2.78 

9 12305517 11-Deoxoglycyrrhetinic acid Glycyrrhiza 
glabra 

-9.2 2 ARG332 
THR281 

2.22 
2.63 

10 90479675 Glabrolide 
Glycyrrhiza 

glabra 
-9.1 1 ARG408 2.29 

 
Synthetic Drug 

 

11 41684 Nitazoxanide __ -7.3 10 

ILE330 
ILE325 
PRO289 
PHE290 
ASN292 
VAL308 
ARG313 
ARG314 
ARG314 
ARG314 

4.84 
3.70 
4.15 
2.92 
2.01 
4.86 
5.43 
2.77 
2.75 
4.91 

 
Table 2: ADMET Properties of Phytocompounds 
 
 
S. 
No. 

PubChem 
(CID) 

Compound Name Lipinski BBB HIA PGP- XLOGP3 
TPSA 
(Å) 

Log S 
(ESOL) 

Fraction 
Csp3 

Rotatable 
Bonds 

1 35014041 
N-(4-butylphenyl)-5-
(ethylsulfamoyl)-2-
methylbenzamide 

Yes No High Yes 4.33 83.65 -4.64 0.35 9 

2 15228661 Hispaglabridin B Yes Yes High No 5.17 47.92 -5.76 0.36 1 
3 442774 Hispaglabridin A Yes Yes High Yes 5.82 58.92 -6.05 0.36 3 

4 101280184 
21alpha-
Hydroxyisoglabrolide Yes No High No 4.78 83.83 -5.86 0.87 0 

5 480774 Glabrene Yes Yes High No 3.64 58.92 -4.44 0.87 0 
6 225689 beta-Amyrenol Yes No Low Yes 9.15 20.23 -8.25 0.93 0 
7 17751012 A884715 Yes No High No 5.49 74.6 -6.15 0.87 1 
8 10336244 Shinpterocarpin Yes Yes High No 3.56 47.92 -4.45 0.3 0 

9 12305517 
11-
Deoxoglycyrrhetinic 
acid 

Yes No Low Yes 7.49 57.53 -7.32 0.9 1 

10 90479675 Glabrolide Yes No High Yes 5.86 63.6 -6.44 0.87 0 
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Synthetic Drug 

 
11 41684 Nitazoxanide Yes No Low Yes 2.04 142.35 -3.02 0.08 6 
Note: Obey Lipinski: Yes means 0 violation; good, BBB (Blood - Brain Barrier): Yes means good, HIA (Human 
Intestinal Absorption): High means good, PGP- (Molecules predicted not to be effluated from the CNS by P-
glycoprotein): Yes means good, Lipophilicity:XLOGP3 value between −0.7 and +5.0 means good, Polarity: TPSA 
between 20 and 130 Å 2 means good, Solubility: Log S value not higher than 6 means good, Saturation (Fraction 
Csp3): Fraction of carbons in the sp3 hybridization not less than 0.25 means good, and Flexibility (Rotatable bonds): 
No more than 9 rotatable bonds means good. 
 
Table 3: CYP properties of phytocompounds 

S. 
No

. 

Pub 
Chem 
(CID) 

Compound Name 
CYP1A2 
inhibitor 

CYP2C19 
inhibitor 

CYP2C9 
inhibitor 

CYP2D6 
inhibitor 

CYP3A4 
inhibitor 

Log K p 
(Skin 

permeation) 
(cm/s) 

A 
Bioavail
ability 
Score 
(ABS) 

1 35014041 
N-(4-butylphenyl)-5-
(ethylsulfamoyl)-2-
methylbenzamide 

YES YES YES YES YES -5.51 0.55 

2 15228661 Hispaglabridin B YES YES YES YES YES -5.01 0.55 
3 442774 Hispaglabridin A NO YES YES NO YES -4.56 0.55 

4 101280184 
21alpha-

Hydroxyisoglabrolide NO NO NO NO NO -5.86 0.55 

5 480774 Glabrene YES YES YES YES YES -5.68 0.55 
6 225689 beta-Amyrenol NO NO NO NO NO -2.41 0.55 
7 17751012 A884715 NO NO NO NO NO -5.27 0.85 
8 10336244 Shinpterocarpin YES YES NO YES YES -5.74 0.55 

9 12305517 
11-

Deoxoglycyrrhetinic 
acid 

NO NO NO NO NO -3.77 0.85 

10 90479675 Glabrolide NO NO NO NO NO -5 0.55 
Synthetic Drug 

11 41684 Nitazoxanide NO YES NO NO NO -6.73 0.55 
 
Note: Yes means the compound inhibits the CYP450 enzymes and gives unanticipated adverse reactions; No means 
the compound does not inhibit the CYP450 enzymes and does not give any adverse reactions; The more negative the 
log K p, the less skin permeant is the molecule; ABS 0.55 means it passes the rule of five; 0.17 means it fails the rule of 
five. 
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Figure 1: The Ramachandran plot for the modelled target proteinCapsid protein VP2 
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Figure 2: The 2D interaction of phytocompound N-
(4-butylphenyl)-5-(ethylsulfamoyl)-2-
methylbenzamide with the target protein. 

Figure 3: The 3D interaction of phytocompound N-(4-
butylphenyl)-5-(ethylsulfamoyl)-2-methylbenzamide 
with the target protein. 

  

Figure 4: The 2D interaction of phytocompound 
Hispaglabridin B with the target protein. 

Figure 5: The 3D interaction of phytocompound 
Hispaglabridin B with the target protein. 

  
 
  

Figure 6: The 2D interaction of phytocompound 
Hispaglabridin A with the target protein. 

Figure 7: The 3D interaction of phytocompound 
Hispaglabridin A with theTarget protein. 
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Figure 8: The 3D interaction of Synthetic drug Nitazoxanide with the target protein. 

 
Figure 9:ADMET - Boiled Egg image of best phytocompounds 
Note: 
BBB: Points located in BOILED-Egg’s yolk are molecules predicted to passively permeate through the blood-brain 
barrier. 
HIA: Points located in BOILED-Egg’s white are molecules predicted to be passively absorbed by the gastrointestinal 
tract. 
PGP+: Blue dots are for molecules predicted to be effluated from the central nervous system by the P-glycoprotein. 
PGP-: Red dots are for molecules predicted not to be effluated from the central nervous system by the P-
glycoprotein. 
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Inflation, represented as a percentage, is the surge in the economy’s average pricing levels for products and 
services, over a time span.  It is characterized as a decrease in a currency’s purchasing power.  It  expresses  
how  a  unit  of  money  purchases  less  than  in  previous  time periods. The economy’s agents demand a 
constantly changing collection of commodities and services. Inflation considers the overall impact of price 
increase on such a heterogeneous group, allowing for a unified representation. As the value of the currency 
diminishes, the price shoots up, resulting in the purchase of fewer goods.  Additionally, it raises the expense of 
living. Consequently, the economy’s growth rate is slowing down. Inflation occurs when the money supply of 
an economy surpasses the economic growth. To address and regulate this, the monetary authorities use 
quantitative  and  qualitative  measures  to  monitor  the  amount  of  money  supply  and  keep inflation under 
control, ensuring the economy’s effective functioning. India,  like  many  other  countries  throughout  the  
world,  wants  to  maintain  rapid  economic growth  and  development  while  keeping  inflation  at  minimal  
levels.  Though, inflation and growth are believed to advance negatively, phases of trends for the same has 
been observed to be positive in the Indian scenario, more so in the recent times. The latter aspect being a case 
of stagflation. Many economists currently believe that inflation is undesired and should be avoided at all costs. 
They advocate for policy as well as organizational improvements ensuring meagre inflation.  An approachable 
idea is to create autonomous centralized banking structure with an explicit objective to ensure inflation in a 
predetermined frame, which is commonly characterized as suitable with price stability. In this paper, an 
attempt has been made to investigate the connection involving inflation and growth with regards to Indian 
economy. Furthermore, an attempt has been made to examine the causes as to why the anomaly is occurring? 
 
Keywords: Economic growth rate, Money Supply, Inflation, Effect, correlation. 
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INTRODUCTION 
 
From  generations  economists  were  trying  to  answer  one  particular  question,  “What  causes  the change in the 
price level, or the value of money?” in other words, they wanted to look at what caused inflation in the economy. 
Celebrated economists like Fisher, Marshall, Pigou, Keynes, Patinkin and Friedman believed that Quantity Theory of 
Money (QTM) provides explanation as to how level of price differs. There exists an inverse linkage connecting the 
value of money and price level.  As the price level increases, the purchasing power of money, which is referred as 
value of money decreases and vice versa.   John M.  Keynes  in  his  “A  Tract  on  Monetary  Reforms  (1923)”  
provided  that, economic agents desire to have some level of purchasing power to finance everyday transactions. 
Power to purchase (or the demand for money) depends partly on their taste and preferences, and partly on their 
wealth.  People’s desire to keep money is based on these factors. Two consumption units are used to measure the 
money demand. A consumption unit is expressed as a basket of standard articles of consumption. When the 
equation is n = pk, K would be the amount of consumption units in the form of cash, n would be money being 
circulated, and p being price for units of consumption. If ‘K’ remains constant, an increase in ‘n’ will result in 
corresponding rise of ‘p’. 
 
Stability of prices is a necessary prerequisite for both economic stability and growth. Price fluctuations, on the other 
hand, generate an environment of unpredictability that is not beneficial to progress. When prices grow gradually 
over a long period of time, national income and wealth are redistributed. As a result, the  impoverished  are  placed  
in  an  unfavorable position,  which  has  an  impact  on  demand  patterns.  In a market economy, manufacturers 
carefully consider the demand for their products before making decisions. As a result, whatever pricing changes 
occur, they will have an impact on output. Now, we will see the Inflation trends experienced by the Indian economy 
from the onset of 1950s to the current time period. Since the beginning of the mid-1950s till date, there has been an 
unceasing upsurge in the price level in the Indian economy. The price rise has been impulsive throughout the period. 
As long as  the  rise  do  not  create  adversities,  the  agents  in  the  economy  are  unaffected.  The  hassle 
commences  when  the  people  experience  the  decline  in  the  real  income  along  with  the increasing rate of rise in 
the price levels. 

 
Source: World Bank Data Base. 
 
Analysis 
Though the decade of 1950s experienced moderate levels of inflation, the price levels were a bit turbulent. But in the 
succeeding years, inflation started taking its toll over the economy. The standard level of inflation was about 6.2%. 
This was mostly as a consequence of the two wars  (China-India  War  of  1962-67  and  Indo-Pak  War  of  1965),  two  
droughts,  and  terrible agrarian  production,  unimposing  manufacturing  improvement,  static  savings  rate.  The 
first three years of 1960-63 experienced a 3% level of inflation. The forthcoming years from 1964-65 to about 
seventeen more witnessed a general rise in price level at an average of 9.5% on a yearly basis. As in 1964-65 and 1965-
66, the economy experienced 13% and 8% respectively. After the war period, it became worse as the inflation 
towered to about 16% in 1966-67. The four years covering the time frame of 1964-65 to 1967-68, the economy 
witnessed a price rise of 11% at an annual scale. Nevertheless, the next three years succeeded with a modest rise in 
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the prices. In 1968-69, the economy witnessed a revival due to agricultural hike, with a -0.91% inflation. And by 1969, 
14 banks were nationalized, mainly for the government funding, money supply would naturally see an enormous 
build in the following years, and so would inflation. Despite  the  fact  that  the  decade  of  1960s  detected  the  
volatile  price  levels,  the  following decennium  was  more  unpleasant  and  distressing  for  the  Indian  economy.  
The  Indian economy  underwent  the  stage  of  hyper-inflation  from  1971-72  to  19754-75.  Adding to the woes of 
1960s, the years of 1970s experienced agricultural shrink and oil shocks, this in turn raised that price levels at a 
startling proportion. It was disastrous and dreadful when the inflation remained static with 20%-30% from late 1973 
to late 1974. This was attributed to the oil crisis of 1973 as well. At a point of time in 1974, inflation reached to an 
alarming level of 33.3%. Despite the average rate of inflation being 16.3% during this period, in 1974-75 the rate of 
price rise hit a 25.2% high. The increase in the oil prices due to the oil shocks in 1979 affixed to the already 
downtrodden economy, along with the severe drought, witnessing an inflation about 17.1% in 1979-80.   
 
Then the arrival of the years of 1980s, brought along with it the inflationary pressures from 1970s. The inflation in 
1980-81was about 18.2%, this was majorly due to monetary expansion, even when the forex reserves was getting 
diminished due to the oil shocks, severe droughts; making the broad money grow at 18.5%. The government’s fiscal 
deficit also was a significant reason for the rise in inflation. For about six years in 1980s the inflation rate on an 
average was around 7%. Only during the years of 1982-83 and 1985-86, did the inflation drop to a 5% level. This was 
mostly due to the agricultural production. In 1987-88, the agricultural output became sluggish due to droughts. In 
general, during the 1980’s the economy went through an average of 8% inflation. This  decade  saw  the  vicious  
cycle  of  rising  fiscal  deficit,  high  monetary expansion  and  increasing  inflation.  During the period of 1980s, there 
was no respite from inflation. 
 
The decade of 1990’s in India went through a series of reforms- LPG (liberalization, privatization, and globalization). 
1990-91 the inflation shot up to a double-digit mark of 10.2%, this was due to the shocks on oil and other imports 
goods as a result of the gulf war. In 1991, the Indian Rupee depreciated at 11%. The rate of inflation increased to a 
level of 13.7%. Then for the later year of 1992-93, prices increased at an average rate of 10.1%. There existed an 
average annual increase in prices of about 11.96% during the first three years of the post-reform period.  This  
upswing  towards  a  double-digit  inflation  which  caused  a  grave  concern  was mainly due to an increase in 
administrative prices, and a hefty fiscal deficit. Along with that, India’s trade with the rest of the world led to 
inflationary impacts for the initial years of 1990s. Increase in prices of food crops and oil-based commodities added 
to the inflation. Due to low forex reserves, imports couldn’t be sought for. The first half of 1990s, experienced a 
distressing and frightening rise in inflation. Contrary to it, the second half of the 1990’s underwent some noteworthy 
reversions with regards to inflation.  The average level of inflation was around 5.3%.  The  inflation  rates  for  the  
periods  of  1995-96  and  1996-97  was  brought  down  to  the levels of 8% and 4.6% respectively. But again. The end 
of 1998 saw a rise to 8.8% owing to the steep rise in price of primary products. Surprisingly, two months later, the 
inflation rate underwent a decline, with it being 2.9% in the onset of 2000. Inflation decreased to a favourable rate 
during the years of 1996-2000. This basically happened due to the prudent monetary management of the RBI, 
decrease in the food inflation, world inflation started easing, and the Indian rupee depreciated at a lower rate of 4%, 
agricultural output was in surplus, the increase in forex reserves, the domestic supply constraint was covered by 
imports. 
 
The acceptable and comfortable level of inflation initially continued on the onset of the new era as well. The average 
inflation of 2000-08 was 5.4%. But 2008-09 went through an upsurge due to the Global Financial Crisis (GFC). In spite 
of the suitable economic conditions, the rise in the administered prices of the petroleum products in 2000-01 
influenced the rise in inflation of 7.27%. The inflation in the year 2001-02 was 3.6% and in the year 2002-03 was 3.6%, 
even though there were droughts, political tensions, international disputes, increasing oil prices. The agrarian 
production and output bloom helped in this aspect.  But from 2003 to 2005, the inflation rose in a steady manner, due 
to the increasing oil prices, ores, etc.; inflating the prices of agricultural products as well. But again in 2005-06 due to 
the toughening and restraints of the monetary aspects by the RBI, inflation level declined to 4.4%. Again in 2006-07, 
due to the oil price hike, the inflation rose up. Then in 2007-08, the prices of food products increased, increasing 
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inflation. And in 2008-09 prices started experiencing volatility, measuring the most inflated situation of the 
decennium. The inflation during this period was 8.4%, which subsided with the declining commodity prices and 
crude oil prices from the commencement of the GFC. The average inflation of the decade of 2008-09 was 5.4%. 
Between 2008-13, inflation averaged 10.1% due to rise in prices of oil and so on. Drought of 2009, despite having an 
agricultural stock created inflation of other food items.  The Government announced several stimulus packages in 
2008-09, which also increased fiscal deficit, again increasing prices. The year of 2009-10 set off with a low headline 
inflation of 1.3% in early months of 2009, which moved to negative zone in the middle of 2009, but it increased faster 
in the early stages of 2010 to about 11%.   
 
The year 2010-11 sought persistent levels of inflation of around 9.6% resulting from sharp rise in food prices from 
uncertain rainfall, rise in prices of non-food commodities, etc. The inflation reached to 9.7% and then came down to 
6.6% in the year 2011 and 2012 respectively. Then the Indian rupee depreciated, and the prices of commodities in the 
world also increased. In mid of 2012, inflation reached double digits.  The inflation during 2012 was 9.31%.  The 
inflation during 2013 was 11.06%. The inflation during 2014 was 6.65%. The inflation during 2015 and 2016 was 
4.91% and 4.95% respectively. The inflation during 2017, 2018 and 2019 was 3.33%, 3.95%, and 3.72% respectively.  In 
2017-2018 and 2018-19, the CPI based core inflation increased from 4.6% to 5.8%. From the end of 2018 to the initial 
phases of 2019, it decreased to 4.5%. Refined core inflation tracked core inflation closely, averaging 5.7 percent in 
2018- 19 compared to 4.6 percent in 2017-18 and 4.8 percent in the first half of 2019.  The rate of inflation during 2020 
was 6.62%. This can be attributed to the demand glut of various goods and services. And, the shrinking of the 
economic activity, decrease in investments, stagnation of savings, due to the unfortunate Covid-19 pandemic. The 
RBI, projected the inflation of India in 2021-22 to be 5.3%. 
 
REVIEW OF LITERATURE 
 
Stanley  Fischer  (1993)  via  the  application  regression  of  growth  accounting,  detected  the channels  by  means  
of  which  economic  growth  is  impacted  by  macro-economic  variables.  It tries to analyse the relationship between 
them, and also among the macroeconomic variables and  changes  in  both  the  productivity,  residual,  or  supply  of  
factors.  Utilizing the aspects of panel regressions and cross-section data, growth is depicted to be negatively 
associated with inflation. The recommendations that causation runs from inflation to growth is given. Capital 
accumulation and productivity growth are negatively related to inflation. The growth rate of the capital stock 
diminishes by 3.7% points when the rate of inflation upsurges by 100% points. The  decrease  in  the  rate  of  
productivity  growth  of  1.8%  is  experienced  by  the  escalation  in inflation rate by 100%. Some few unique 
occurrences also suggest that for high growth there exists no necessity for minimal inflation and minute deficits, and 
the fact that sustained growth is not coherent with sharp inflation. 
 
Paul S., C.  Kearney and K.  Chowdhury  (1997)  Using  Granger  causality,  researchers examined the direction of 
link and causation among inflation and economic development using data  from  over  70  nations  from  1960  to  
1989.  They discovered that the relationship among inflation and economic growth differed by country. 26 nations 
had a one-way link, 28 countries had a negligible relationship, and the remaining 16 countries were interdependent. 
The working group also concluded that the concept of low inflation for boosting growth was not universal, with 
industrial countries benefiting more than underdeveloped countries. 
 
Veni and Choudhury (2007) From1981-82 to 2004-05, the author looks at the link between growth (GDPFC) and 
inflation rate (WPI).  The Granger Causality test is used to determine whether they are causally related. Co-
integration between the variables is tested using the Engle Granger two-step co-integration process. During the 
research period, a causality test revealed that in India, growth and inflation were unrelated.  The findings of the co-
integration test indicated that the two variables of inflation and growth are unrelated. As a result, there is no long-
term connection. It was also determined that, because economic growth is unrelated to inflation,  quickening  of  
growth  should  remain  one  of  the  nation’s  top  economic  priorities indefinitely.  Inflation can occur as a result of 

Venkatesh et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

57002 
 

   
 
 

both supply and demand side variables. Aside from these, monetary and foreign issues may also contribute to 
inflation. According to the conditions, the government must take prompt action to reduce inflation in order to 
maintain economic stability. 
 
Salian and Gopakumar (2011) took the period of study for the Indian economy form 1972- 2008, using annual data.  
The variables taken were the Wholesale Price Index measure of inflation and the Gross Domestic Product growth 
rates. The paper tries to examine the relation between the inflation rates and economic growth, and the nature for the 
same. With the use of co-integration  and  Error  Correction  Models  (ECM),  the  objective  for  short-run  and  long-
run were  found.  According  to  the  findings,  there  was  a  non-linear  link  between  inflation  and economic 
growth in India. They also discovered that growth’s sensitivity to changes in inflation was lower than inflation’s 
sensitivity to changes in growth. Inflationary pressures from prior eras would also cause economic development to 
slowdown. The policy conclusion was that the government should focus on keeping inflation low and steady rather 
than worrying about the threshold level. 
 
Objectives of the Study 
 To highlight different levels of inflation in the country during various years.  
 To explore the nature of the association in the Indian economy between inflation and economic growth. 
 To  present  a  comprehensive  study  upon  the  rationale  for  a  positive connection between the inflation and 

growth in several episodes from the period of 2001-02 to 2020-21. 
 
Estimating the Correlation between economic growth and inflation using DCC-GARCH estimation: 
Before taking up the DCC-GARCH model, at first we check for heteroscedasticity in the model to verify the 
suitability of applying the DCC-GARCH model for the variables considered. For this  purpose,  at  first,  an  ordinary  
least  square  regression  taking  the  form,   = ( )  is  estimated.  The  residuals  from  this  regression  
are  then  used  to  check  for heteroscedasticity under the ARCH specification.  The null hypothesis for the test, i.e., 
absence of heteroscedasticity can be rejected at 10% level of significance as the probability for both the f-test and chi-
square test is 0.07. 
 
Test for heteroscedasticity in the model 
 Test Statistic P-Value 
F-Statistic 3.17 0.07 
Chi-Square 3.15 0.07 
 
Having validated the suitability of the considered variables for GARCH model, we estimate the DCC (1,1)-GARCH 
(1,1) model has been estimated using the quasi maximum-likelihood method. The results are presented in panel A 
and Panel B. At first, we note that the model is stable as dcca1 and dccb2 representing α and β in equation is positive 
and are less than 1. From  the  results  we  observe  that  β  =  0.85  and  hence  there  is  persistence  of  time  varying 
correlation.  From  the  conditional  variance  equation,  we  note  that  variance  is  persistent  in INFSA having both 
ARCH (α1) and GARCH (β1) coefficient closer to one. Whereas, in case on GWGDPSA, the ARCH effect is not 
significant. 
 
Conditional Mean and Variance Equation 
The results suggest that the dynamic conditional correlation is negative in most cases except a few episodes when the 
correlation was positive. Especially in the recent times since 2020 Q2 onwards when it is consistently in the positive 
region. Overall, the average correlation through the period is negative at around - 0.30 and is as per theoretical 
expectations.   
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 GWGDPSA INFSA 
Panel A: Conditional Mean 
Constant 7.24 (23.27) 4.30 (7.13) 
AR (1) 0.18 (1.22) 0.61 (8.26) 
Panel B: Conditional Variance 
Constant 0.27 0.11 
α (1) 1.04 (1.70) 0.18 (2.15) 
ꞵ (1) 0.23 (2.05) 0.80 (12.85) 
Dcca1: 0.10 
Dccb1: 0.85 

 
CONCLUSION 
 
The world-wide accepted theory for connection amongst “economic growth and inflation” is a negative one. But 
transpirations of  exceptions  exist,  wherein  various  studies  and  works  have  expressed  contrary  thoughts 
regarding the same. Indian economy, in the recent context, has witnessed dynamic trends of macroeconomic 
fundamentals, economic growth and inflation being amongst them. This study tries to evaluate the interrelation 
between  growth and inflation in the Indian context. It analyzes the  time  period  of  2001-02  to  2020-21,  and  for  a  
finer  perception  it  takes  into  account  the quarterly data. To examine the relationship in the midst of growth and 
inflation, the Dynamic Conditional Correlation (DCC) GARCH is utilized to find the correlation. The results detect 
that the correlation is predominantly negative, but periods of positive bearing have also been demonstrated. And the 
latter correspondence has developed notably in the recent time frame. The  research  also  tries  to  appraise  as  to  
why  there  have  been  instances  that  record  such existence  of  positive  correlation.  The  empirical  analysis,  
along  with  the  results,  also accommodates collateral information entrenched via the regulatory institutional 
reportings and authors’  rationales  providing  an  accessory  about  the  auxiliary  factors  that  determine  the 
positive association between economic growth and inflation in the recently bygone time stretch of the Indian 
economy. The factors being the functioning of other macroeconomic variables of the economy such as Balance of 
Payments, exchange rate and policy rates. Hence, we conclude from the study that there were periods in the Indian 
economy where there was a positive connection amongst the “Inflation and Economic Growth”, more so in the 
recent time frame, and there exists rationale for such occurrence. 
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Triazole also known as pyrrodiazole, a class of compound possessing a wide spectrum of various 
chemotherapeutic effects such as antimicrobial, anti-tubercular, antioxidant, antifungal, antimalarial and 
many more activities. Study reports reveal that triazole moiety acts as therapeutically promising 
medication candidate. Moreover, these scaffolds have different methods for their synthesis such as water 
based reaction, green chemistry and light induced electronic synthesis. This review mainly focuses on the 
research of few novel triazole derivatives synthesized and their various pharmacological activities 
designed in the last 10 years. It also encompasses some summarization of the in-silico computational 
studies performed for the designed triazole compounds. From all these studies it can be concluded that 
these moieties can serve as unique and versatile scaffolds for experimental drug design in order to design 
an efficient drug with best activity and less toxicity. 
 
Keywords: Triazole, water based reaction, anti-microbial, molecular docking, QSAR. 
INTRODUCTION 
 
In the field of medicine and its chemistry, the nitrogen containing heterocyclic compounds notably the 5 membered 
such as triazole, oxazole, oxadiazole and so on are formidable, remarkably the triazole that is going to be embellished 
further [1,2]. These compounds manifest numerous pharmacological activities such as anti-inflammatory [3], 
antiviral [4], anticonvulsant [5], antidiabetic [6], antimicrobial [7], antitubercular [8] activities. Especially 1,2,4-triazole 
has been incorporated into a number of therapeutically promising medication candidates, such as antifungal 
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(fluconazole), antiviral (ribavarin), anti-migraine (rizatriptan), and antianxiety drugs (Alprazolam). Triazole being a 
five membered ring is furcated under heterocyclic compound containing three nitrogen atoms with two carbon 
atoms adjacent or non-adjacent to each other with the molecular formula C2H3N3 which is also known as 
pyrrodiazole [9]. Triazole is generally transpired as positional isomers such as 1,2,3-triazole and 1,2,4-triazole which 
are also known as V – triazoles and S – triazoles respectively. The vicinal or v-triazoles, are doubly unsaturated 
heterocycles which consists of three sequentially arranged nitrogen atoms and two carbon atoms. This 1,2,3-triazole 
has one unlocated hydrogen atom which leads to two tautomeric forms. Substitution of one or more of the hydrogen 
atoms in these two structures leads to several different classes of v-triazole derivatives [10]. The S – triazoles or 
symmetrical triazole 1 and 2 N is basic in nature and 4 N is acidic whilethe lone pair of 4 N takes part in aromaticity. 
Tautomerism is due to proton present between 1 and 4 position. The aromatic stabilization energy of 1H 1,2,4 
triazole is 18.01Kcal/mol and 4H 1,2,4 triazole is 12.19Kcal/mol which indicates 1H is more stable [11]. Triazoles 
appears as pale yellowish to white coloured crystals with extremely less odour which is soluble in water as well as in 
alcohol with the melting point of 1200C shown by 1,2,3-triazole and 1300C shown by 1,2,4-triazole [12,13].  

 
Structure 01: Tautomeric isomers of 1,2,3-triazole 
 

 
Structure 02: Tautomeric isomers 1,2,4-triazole 
 
Molecular docking is a computer assisted drug design key tool in structural molecular biology in the field of 
modelling the molecules. It is an approach used in prediction of the preferred orientation of a molecule to bind itself 
to the target [13].  The QSAR (Quantitative Structure–Activity Relationship) can be briefed as "the structure of a 
chemical compound that has an impact on its characteristics and bioactivity in its most basic form. QSAR is a method 
for developing computational or mathematical models that uses a chemometric technique to try to uncover a 
statistically significant association between structure and its activity [14].  
 
Synthetic Approches of Triazole Derivatives and their Pharmacological Activities 
The below table contains few novel synthesized triazole derivatives with their best synthesized derivative and its 
pharmacological activities. 

 
Different Synthetic Approaches of Triazole Derivatives  
This current study brings two bioactive substances together, where Mostafa H et al. prepared a series of novel 3-(1H-
pyrazol-3-yl)-4H-1,2,4-triazole derivatives and screened for anticancer activity. Out of all the compounds screened, 
one compound was found to possess cell growth inhibition and exhibits the highest potential to retard the 
proliferation of various neoplasmic cells [24]. Recently Dannea AB et al. reported that triazoles show good anti-
tubercular property and prepared futuristic triazole-incorporated di indolyl methanes (DIMs). Few compounds 
demonstrated potent antitubercular action against Mtb H37Ra with IC50 values of 2.19, 1.52, and 0.22 g/mL, 
respectively [25]. El-Barbary AA et al. synthesized few novel [1,2,4] Triazolo[3,4b][1,3,4]thiadiazolyl-isoindole-1,3-
diones and screened for anti-HIV and anti-HBV activity. All of the newly synthesized compounds were evaluated for 
antiviral activity against HIV-1 and HBV. Some compounds demonstrated moderate antiviral activity against HBV 
[26].  As seen earlier, triazoles have a number of pharmacological activities among which one compound is found to 
possess antileishmanial activity. Researchers have reported that usage of conventional treatments or the drugs would 
lead to resistant development among the protozoans and is observed to exhibit least effectiveness against 
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prophylactic vaccine of leishmaniasis. In this study, Suleymanoglu N et al. synthesiseda series of 4-amino-1,2,4-
triazole derivatives. The in vitro studies were performed using Leishmania infantum and reported that 4-amino-1-((4-
amino-5-mercapto-4H-1,2,4-triazole-3-yl)methyl)-3-(thiophene-2-ylmethyl)-1H-1,2,4-triazole-5(4H)-one possess anti-
parasitic activity. Pyrazole derivatives also possess vast variety of biological activities. With the idea of combining 
two different moieties - pyrazole and triazole may give rise to a better drug with potent or effective pharmacological 
activity, Karrouchi K et al. synthesized and studied a number of novel Schiff base of 4-amino-1,2,4-triazole 
derivatives which contains pyrazole moiety possessing analgesic and antioxidant activity. It was found that all 
compounds possessed significant anti-oxidant property out of which two derivatives i.e., 4-nitro and 4-fluoro 
derivatives found to have shown potent analgesic activity [27]. 
 
QSAR Studies of Different Triazole Derivatives and Their Molecular Docking Studies  
Currently cancer has become an implacable disease throughout the world, which engulfs nine to ten million people 
in a year.  A report says in 2020 there were 10 million deaths throughout the world due to cancer and there is a 
towering demand for anticancer drugs [28].  Philip S et al. studied the QSAR and molecular docking studies of 1,2,4-
triazole derivatives and investigated to design new methionine amino peptidase 2 inhibiting agents. The CoMFA, 
CoMSIA, and Topomer CoMFA models performed well, with cross-validated coefficients (q2) of 0.703, 0.704, and 
0.746, respectively. These models are utilized to create novel compounds containing 1,2,4-triazoles with core 
substantial MetAP2 inhibitory activity. Nalidixic acid is a first synthetic quinolone derivatives possessing best 
antibacterial activity and is used for a broad range of infections [29]. Khaldan A et al. studieda total of seventeen 
quinolone-triazole compounds which were investigated as antibacterial agents. The CoMSIA and CoMFA models 
yielded high r2 values of 0.98 for CoMFA and 0.976 for CoMSIA, with the latter displaying a high q2 value of 0.72 and 
CoMFA displaying a q2 value of 0.71 [30]. Adeniji S E et al. carried out studies in order to produce a replica that 
connects the 50 different derived compound structures to their anti-M tuberculosis activity. The best replica showed 
an acclimated squared correlation measure (r adj) of 0.91012, a squared correlation coefficient (r2) of 0.9202 and a 
cross validation measure (q2cv) of0.8954. Docking study revealed that efficient drug had docking affinity of 14.6 
kcal/mol which was high amongst all and created hydrophobic interactions and hydrogen bonds with M. tuberculosis 
cytochromes amino acid residues (Mtb CYP121) [31]. Xanthine oxidoreductase, a key enzyme involved in catalysis of 
hypoxanthine to uric acid which in turn results in diseases like gout, hyperuricemia and cardiovascular diseases [32]. 
Tang HG et al. evaluated xanthine oxidoreductase inhibitors series. The best CoMFA model had q2 and r2 non-
validated correlation coefficients of 0.578 and 0.988, respectively. The strongest comparative molecular similarity 
indices analysis (CoMSIA) model had a q2 of 0.631 and an r2 of 0.966. Topomer CoMFA model analysis yielded q2 = 
0.698 and r2 = 0.907, indicating that the model has strong predictive capacity. Sodium dependent glucose co-
transporter (SGLT- 2) said to be an attractive target to treat diabetes as it plays a vital role in decreasing the blood 
glucose level [33]. Zhi H et al. utilized CoMSIA and CoMFA models, to develop the 3D-QSAR of SGLT-2 inhibitors 
and 46 compounds were choosen with hypoglycemic activity whose r2 value of 0.985 and a q2 value of 0.792 were 
predicted by CoMFA. and r2 value of 0.895 and a q2 value of 0.633 were predicted by CoMSIA. Qi L et al. studied Six 
disubstituted Schiff base derivatives and the antifungal analysis indicated that 2 compounds had excellent activity 
for Wheat gibberellic, with EC50 values of 15.89 and 16.99 mg/L, respectively. According to molecular docking data, 2 
compounds have shown lowest docking energy (-8.33, 9.00 kcal/mol) [34]. From various studies it is observed that 
triazoles are used in order to fight for clinical unfolding and eradicating the malaria [61]. Hmamouchi AS et al. 
Studied3D-QSAR of a series of thirty two novel triazole attached with quinine derivatives and screened for anti-
malarial activity and it showed IC50 ranging from 7.568 to 4.387 (IC50 in nM). The PLS results shows that CoMFA has 
high r2 value of 0.98and the cross validated determination coefficient q2 was found to be 0.61. 
 
Alzheimer’s disease is an irreversible loss of memory and cognitive functions. For inhibition of alzheimer’s we need 
to suppress the cholinergic activity at neurons which reduced disease exacerbation. Extensive research has been 
carried out on Alzheimer’s disease. Khatbi KE et al.[35] worked on Alzheimer’s disease and designed 1,2,3-triazole 
based twenty six derivatives and tested it for acetylcholinesterase inhibitory activity by 3D-QSAR studies. The study 
report showed q2=0.604, r2=0.863, rext2=0.701 and CoMSIA q2=0.606, r2=0.854, rext2=0.647. The docking scores of 
designed compounds showed favorable interactions with that of TYR7036.Nonsteroidal anti-inflammatory 
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medications (NSAIDs) act to reduce inflammation by decreasing COX-derived prostaglandin production. COX-2 
being primarily responsible for inflammatory activity in the body, selective inhibition of COX-2 may lead to 
reduction of inflammation and pain [37], as demonstrated by El-Din GAA et al. Novel 1-[4-(Aminosulfonyl)phenyl]-
1H-1,2,4-triazole compounds with outstanding selective COX-2 inhibition were designed and synthesized. These 
compounds demonstrated anti-inflammatory activity equivalent to indomethacin and celecoxib. Docking 
experiments depicted few compounds have lower energies of molecular docking results and high selectivity [38]. 
 
CONCLUSION 
 
The above summarized review article mainly highlights about various research works carried out on triazole and its 
derivatives. As we have seen triazole, a heterocyclic compound possess adequate number of pharmacological 
activities, it implies that the triazole can be amplified using further studies on triazole’s possible derivatives or 
substitutions in order to obtain a better moiety with stronger commitments. This review mainly comprises 
information about triazole, its various possible synthetic approaches, pharmacological activities, QSAR and 
molecular docking studies which was retrieved fromvarious research works. The extensive research carried out on 
triazole helps us to conclude that triazole on further investigations can elevate its potencyandhelp us bring up new 
pharmacological activities.  
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Table 01: Triazole derivatives and their pharmacological activities. 
V/S-
Triazole  

Structure Best Hits Activity Reference 

V - 
triazole  

 

Compound 5g –  
R1-H 
R2-CH3 

R3-Cl 
R4-H 

Antibacterial  
Antifungal 
Anti-oxidant  

M.H. Shaikh 
et a [15]. 

V – 
triazole 

 

Compound – 10 
Glycoside-  
Propane-1,2-diol  

Anti-cancer El-Sayed 
WA.et al 
[16]. 

S - 
Triazole  

 

Compound 7b -  
Oxane 

Anticancer 
Hemolytic 
Thrombolytic  

Irfan A et al 
[17]. 

S – 
Triazole 

 

Compound A6  
1-(3-
methylphenyl)methanamine 
derivative 

Antifungal  Qi L et al 
[18]. 

V –
Triazole 

 

3-[(1-methyl-1H-1,2,3-
triazol-4-yl)methyl]-1,3-
thiazolidine-2,4-dione 
derivative 

A 
repurposing 
drug for 
covid-19 

Chatterjee S 
et al [19]. 
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V – 
Triazole 

 

R = 

 

Anti-malarial Hmamouchi 
AS et al [20]. 

V – 
Triazole 

 

R  = Cl Anti-
tubercular 

Panigrahi D 
et al [21]. 

V – 
Triazole 

 

Compound 5f 
R =  
Ortho Cl 

Anti-
tubercular 
Anti-
microbial 

Patil PS et 
al22. 

S – 
Triazole 

 

Compound 7a 
Ar1 = pyridine-3-yl 
Ar2 = 4-ClC6H5 

Anti-
epileptic 

Verma K 
Ket al [23]. 

 

 
 

Figure 01: Flow chart of a computer aided drug designing 
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The agricultural industry is vital in everyday life where paddy plays a significant role. Unfortunately, 
due to various diseases affecting the plant’s leaves, farmers cannot produce the yield they had hoped for. 
As a result, quality, quantity, and production have been adversely affected. The process of identifying 
plant pathologyby machine learning modelscould be automated, ensuringthat diseases are identified in 
their early stages, allowing us to take the necessary steps to reduce the impact on yield. This can be a 
very effective way of ensuring thatcrops are healthy and thus maximize our yields. This paper briefly 
reviews plant leaf diseases like Brown Spot, Bacterial Leaf Blight,  Leaf Smut etc, and their identification 
and detection. 

Keywords: Convolutional Neural Network, Identification, Leaf Diseases, Machine Learning, Paddy 
 
INTRODUCTION 
 
The agricultural industry is crucial in delivering high-quality food and contributes most to expanding economies and 
populations worldwide. Plant diseases can significantly reduce food output and eliminate species variety [1]. Rice is 
an unavoidable food crop in the world majorly. Rice is a staple crop that many farmers rely on. Unfortunately, it is 
afflicted by a number of pathological causes like fungus, bacterial leaf blight, sheath blight, leaf smut, etc. The causes 
mentioned above affect not only the quality of the crop; but also the quantity and the overall production. Due to 
these conditions, farmers are unable to meet their expectations. Diagnosing the diseases is extremely difficult for 
farmers, leading to further problems and a decreased quality. Steps must be taken to ensure that the rice quality 
remains high and their expectation can be met [2]. Using precise or automatic detection methods, early identification 
of plant diseases can improve food quality production and reduce financial losses [1]. It is beyond dispute that, 
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historically, farmers and plant pathologists have relied on their visual observations to identify mutations and reach 
conclusions based on their expertise. However, this method is often unreliable and can be biased, since symptoms 
appear to be the same during the preliminary stage. Furthermore, there is a need to pass this knowledge from 
generation to generation [3]. It is therefore essential to implement automated systems to prioritise their needand 
provide required support the for early detection of diseases with improved accuracy. In this process, machine 
learning plays a crucial role in the disease classification process [4]. Machine Learning is a subfield of Artificial 
Intelligence as it makes machines process similar to that of the human brain. “According to Arthur Samuel Machine 
Learning is defined as the field of study that gives computers the ability to learn without being explicitly 
programmed”.  Machine learning can process and deal efficiently with the data and the purpose of machine learning 
is to learn from the data [5]. Machine Learning depends on various methods and algorithms to find the solution. The 
choice of the algorithm depends on the dataset type or the problem addressed. Programmers and mathematicians 
hugely rely on the dataset to proceed with their work [5]. 
 
Background Study 
Rice Leaf Disease Types 
Brown Spot (BS) 
Leaves are affected here[6]. This disease could be identified prematurely as it develops brown oval or circular spots 
on the seedling leaf. The cause of this is Bipolaris Oryzae, a type of fungi that not only reduces the yield and can 
seriously affect the grain quality. It also spreads from plant to plant through the air which can destroy the entire 
yield[4]. 
 
Bacterial Leaf Blight(BLB) 
Bacterial leaf blight is a bacteria that penetrate through hydathodes cutting wounds in the leaf tip and leading to the 
death of the seedling[4]. It typically affects rice plants and can be easily identified by yellow and white stripes on the 
leaves. The youngest leaf of an affected plant will appear pale yellow. Avoiding fertilizers with an excess of nitrogen 
is recommended to avoid the disease[7]. 
 
Leaf Smut 
Mild rice illness in which the leaves are covered by fungus and the vertical scratches are found on the blade of the 
leaf with a slightly black color. This condition is called Entyloma Oryzae, sustainable horticulture and planting 
genetically modified resistant varieties could control it[4][7]. 
 
Supervised Learning 
Supervised learning plays a pivotal role in machine learning, allowing us to learn by mapping input to output with 
the input-output pairs. By using labeled training data, inference from training examples provides an effective way to 
gain insight into complex data. These need assistance or labeled datasets as they widely depend on the training 
set[5]. 
 
Unsupervised Learning 
In unsupervised learning, there are no particular correct answers. Algorithms self-learn and there is no pre-labeled 
dataset. It learns from the features it exhibits. It always refers to the previously learned properties and features to 
understand and identify the dataset. It allows the algorithm to process as per the previously understood steps. K-
means Clustering, Principal Component Analysis and Association are the categories of unsupervised learning[8][5]. 
 
Reinforcement Learning 
Reinforcement learning is an integral part of machine learning which focuses on the behavior of software agents 
taking actions to maximize their aggregate benefit. It is a part of the main machine learning paradigms, along with 
supervised learning and unsupervised learning, and is an invaluable tool for many applications. The method to be 
followed is decided by the reinforcement agent[5]. 
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Neural Networks 
Neural networks algorithms aim to identify patterns in a given set of data, much like the way the human brain 
operates. They are composed of either organic or artificial neurons and can adapt to changing input, allowing them 
to generate good output without modifying the output criteria. Originating from artificial intelligence, it is quickly 
becoming popular in the advancement of trading systems [5]. Several algorithms were introduced based on these 
learning types. Algorithms appropriate for each process can give better accuracy performance and good results. 
Image Processing techniques could deploy the intention of identification and classification of the image dataset. The 
recent emergence of machine learning and deep learning techniques has been a game-changer in pathology. This 
breakthrough has enabled automatic classification and feature extraction to accurately capture the an image’s 
intrinsic features, making the recognition  process much more efficient [1].Similarly, machine learning  significantly 
contributes to  every field like physics, healthcare, administrative data etc. 
 
LITERATURE REVIEW 
 
Nowadays, across the world, rice and especially in Asian countries, is considered to be a good source of food[4]. 
Since these crops are badly affected by the leaf disease, they are causing a significant loss in food grain productivity. 
Various ailments like brown spot, blast, leaf smut etc. are causing these illnesses. Deep learning techniques and ML 
have been a great advantage in scenarios that includes SVM, random forest, clustering, classification, CNN, ANN, 
pre-processing techniques etc. According to the dataset collected these supervised, unsupervised, semi-supervised 
and reinforcement techniques are employed to fetch the result. They tackle the leaf diseases at an earlier stage, so 
eradication becomes much more manageable and does not affect the productivity of the food grain[9]. 
 
The literature review  summarises the prevailing research on machine-learning methodologies for paddy leaf disease 
diagnosis. Reviews include a narrated description of the various methods and algorithms used. Chi Yen et al.[10]put 
forth a technique using image processing to detect plant leaf diseases. Image acquisition is made in the initial stage, 
algorithms were made to observe the patterns, Random Forest model was constructed to learn these patterns and 
their results. K-means clustering was done for image segmentation [10].The study was based on 180 images of 
different formats, sizes and resolutions collected from the Internet. The author has tested the images and could 
effectively identify and distinguish the paddy plant ailments with an overall precision of 93%.  
 
Acharya et al.[11] proposed a model with an ensemble of CNN architectures including ResNet, Shuffle Net, Google 
Net, ResNeXt and Wide ResNet. 12diseases in the fraction of 7:3(training and testing) were used. The input image is 
pre-processed and fed to the ensemble of 5 training models. The accuracy is much higher for the four ensembles 
models than for single models as they reduce the bias. The author has mentioned that identification could be still 
improved using methods like the AdaBoost classifier. M et al.[12]The author used the Random Forest method 
because of its accuracy. The author used digital image processing with a data set containing almost 10,000 images of 
5 different rice leaf diseases based on the parameters of temperature, humidity, rainfall, and ph. The author 
concluded that Random Forest Classifier gave higher accuracy than other algorithms like Naive Bayes, gradient 
boosting etc and the model also has a prediction accuracy of more than 85%.Geetharamani et al.[13]proposed an 
identification method with a  plant village image set of 54,305 images of 13 different plant leaves, which were trained 
and tested based on deep CNN models. Different convolutions were performed with many layers of deep CNN. The 
comparison was made with various other models like SVM, decision tree, logistic regression and K-NN. The author 
concluded that the suggested model could achieve a precision of 96.4%,the max pooling method is better than 
average pooling and the model could perform well with the more enhanced dataset. Latif et al.[14]introduced a 
model with an upgraded VGG19-based transfer learning method, CNN with a dataset including five plant leaf 
diseases. The CNN models used include VGG16, DenseNet201,GoogleNet,VGG19 and Alex Net. DenseNet201 has 
the most accuracy compared to other CNN models[14] and obtained an average accuracy of 96.08% for the proposed 
modified approach. Payal et al.[15]introduced a hybrid machine learning alternative for paddy leaf disease 
identification. The author used 494 paddy leaf disease images for the training model and used RGB grey scale 
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conversion for dimensionality reduction. TPR Loss of entropy, TNR, Accuracy Rate etc. parameters were used 
during the test domain.  Detection and segmentation of the grey scale image were done with the K-Means clustering 
algorithm and PCA algorithm for feature extraction and an optimized BFO-MSVM classification method was used to 
classify the images. The proposed algorithm got an accuracy of 98.8%when compared to the existing Deep Learning 
(DL), DNN with the Jaya Optimization algorithm. The author concluded that WOLF and RCNN classifiers-hybrid 
approach could facilitate the faster process to minimize processing time and other factors. Harakannanavar et al.[16] 
used the plant village dataset of tomato leaf disease, proposed the model based on image processing and machine 
learning approach  DWT+PCA+GLCM+CNN. HE and K-means clustering are employed for pre-processing, to 
maximize the quality and segment the leaf; features are extracted with DWT, PCA and GLCM. Classification is done 
with SVM, KNN and CNN and the proposed model gave higher accuracy than the other models. R.Sharma et al.[7] 
used the techniques of the CNN model for image processing, feature extraction and augmentation with three 
different classes of diseases and an accuracy of 90.32% was obtained in the testing phase. Hasan et al.[17] combined 
SVM classifier trained with the features extracted from the DCNN for feature extraction, transfer learning technique 
was used to improve the model.1080 images were used as the dataset. The model achieved an accuracy of 95% and 
94.6% using CNN-soft max software. Kamrul et al.[18]  investigated using Inception v3, MobileNetV1 and Resnet50 
Models of Convolutional Neural Network. Data augmentation and resizing were adopted in pre-processing with a 
dataset of 6 diseases. The model achieved a validation accuracy of 98%.A representation of the algorithms and their 
accuracy is presented in  Table 1 Comparison of the various surveyed approaches. 
 
CONCLUSION 
 
Paddy is one of the major food crop in Asia. Paddy leaves getting affected by various diseases have seriously 
affected the yield and production of the crop. Machine learning methods could be used in the detection and 
identification of the disease. CNN approach has proven to give more accuracy during pre-processing as the dataset 
consists of images. The approaches like Random Forest, SVM also have given a higher accuracy rate in the 
identification process. The hybrid uses of Deep learning approaches have given more accuracy. There is a lot of scope 
in using these approaches combining several Deep CNN methods and they could be deployed on applications to 
identify diseases quickly. 
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The study aim to establish a relationship between palatal rugae pattern and malocclusion among population from 
Tamilnadu. This study involved of 140 Dental casts which were equally divided among male, female and class I  and  
class II. Rugae was classified using Thomas and Kotze classification, variation in rugae shape is noted among 
different gender and malocclusion by using chi square analysis and one sample t test with help of SPSS 27 software. 
Angle’s class I : The results of the above study suggests that  wavy  pattern (45%) was seen to be more common 
among Angle’s class I population, followed by curve(23.8%) and straight(21.4%).whereas the remaining patterns of 
diverging converging, circular were 5.9%, 1.1%, 0.6%respectively, among which male casts revealed a majority of 
wavy pattern(4.6%)Angle’s class II :  The male patients revealed majority of wavy pattern(32.6%) followed by 
straight(27.3%), curve (26.5%), diverging(10.4%)and converging.(3.04)There is no circular pattern among class II male 
patients. . The female casts have more number of diverging rugae (17.5%) than males (10.4%).Both male and female 
casts revealed no circular pattern. our study reveals statistically significant variation in shape and total number of 
rugae between gender and malocclusion. 
 
Keywords:  Rugae, Kotze, Malocclusion, Raphae 
 
INTRODUCTION 
 
The irregular asymmetrical palatine folds on the anterior third of the palate are called as palatal rugae.  Rugae are 
distributed on either side of mid palatine raphae, they extend till the first molar teeth (1). The rugaes are composed 
of papules which are arranged in series of arrangements and is most aberrant in posterior fold. The folds are smallest 
where the membranes are thinnest and the largest where they are thickest. The transverse fold is the largest and lies 
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between the canine teeth or between the canine or first bicuspid. The sutural rugae separate the maxillae and the pre-
maxilla. Palatal rugaes are irregular asymmetric rich of mucous membrane extending laterally from incisal papillae 
and the anterior part of mid palatine raphae (2) (3). The pattern shape and the characteristics are not affected by 
either eruption or loss of teeth. 
 
As the palate grows in size, the size of rugae also increases but the shape remains same. The finger prints and dental 
remains are the most scientific and the most reliable method of identification, whereas the palatal rugae, bony 
protuberance, dental fillings are considered as second most odontogenic evidence of identification (6-8). Because the  
the clinicians to establish the identity through discrimination. There are several controversies that rugae shape differs 
between ethnic group, gender and various malocclusions. So the aim and objective of the present study is to evaluate 
and compare to structural morphology (number and pattern) of palatal rugae in patients with malocclusion and 
gender. 
 
MATERIALS AND METHODS 
 
This is a retrospective study conducted in the department of orthodontics  and dentofacial orthopedics, ASAN 
MEMORIAL DENTAL COLLEGE AND HOSPITAL(AMDECH), CHENGALPET. A total of 140 dental casts above 
the age group of 18 were surveyed for the study. Other armentarium include color crayons and magnifying glass 
 
Inclusion Criteria 
Angle’s class I and II malocclusion 
Pretreatment cast from past 5 years  
Permanent dentition 
Above 18 years of age. 
 
Exclusion Criteria 
Primary dentition 
Below 18 years of age  
Angle’s class III malocclusion 
Patients with palatal defects  
 
METHODOLOGY 
 
A total of 140 casts were selected for the study. Out of which 35 were class I male, 35 were class I female, and 35 were 
class II male and class II female. After collecting the casts the rugae pattern were highlighted using color crayons, 
green for class I male, dark green for class II male, orange for class I female and red for class II female. This color 
coding was done for easy evaluation and identification of casts. The total number of rugae pattern were circular, 
Straight, diverging and converging according to THOMAS and KOTZ method of classification (1). The obtained data 
was tabulated and statistical analysis was done using chi square test and one sample t test with SPSS 27 software.  
 
RESULTS 
 
Angle’s class I : The results of the above study suggests that wavy(45%) was seen to be more common among 
Angle’s class I population, followed by curve(23.8%) and straight(21.4%).whereas the remaining patterns of 
diverging, converging, circular were 5.9%, 1.1%, 0.6% respectively, among which male casts revealed a majority of 
wavy pattern(4.6%) followed by curve, straight, diverging, converging and circular pattern, which were 24.4%, 
23.5%, 3.3%, 1.4% and 0.4% respectively. whereas female casts did not shown any circular pattern of rugae, it 
exhibited 8.4% of diverging pattern and 1.7% of converging pattern. More than 20% was seen in straight (20.5%) and 
curve(24.1%) palatal rugae pattern. Similar to the male patients, female patients also revealed the highest percentage 
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among wavy pattern (45.08%).(Table 1&Table 2). Angle’s class II: The male patients revealed majority of wavy 
pattern(32.6%) followed by straight(27.3%), curve (26.5%), diverging(10.4%)and converging(3.04%). There is no 
circular pattern among class II male patients. The female casts have more number of diverging rugaes (17.5%) than 
males (10.4%). Both male and female casts revealed no circular pattern. A majority of wavy pattern is observed in 
females(36.9%) followed by straight(22.7%), curve(20.6%), diverging (17.5%) and converging(2.14%). 
 
DISCUSSION 
 
Palatal rugae are folds of irregular fibrous connective tissue located on anterior third of palate, and are called plica 
palatine. They are formed in 3rd month of intrauterine life and their orientation is formed by about 12th week of 
prenatal life. Palatal rugae have been shown to be highly individualized and consistent in shape throughout life. The 
anatomical position of rugae inside the oral cavity surrounded by cheek, lips, tongue and buccal pad of fat, also gives 
protection in case of trauma and inceration.  It is widely acknowledged that there are limitations in identification by 
finger prints, dental records and DNA in forensic situations. Palatal rugae pattern of an individual maybe considered 
as an adjunct for identification tool(9-11).Thomas and kotz studied the rugae patterns of six South African 
populations to analyze the interracial difference(2). They found the rugae were unique to each ethnic group and it 
can be used successfully in race determination. They gave 6 patterns – curve, straight, wavy, circular, diverging and 
converging. Since then various studies followed Thomas and Kotz classification(1) of of palatal rugae. 
 
Abeeret.al accessed palatal rugae pattern among growing individuals (6-12 yrs) of Egyptian and Saudi population(4), 
the results of the study suggested that among young Egyptian population curvy pattern was predominant (35%) 
followed by wavy (29%) and straight (20%). Whereas the Saudi growing individuals showed maximum number in 
wavy pattern(44.4%) followed by curve(28%) and straight (19%). The pattern of circular, crosslink and unification 
showed less than 5% in both the ethnic group. In another study done by S.kapaliet.al,.(5) where she compared the 
patterns between Aborigines and Caucasians. Both the ethnic group revealed highest phenotype of wavy pattern 
(40%-56.5%) followed by curve and straight pattern. The study also suggested that more than 15% Caucasians had 
straight type of pattern whereas aborigines revealed only 3% of straight pattern. 
 
Kumar et.al, Made a study among Pondicherry population where he evaluated 100 male and 100 female(6). Where he 
suggested that wavy pattern was predominant among both males and females followed by curved and straight. The 
results of the present study is in association with the study done by kapali, Abeer and kumar et. al., The above study 
revealed the highest percentage of palatal rugae pattern was wavy followed by curve and straight pattern. The above 
study also suggested that palatal rugae pattern among Angle’s class I patients showed 45% of wavy pattern followed 
by curve and straight which was 21% to 24%. Based on gender Angle’s class I males had a 4% increase in straight 
pattern when compared to female class I patients. Where the above study suggested that wavy pattern of 34.7% were 
seen predominant among angle class II patient compared to angle class I patient but straight pattern were seen more 
in number(25%).when compared to angle class I patient who exhibited only 2% of straight. Both malocclusions had 
23% of wavy pattern. 
 
The female patient among angles class II exhibited 17% of diverging pattern. circular rugae pattern were not seen 
among angles class II population as well as female part of class IKumar et al. Study(6) suggested that male has more 
number of rugae pattern when compared to female. this was not in accordance with result of above study. Females 
of both the class I and class II showed more number of rugae when compared to male population.  The result of 
above study suggest that there is a significant difference among palatal rugae pattern in gender as well as the type of 
malocclusion 
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CONCLUSION 
 
Palatal rugae are considered unique for each individual. Rugoscopy can be used as a predominant tool in human 
investigation, on comparison of patterns of rugae wavy, curved, straight were seen more common in both the type of 
occlusion and male exhibited increased number of straight pattern whereas female exhibited maximum number of 
diverging pattern. Palatal rugae may serve as valuable indication on individual identification among various 
malocclusions, age, and sex determination  
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Table 1: Mean and Standard deviation total number of rugae 

 CURVED STRAIGHT CIRCULAR WAVY CONVERGING DIVERGING TOTAL 
CLASS I 104 98 3 200 5 26 436 
CLASS II 109 116 0 161 12 65 463 
MEAN 106.50 107.00 1.50 180.50 8.50 45.50 449.50 

SD 3.536 12.728 2.121 27.577 4.950 27.577 19.092 
P-VALUE .015 .053 .500 .069 .249 .258 .019 

MALE 111 115 3 134 8 31 442 
FEMALE 102 99 0 187 9 60 457 
MEAN 106.50 107.00 1.50 160.50 8.50 45.50 449.50 

SD 6.364 11.314 2.121 37.477 .707 20.506 10.607 
P-VALUE 0.027 0.048 0.5 0.104 0.037 0.196 0.011 
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Table 2: Mean and Standard Deviation of Rugae Pattern 
INDIVIDUAL RUGAE CHI SQUARE VALUE P VALUE 

CURVE .000a 1.000 
STRAIGHT .000a 1.000 
CIRCULAR .000b 1.000 

WAVY .000a 1.000 
CONVERGING .000a 1.000 

DIVERGING .000a 1.000 
 

 
Figure 1. Armentarium -Color crayons, Magnifying glass, Metal Scale and Maxilla-Dental cast 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Lakshmi Ravi et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

57022 
 

   
 
 

Yashoda  
 

Influence of the Tool Materials on Material Removal Rate by EDM Process 
during Machining of SS-304 
 
Manjeet Bohat1* and Vikram2 
 

1Assistant Professor, Department of Mechanical Engineering, UIET, Kurukshetra University, Haryana, 
India. 
2M.Tech Student, Department of Mechanical Engineering, UIET, Kurukshetra University, Haryana, India. 
 
Received: 21 Feb 2023                              Revised: 23 Mar  2023                                   Accepted: 02 May 2023 
 
*Address for Correspondence 
Manjeet Bohat 
Assistant Professor,  
Department of Mechanical Engineering,  
UIET, Kurukshetra University,  
Haryana, India. 
E. Mail: msbohat2015@kuk.ac.in 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Electric Discharge Machining is based on principle of heat based erosion manufacturing and come under 
the non-conventional machining. Material is removed by erosion process by passing the spark between 
electrode and workpiece submerged under dielectric fluid. Many process parameters viz. current, 
sparking time, voltage etc. of EDM influence the manufacturing quality and output response viz. MRR, 
tool wear and surface roughness etc. In the present study three process parameter i.e. Current (I), pulse 
on time (Ton), and pulse of time (Toff) with one response parameter MRR. Two types of electrode made 
from copper and aluminium both size of 10mm diameter and 7 cm length, using SS-304 as work piece 
material on die sinking type EDM to prepare comparative study on MRR. Tagauchi L9 orthogonal array 
is utilised to prepare Design of Experiments to optimize the process parameters for maximum material 
removal rate. 12 amp.,200 μs and 7 μs are the optimal process parameters values are observed current, 
pulse on time and pulse off time respectively. Current and pulse on time is directly proportional to 
higher MRR on the other hand pulse of time inversely proportional to MRR. A confirmation experiment 
is conducted on optimal values and noted the maximum MRR for both using copper electrode and 
aluminium electrode. It is calculated that MRR in case of copper is 104.54% more than in case of 
aluminium. 
 
Keywords: non-Conventional machining, SS-304, EDM, Copper electrode, Aluminium electrode, 
Material Removal Rate, optimization. 
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INTRODUCTION 
 
From the study of past and today industrial area, it has been clear seen that industries develops various machining 
methods for various materials. At present manufacturing industries faces challenges related to machining of 
materials which has rigorous design requirements (Bending stiffness, good fatigue characteristics, noble damping 
capacity, high precision, small thermal expansion, and high surface quality) and the cost of machining. Industries 
face difficulty to machining material like ceramics, super alloys and composites due to their mechanical properties. 
In past recent years there is a trend to use of compact and light weight mechanical components. Due to this 
industries has been shows the interest in advanced materials which full fills all the requirements of design [1]. In 
general machining is to be carried out in two ways first one is convectional and another one is the non-convectional. 
In non-convectional type of machine process machining is to be done by using energy sources like as ions energy, 
chemical energy, electrical energy, and electrons energy the new concept for the machining [2]. Non-convectional 
machining process does not employ the direct contact for the material removal and one form of energy. From past 
study we  observes that EDM was used for the machining of advanced material which require the high design 
accuracy, size and desired shape. In EDM machining process which electrical conductive materials are machined the 
help of conductive spark that occurs between the tool and work material submerged in the Dielectric fluid. It utilizes 
electrical energy for the machining of material has low machine-ability complicated design of irrespective hardness 
has been its different characteristics [3]. There is no direct contact between electrode and work material in EDM 
machining and controlled by servo-control mechanism. There is various type of EDM process are available but here 
the study is concern about the sinker type of EDM machine. Now convectional machining operations are replaced by 
EDM machining and it is a better machining option in machining manufacturing industries. Material properties like 
mechanical and physical are no barrier in EDM application make it is a popular method for machining [3]. In 1940s 
Sir Joseph Priestley an England scientist discover EDM technique and after that it world-wide accepted. But for their 
practical use in manufacturing industries it take about a century. 
 
Two types of EDM machines are employed for machining i.e. Sinker EDM machine and Wire-Cut EDM machine. In 
Sinker Die Machine a periodical electric discharge flow between tool and workpiece that are immerged in insulted 
dielectric fluid and feed with suitable range of power supply [4]. In Die Sinking EDM Tool, made up of in desired 
shape, is mounted on EDM in vertical position and moves in the same direction. To maintain the suitable gap 
between tool and workpiece, Servo control unit is used to control the voltage gap to drive up and down the machine 
ram. Spark gap is the gap maintained between the tool and workpiece and its range lies from 0.01 to 0.5. During 
machining both tool and workpiece with constant spark gap must be immersed in dielectric fluid [5]. Kerosene 
provides higher dimension accuracy, better surface finish and lower tool wear so it mostly used in EDM process. 
Copper and brass are the materials which are commonly used as tool in the EDM process. The thermo-electrical 
source of energy is used for the machining of complicated intrinsic and extrinsic shape of regardless hardness and 
low machine-ability is its different characteristics [6]. For EDM machining both tool and workpiece are must be 
electrical conductive. EDM has wide no. of application in manufacturing automobile tool, forging die, press tool, 
plastic mould die and also has the application in aerospace and nuclear industries. In Wire-Cut EDM process, the 
material removal is to be carried out by the plasma channel which generated with the help of electrical spark which 
is generated between the two electrodes (i.e. workpiece and tool) [7]. The plasma channel is to be converted into the 
thermal energy of 8000°C to 12000°C range at the supply of direct current of frequency range 20000Hz to 30000 Hz. 
In this process both tool and workpiece are separated by a little gap and submersed into the dielectric fluid.A spark 
is to be produced in the gap which results to metal removal from the workpiece. For proceed this we use a 0.05 to 0.3 
mm in diameter wire of copper, brass and steel is used and the resistivity is controlled by the use of de-ionized water 
as a dielectric medium which directly inject around it and the circulation of the dielectric is to be done with the help 
of pump and circulating system. 
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Experimental Details 
In this work SS-304, as shown in fig., 1, is used as workpiece material and two types of cylindrical shaped tool 
material (electrode) made from viz. copper and aluminium are used for machining as shown in fig. 2. Three input 
parameters i.e. pulse on (Ton) time, pulse off (Toff) time and current (I) has been adopted and material removal rate 
(MRR) is the response of the work. Electric Discharge Machine, Model ELEKTRA-EMS 5535 at CITCO Centre, Phase-
1 Chandigarh, India is used for machining as shown in fig.3. Orthogonal array L9 of statistical approach is utilised to 
perform the lesser number of experiments basses of larger the better characteristics for the material removal rate for 
each electrode. An electrical weighing capacity of 500gm machine is used to weight the work piece after and before 
the experiment for calculating the MRR. After the initial trials, the value of input parameters is chosen as shown in 
table 1. Input parameters are optimized by Taguchi method to increase the MRR. 
 
FINDINGS AND DISCUSSION 
 
Table 1 shows the experimental range of three input parameters designed by the Taguchi. Weight of the work piece 
before machining and after machining is observed corresponding to the experimental array. 
 
Analysis of MRR 
Fig 4 and 5 shows that as the current rises the MRR also grow in both the cases of using copper electrode and using 
aluminium electrode respectively due to current have great impact on MRR. Graphs also reveals that the MRR is 
more in the case of using copper electrode as comparison to using aluminium electrode because of copper 
electrode properties favors effective electric mechanism between workpiece and electrode that leads higher MRR. 
Moreover the electrical conductivity of copper material is high as compare to the aluminium material in addition, 
the thermal conductivity and other properties like density, melting point, yield strength etc. are better than that of 
aluminium. It is calculated from the table 2 that MRR using copper electrode is averagely 104.54% more than that 
from the using aluminium electrode. Fig.6 also support the claim done by the fig. 4 and 5. 
 
Analysis of Response 
Delta is the Maximum value minus minimum value. Rank first, second and third is given on the basses of 
descending delta value, means high delta value go higher rank.  Delta and rank values are 10.81, 4.43 and 0.28 and 1, 
2, and 3 valuefor the current, pulse on time and pulse off time for copper electrode as shown in fig 4. Delta and rank 
values are 7.95, 4.49 and 0.32 and 1, 2, and 3 value for the current, pulse on time and pulse off time for aluminium 
electrode as shown in fig 5. It is observed from the table that current is on first rank for both copper electrode and 
aluminium electrode followed by pulse on time and further followed by pulse off time. It is concluded from the data 
given in table 4 and 5 MRR is directly proportional to the Current and pulse on time and inversely proportional to 
pulse off time.  
 
Analysis of Variance 
The analysis of variance for S/N ratio by using copper and Aluminium electrode is shown in table 6 and table 7 
respectively. The P value finds out the best significant process parameters. The process parameter contains high F 
value gets smallP value that remains less than 0.05 with 95% confidence level. Table clearly shows that the current is 
most significant process parameter with the P value of0.007 which is less than 0.05 for using copper electrode as well 
as using aluminium electrode and on the other hand pulse off time is non-significant process parameter for 
maximizing material removal rate. 
 
Main Effect Plots 
The main effect plot for S/N ratio and means for the copper electrode and Aluminium electrode are shown in fig.7, 
8, and 9, 10 respectively. It is summarised that MRR is increased as current and pulse on time is increased. Further 
could be stated that MRR is directly proportional to the current and pulse on time while machining with copper 
electrode as well as aluminium electrode. Graphs shows that the MRR is more in case of copper electrode because 
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of high thermal conductivity of copper as comparison to aluminium electrode. Current and pulse on time as both 
increases the diameter of plasma region also grow results lot of ions from the electrodeush towards work piece and  
thus, the material removal from the work piece is more. Confirmation experiment is conducted with suggested 
optimised input parameters values by the Taguchi method as shown in table 8 and MRR is observed using copper 
electrode is 0.01995 and using aluminium electrode is 0.00987. In the confirmation experiment MRR using copper 
electrode is 102.12 % is more than that of using aluminium electrode. 
 
CONCLUSIONS 
 
1. Copper electrode provides more MRR averagely 104.54% as compare to an aluminium electrode. 
2. Current is the significant factor tailed by pulse on time and further trailed by pulse off time for maximum 

MRR.   
3. As both current and pulse on time upsurges, the MRR also rises i.e. MRR is directly proportional to the 

current and pulse on time. 
4. Pulse off time has negligible effect on MRR.As the pulse off time increases, the MRR decreases i.e. MRR has 

inverse relation with pulse off time. 
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Table 1: Parametric Setting and corresponding MRR 

 
Run 

 
I 

(amp) 

 
Ton 

(µs) 

 
Toff 

(µs) 

Copper 
Electrode 

Aluminium 
Electrode 

Weight of work-
piece before 

machining (g) 

Weight of work-
piece after 

machining (g) 

Weight of work-
piece before 

machining (g) 

Weight of work-
piece after 

machining (g) 
1 6 100 7 265.67 265.57 276.78 276.73 
2 6 150 9 265.57 265.43 276.73 276.66 
3 6 200 11 265.43 265.23 276.66 276.56 
4 9 100 9 265.23 265 276.56 276.44 
5 9 150 11 265 264.73 276.44 276.30 
6 9 200 7 264.73 264.38 276.30 276.13 
7 12 100 11 264.38 264.01 276.13 275.94 
8 12 150 7 264.01 263.51 275.94 275.69 
9 12 200 9 263.51 262.91 275.69 275.39 

 
Table 2: MRR for Copper and Aluminium Electrode 

 
Run 

 
I 

(amp) 

 
Ton 

(µs) 

 
   Toff 

(µs) 

MRR(g/min) 
Difference of cu MRR in %age  

with Al MRR 
With Copper 

Electrode 
With Aluminium 

Electrode 
1 6 100 7 0.00332 0.00160 107.50 
2 6 150 9 0.00457 0.00225 103.11 
3 6 200 11 0.00663 0.00310 113.8710 
4 9 100 9 0.00757 0.00371 104.04 
5 9 150 11 0.00896 0.00441 103.17 
6 9 200 7 0.01137 0.00559 103.39 
7 12 100 11 0.01224 0.00605 102.31 
8 12 150 7 0.01666 0.00826 101.69 
9 12 200 9 0.01974 0.00978 101.84 
average of Copper MRR more than aluminium MRR in percentage 104.54% 

 
Table: 4 Response table for copper electrode 

Level I Ton Toff 
1 -46.78 -43.41 -14.34 
2 -40.75 -41.11 -14.10 
3 -35.97 -38.98 -14.06 

Delta 10.81 4.43 0.28 
Rank 1 2 3 
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Table: 5 Response table for Aluminium electrode 
Level I Ton Toff 

1 -50.02 -49.63 -47.54 
2 -46.93 -47.24 -47.25 
3 -42.07 -45.14 -47.22 

Delta 7.95 4.49 0.32 
Rank 1 2 3 

 
Table:6 Analysis of Variance for S/N Ratio using Copper Electrode 

Source DF Seq SS AdjMS F P  
I 2 176.245 88.122 137.99 0.007 Significant 

Ton 2 29.454 114.727 23.06 0.042  
Toff 2 0.141 0.071 0.11 0.901 Not significant 

Error 2 1.277 0.639    
Total 8 207.116     

 
Table:7 Analysis of Variance for S/N Ratio using Aluminium Electrode 

Source DF Seq SS AdjMS F P  
I 2 180.382 90.191 133.69 0.007 Significant 

Ton 2 30.314 15.157 22.47 0.043  
Toff 2 0.192 0.096 0.14 0.875 Not significant 

Error 2 1.349 0.675    
Total 8 212.236     

 
Table: 8 Optimised input parameters values and MRR from confirmation experiment 

Suggested Optimum Value Values From Confirmation Experiment 

I 
(amp) 

Ton 

(µs) 
Toff 

(µs) 

MRR(g/min) 
Difference of cu MRR in 

%age  with Al MRR With Copper 
Electrode 

With Aluminium 
Electrode 

12 200 7 0.01995 0.00987 102.12 
 

   
Fig. 1 Work Material SS-304 Fig. 2 Tool Materials Fig.3 EDS Machine Setup 
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Fig.4 Current vs MRR for copper electrode Fig.5 Current vs MRR for aluminium electrode 

  
Fig: 6 Comparison of MRR Fig: 7 Plot for S/N Ratio using cu Electrode (MRR) 

  
Fig: 8 Plot for Means using cu electrode (MRR) Fig: 9 Plot for S/N Ratio using Al Electrode (MRR) 

 
Fig: 10 Plot for Means using Al electrode (MRR) 
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The Multiplicative operations over Neutrosophic Soft Matrix(NSM) have discussed in this paper. And 
some of the properties of  and  over NSM are explained. Distributive laws, max-max-min, min-min-
max composition together the multiplicative operations are proved and established some concepts. 
 
Keywords: Neutrosophic set, Neutrosophic soft set, Neutrosophic soft matrix, Multiplicative operators. 
 
INTRODUCTION 
 
Smarandache [8] initiated the idea of Neutrosophic fuzzy sets(NFS) which is the extension of Intuitionistic fuzzy sets. 
The elements of NFS are in the form of trio. Insertion of the elements lies between 0 and 3. Elements of NFS indicates 
accuracy, falsity and indefinite. Murugadas P, Balasubramaniyan.K, Vanmathi [6] launched the concepts, which is 
decomposition of Neutrosophic fuzzy Matrices. Some results associated with the max-min,max-max composition of 
bifuzzy matrices was explained by E.G.Emam and M.A.Fndh [4]. Intuitionistic fuzzy sets and systems was initiated 
by K.Atanassov [1,2]. Arithmetic operations on Intuitionistic on Mathematical sciences discussed the concepts of 
A.J.Boobalan and S.Sriram [3]. Many ideas about Muliplicative operators using Intuitionistic fuzzy matrices was 
discussed by D.Venkatesan , S.Sriram [9,10,11]. In Modern world many fields facing the problem in indeterminancy. 
In such types neutrosophic fuzzy sets helps to solve the indeterministic form. Application of NFS is used in many 
field like Medical diagnosis, Business, networking etc. In this paper we see the multiplicative operators in NFM and 
some properties. The Multiplicative operations over NFM have discussed in this paper. And some of the properties 
of  and  over NFM are explained. Distributive laws, max-max-min, min-min-max composition together the 
multiplicative operations are proved and established some concepts.  
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Preliminaries 
Definition 2.1[6] 
The Elements of Neutrosophic soft matrix (NSM) is in the form of triplets and it is defined 
as = {< , , >}. whose values are non-negative real numbers and , ,  are belongs to [0,1] . 
And sum of , , lies between 0 and 3 for all , . 
 
Definition 2.2[6] 
For any two NSMs and  of equal size, then  
The min-min-max combination of and is defined by 

⋁ = {< max , , max , , min , >} 
The max-max-min combination of and is defined by 

⋀ = {< min , , min , , max , >} 
Definition 2.3 
The Zero NSM of order ×  is denoted as = {< 0,0,1 >} 
The universal NSM of order ×  is denoted as = {< 1,1,0 >} 
 
Definition 2.4[6] 
For any two NSMs   and  of equal size. If  ≤  iff ≤ , ≤ , ≥ .If =  iff  = , 

= , =  
For any two NSMs and    of equal size. If  ≥  iff  ≥ , ≥ , ≤  
 
Definition 2.5[6] 
The Complement of any NSM is defined as = {< , , >}. 
 
Lemma 2.6 
Let ,  and  be real numbers. The following equalities hold 
a. max( , min( , )) =  
b. min( , max( , )) =  
c. max( , max( , )) = max (max( , ) , ) 
d. min( , min( , )) = min(min( , ) , ) 
 
Lemma 2.7 
Let ,  and be real numbers. Then 
a. max( , min( , )) = min (max( , ) , max ( , )) 
b. min( , max( , )) = max (min( , ) , min ( , )) 
c. max( , ) max( , ) ≤ max ( , ) 
d. min( , ) min( , ) ≥ min( , ) 
 
Main Results using  and  
Definition 3.1 
For any two NSMs and  of equal size. Then  and  is defined as 
a) = {< max , , max , , >} 
b) = {< , , max ( , ) >} 
 
Proposition 3.2 
If and are any two NSMs of equal size, then ≤ . 
Proof 
Let = {< , , >}, 

= < , , >  be any two NSMs of equal size. 
By definition 3.1 
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= {< max , , max , , >} 
= {< , , max ( , ) >} 

  
Since ≤ max , , ≤ max ,  

≤ max ( , )  
Therefore ≤ . 
 
Proposition 3.3 
For any three NSMs ,  and  of equal size, then  
a) =  
b) =  
c) =  
d) =  
 
Proof 
a) = {< max , , max , , >} (1) 

= {< max , , max , , >}  (2) 
From (1) and (2) =  
Similarly, =  
c) =   

= < max max , , , max (max , , ), > (3) 

= < max , max ( , ) , max , max ( , ) , > (4)  
From (3) and (4) =  
Similarly, we can also prove (d) 
 
Proposition 3.4 
Let  be any NSM, then ≠  and ≠  
Proof: 

= {< , , >}, 
= {< max( , ) , max( , ) , >}   

≠ {< , , >} 
Hence ≠  
And also ≠  
Proposition 3.5 
a) =  
b) =  
c) =  
d) =  
e) ≠ ( ) ( ) 
f) ≠ ( ) ( ) 
g) ≠  ; ≠  
Proof 
a) = {< max( , 0) , max( , 0) , 1 >} =  
Similarly we can prove (b),(c),(d) 
e) To Prove ≠ ( ) ( ) 
 = {< , , max ( , ) >} 

= < max , , max , , max ( , ) >  
= (max , max , , max , max , , max ( , )) 

Since,max , max , ≤ max ( , ) 
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max , max , ≤ max ( , ) 
Therefore ≠ ( ) ( ) 
Similarly, ≠ ( ) ( ) 
g) To Prove ≠  

= (max , , max , , )    (1) 
= ( max , , max , , max ( , )) 

≠ {< , , >} 
⟹ ≠ . 
Similarly, ≠  
Some Results using complement of NSM 
Proposition 4.1 
For any two NSMs  and  of equal size, then 
a) ( ) ≠  
b) ( ) ≠  
c) ( ) ≥  
d) ( ) ≤  
Proof 
a)( ) = ( , max , , max ( , ))   (1) 

= ( , , max ( , ))    (2) 
From (1) and (2)( ) ≠  (3) 
Similarly, we can prove(b) 
c)( ) = (max , , , ))    (4) 

= (( , , max ( , ))    (5) 
Since, max , ≥ , ≤  max ( , ) 
From (4) and (5)( ) ≥  
Also, we can prove (d) . 
Proposition 4.2 
For any NSM , then  
a) ( ) ≥  
b) ( ) =  
Proof 

= ( , max( , ) , max( , ) )   (1) 
= ( , , max ( , ))    (2) 

( ) ≥ . 
Also, we can prove (b) 
Proposition 4.3 
For any NSM , then  
a) ≠  
b) ≠  
Proposition 4.4 
For any two NSM  and  of equal size, then 
a) ≠ ( )  
b) ≠ ( )  
Proof 
a) =
(max max ( , ), max ( , ) , max max ( , ), max ( , ) , ) 

= (max ( , ), max ( , ), ) 
Therefore ≠  
We can also prove ≠ ( )  
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Results on max-max-min and min-min-max using  and  in NSM 
Proposition 5.1 
Let  and  be any two NSM of equal size. Then 
a) ( ⋁ ) ≠  
b) ( ⋀ ) ≠  
c) ( ⋁ ) ≠  
d) ( ⋀ ) ≠  
Proof 
a) ⋁ = {< max , , max , , min , >} (1) 

⋁ = (max , max , , max , max , , min , ) 
 = ( , , ) 
 ≠ ( , , ) 
 ⟹ ( ⋁ ) ≠  
 The proof of (b),(c),(d) are  similar of (a). 
 
Proposition 5.2 
For any two  and NSM of equal size, then 
a) ⋁ ≠  
b) ⋀ =  
c) ⋀ ≠  
d) ⋁ =  
Proof 
a) ⋁ = max , max , , max , max , , min ,  
≠ . 
b) To Prove: ⋀ =  

⋀ = min , max , , min , max , , max ,  
= ( , , ). 
⟹ ⋀ =  
The proof (c) & (d) are similar of (a) and (b). 
 
Proposition 5.3 
For any three NSMs ,  and  of equal size, then 
a) ⋁ = ( )⋁( ) 
b) ⋀ = ( )⋀( ) 
c) ⋁ = ( )⋁( ) 
d) ⋀ = ( )⋀( ) 
Proof 
a) ⋁ = (max , max , , max , max , , min ( , )) 

= (max max , , max , , max max , , max , , min ,  
= ( )⋁( ). 
Proof of (b),(c) and (d) are similar of (a). 
 
Proposition 5.4 
For any three NSMs ,  and  of equal size, then 
a) ⋁ ≠ ( ⋁ ) ( ⋁ ) 
b) ⋀ ≠ ( ⋀ ) ( ⋀ ) 
c) ⋁ ≠ ( ⋁ ) ( ⋁ ) 
d) ⋀ ≠ ( ⋀ ) ( ⋀ ) 
 

Proof 
) ⋁ = max , max , , max , max , , min ,  (1) 
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⋁ = {< max , , max , , min , >} 
⋁ = {< max , , max , , min , >} 

⋁ ⋁ = (max max , , max , , max max , , max , , 
min , min , )) … … … … … … … . (2) 

From (1) and (2) ⋁ ≠ ( ⋁ ) ( ⋁ ) 
We can prove (b),(c) and (d) in similar manner of (a). 
 
Proposition 5.5 
For any two  and NFM of equal size, then 
a) ≥ ⋀  
b) ≤ ⋁  
c) ≠ ⋀  
d) ≠ ⋀  
 
Proof 
a) = {< max , , max , , >}  (1) 
⋀ = {< min , , min , , max , >}  (2) 

(1) ≥ (2)  
⟹ ≥ ⋀   
c) = {< , , , max ( , ) >}    (3) 
⋁ = {< max , , max , , min , >}  (4) 

(3) ≠ (4)  
⟹ ≠ ⋀   
In similar manner of (a) & (c) we can prove (b) and (c). 
 
Proposition 5.6 
 For any two  and NSM of equal size, then 
a) ⋀ ⋀ =  
b) ⋁ ⋁ =  
c) ⋀ ⋁ =  
d) ⋀ ⋁ =  
 
Proof 
a) ⋀ ⋀ =
min min , , , min (min , , ) , max (max , , )) 

= {< , , , max ( , ) >} 
 Therefore, ⋀ ⋀ =  
c) ⋀ ⋁ = (max min , , max , ) , max min , , max , , 

max ( , )min ( , )) 
= {< max , , max , , >}  
⟹ ⋀ ⋁ =   
We can prove (b) & (d) in similar manner of (a) and (c) 
 
CONCLUSION 
 
The Multiplicative operations over NSM have discussed in this paper. And some of the properties of  and  over 
NSM are explained. Distributive laws, max-max-min, min-min-max composition together the multiplicative 
operations are proved and established some concepts.  
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Several studies in the past have already highlighted the Enterococcus species, particularly those that are 
resistant to antibiotics, because Enterococci has the potential to develop resistance to the most classes of 
antibiotics that far been used for practice and it causes many types of infection and there are limited 
options are available for the treatment, particularly for urinary tract infection (UTI) caused by 
enterococci. The main aim of this study is to determine the antibiotic resistance pattern of UTI causing 
Enterococcus faecium strain to make treatment of UTI easy and also determine its phenotypic and 
genotypic characteristics.  For this work, we collect five urine samples and isolated 16 isolates from these, 
one of the isolate was used for the antibiotic susceptibility test (AST), which was carried out using 
erythromycin(ERY), ampicillin(AM), amoxicillin(AMX) chloramphenicol(CHL), azithromycin(AZM), 
penicillin(P), streptomycin(S), levofloxacin(LEV) antibiotics by Kirby Bauer disk diffusion method on 
Muller Hinton agar plate and compare the results with MIC of antibiotics effect on particular bacteria E. 
faecium using CLSI guidelines and genome sequence of that strain also analyzed. AST depicts that all the 
used antibiotics do not show any effect on the E. faecium strain and it shows higher resistance to these 
antibiotics, thus these antibiotics are not used for the treatment of UTIs caused by this strain but it makes 
treatment of UTIs easy. 
 
Keywords: Enterococcus faecium, Antibiotics resistance, and Urinary tract infection. 
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INTRODUCTION 
 
Enterococci belong to the Enterococcaceae family consisting of more than 17 species from these 17 species we are 
trying to study Enterococcus faecium strains. Enterococci are non-spore forming Gram-positive, ovoid cells arranged in 
single, pair, or short chains. Grow optimally at 35-37°C temperature. Many species of enterococci can grow at 42°C 
and 45°C and grow slowly at 10° C, thus they are resistant to drying and follow facultative anaerobic respiration. 
They can survive at wide pH ranges, and desiccation and also grow in the presence of 6.5% NaCl and 40% bile salt. 
Normal bacteriological media is required for the growth of enterococci. Amino acids, vitamin B, and purine and 
pyrimidine bases are core nutrition requirements for the growth of enterococci. Sodium is used as a selective agent 
for the isolation and enumeration of enterococci. Enterococci give regular, circular, smooth surface colonies on the 
agar plate. They ferment sugar by homofermentative and form L- lactic acid from glucose. The cell wall of most 
enterococcus species consists of Lysine-Alanine type peptidoglycan. The genome size of E. faecium is about 3445kb. 
 
Habitat 
Enterococci are common inhabitants of the gastrointestinal tract of humans and almost all land animals. They are 
core members of the human microbes but numerically minor. E. faecalis and E. faecium are found in relatively 
abundant amounts in humans but represent <1% of the total microbial population (Selleck et al., 2019). 105 to 
107enterococcal cells are present in 1 gram of human feces (Murray and Weinstock, 1999). Some species of 
enterococci including E. faecium are also found in Poultry. Enterococci can be isolated from food, plants, soil, and 
water.  
 
Infection 
After Staphylococcus aureus and Pseudomonas aeruginosa, enterococci are considered as the third most common 
nosocomial pathogen. Overgrowth of enterococci in the colon increases the chances of dissemination of enterococci 
into the bloodstream and contaminated body sites and enough to establish infection. Enterococci are residential 
microflora of the gastrointestinal tract, when higher growth occurs of this flora in the GI tract they migrate from the 
GI tract to urinary tract and where cause urinary tract infections. Among enterococci, E. faecium and E. faecalishave the 
highest ability to hospital-acquired infection, including urinary tract infection, bacteremia, intra-abdominal infection, 
and endocarditis. Colonization and proliferation of lineage of enterococci adapted from hospitals are induced 
disruption of community structure by association with antibiotics (Selleck et al., 2019).  
 
Antibiotic Resistance 
Enterococci possess a wide variety of plasmids and transposons that are responsible for the determination of 
antibiotic resistance and virulence factor. This plasmid is transported from donor cell to recipient cell of some 
enterococcal species through surface adhesion aggregation substance. Thus, transfer of antibiotic resistance genes to 
their lineage happens (Devriese et al., 1992; Wearver, 2000, 2002). Some species of enterococci consist of transposons 
(jumping genes) of the Tn3 family that consist of composite and conjugative transposons. From these two, 
conjugative transposons encoding antibiotic resistance genes reveal a broad host range. This family also consists of 
genes that are vancomycin resistance. Composite transposons encode genes that are resistant to aminoglycosides, 
vancomycin antibiotics, and also mercury resistance genes (Tendolkar et al., 2003.  
 
Weaver et al., 2002). Vancomycin resistance enterococci (VRE) are a perilous problembecause it is involved in many 
types of infection. There are six phenotypes of Vancomycin resistance that has been narrated and characterized as 
VanA, VanB, VanD, VanF and VanG and are described by transposable elements. VanC phenotype is characterized 
by a non-transposable element that is chromosomally encoded. VanA and VanB phenotypes display higher and 
moderate levels of resistance to vancomycin respectively (Cetinkaya et al., 2000; Mckessar et al., 2000; Tendolkar et al., 
2003). Grossly E. faecium displyas a higher prevalence of antibiotic resistance than E. faecalis and other species of 
enterococci. 
 

Nirupama Bhimani et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

57038 
 

   
 
 

Treatment 
Enterococcus species can carry antimicrobial resistance genes and mutation in that gene results in multiple drug 
resistance due to that reason treatment of infections caused by enterococci, mainly UTIs are not easy. Generally, 
monotherapies are preferable for uncomplicated infections but due to the multiple drug resistance ability of 
enterococci, treatment of enterococcal infection is not easy with using a single antibiotic. For that reason, combination 
agents may use to cure the enterococcal infection and that can synergistically confer an antibacterial activity 
(Christopher J. Kristich; 2014). In clinical practice, critically ill patients with enterococcal infections can be treated 
with cell wall active agents and synergistic aminoglycoside as a commixture remedy (Susan L Fraser; 2021). There is 
a finite course of action procurable to remediate infections caused by enterococcus species, particularly for UTIs. 
Therefore in this study, we check antibiotic resistance of Enterococcus faecium against multiple antibiotics such as 
erythromycin (ERY), ampicillin (AM), amoxicillin(AMX) chloramphenicol(CHL), azithromycin(AZM), penicillin(P), 
streptomycin(S), levofloxacin (LEV) to make possible treatment for UTI. 
 
METHODOLOGY 
 
Sample Collection (n=5) 
There were five urine samples collected from the Supratech Pathology Laboratory in Mehsana District. About 30-100 
ml of midstream urine sample was collected aseptically in a sterile screw-cap tube after the initial flow has been 
allowed to escape and immediately processed appropriately. 
 
Isolation of Bacteria from UTI 
Urine samples were serially diluted up to 10-3 in sterile distilled water tubes and 0.1ml of prepared dilution was 
spread on the plate containing nutrient agar by a sterile L-shaped spreader using the spread plate technique. 
Overnight 37°C incubation temperature was provided to the plates which were spread with the serially diluted 
sample. After the overnight incubation period, the distinct colonies were observed on N-agar plates, which were 
further sub-cultured on N-agar plates for a pure culture of each isolated colony (16) and incubated those plates for 24 
hours at 37°C. The next day from those 16 isolates one isolate was checked for colonial characteristics. After note 
downs of colony characteristics, Gram's staining was performed of that colony, for that on a cleaned glass slide drop 
of sterile distilled water was placed and then one loop of isolated colony was mixed with water drop to prepare a 
smear and then heat-fixed the smear in medium flame then after a standard procedure of Gram's staining was 
followed. 
 
Biochemical Characterization 
After the process of gram staining, isolate was checked for its catalase activity, and for that catalase test was 
performed. A sugar fermentation test was performed for whether the isolate ferment sugar or not for that test 
glucose and lactose sugars were used. The standard microbiological methods for urea hydrolysis, M-R and V-P were 
also performed for tentative identification of bacteria using Bergey's Manual of Systematic Bacteriology (Volume 2, 
Parts A-C) following the methods of Rakesh Patel volume 1. 
 
Antibiotic Susceptibility Test 
A tentatively identified bacterium was checked for its antibiotic susceptibility test for whether it was resistant or 
susceptible to various antibiotics.  The bacterial suspension was spread on a plate containing Muller Hinton media 
[24]. Antibiotics disks were prepared by using watchman filter paper by punching the paper and making disks and 
sterilized them by autoclave after that aseptically deep disks in distinct antibiotics containing solutions with different 
concentrations for that, antibiotics were used such as Erythromycin, azithromycin, ampicillin, amoxicillin, and 
levofloxacin with 50 μg/ml concentration and chloramphenicol (250μg/ml),  penicillin (1U), and streptomycin (2U). 
Those antibiotics were placed on Muller Hinton media which were spread with bacterial culture in aseptic 
conditions and then provided overnight incubation at 37°C. The next day overnight culture was observed for a zone 
of inhibition surrounding antibiotics and measured the zone was in millimetres and finds the effectiveness of the 
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drugs. After the completion of the antibiotic susceptibility test, antibiotics were preferred by the panels of the 
Clinical and Laboratory Standard Institute (CLSI) which was appropriate for particular microorganisms, these were 
interpreted according to the MIC of particular antibiotics selected from CLSI. 
 
Molecular Characterization 
After the completion of AST, genome sequence was analysed for identification of that isolate by the sequencing of 
the 16S rRNA gene using the modern Sanger sequencing method. 
 
DNA Extraction 
DNA extracted from isolated genera using overnight grown liquid culture of isolate in the nutrient broth by using 
the phenol-chloroform method. 
 
Amplification of 16S rRNA Gene 
By using a Thermocycler machine 16S rRNA gene was amplified following the procedure of Hi-PCR® 16S rRNA 
Semi-Q PCR Kit, with the help of universal primers such as forward primer and reverse primer 16S-27F (5'-AGA 
GTT TGA TCC TGG CTC AG- 3'), 16S-1492R (5'-ACG GCT ACC TTG TTA CGA CT-3') respectively. After the 
amplification process, the yield of the PCR product was used to purify. 
 
Purification of PCR Product 
By using hiPurATM PCR product purification kit, PCR amplified product purified from unincorporated primers, 
dNTPs, polymerase, and salts using silica binding in a micro spin format. The clean purified product was eluted in a 
small volume of low salt buffer.   
 
Sequencing and Analysis 
After the purification of the PCR product, it proceeded for sequencing using the modern Sanger sequencing method 
in that fluorescent-labelled dideoxynucleotides were used in a single tube and size separated by capillary gel 
electrophoresis. After the separation of sequences, each band of the capillary gel was read on a computer, to use 
fluorescence to identify each terminal ddNTPs. The comparison of the resulting sequence was blasted to obtain a 
match using the GenBank database BLAST algorithm. 
 
RESULTS 
 
Bacterial isolate is Gram-positive cocci, catalase-negative, homofermentative, and negative to urea hydrolysis, M-R, 
and V-P test which is shown in table 1 and it is resistant to all those used antibiotics shown in table 2. It is identified 
as Enterococcus faecium strain by molecular characterization. 
 
DNA sequence of E. faecium  
1 aacacttggaaacaggtgctaataccgtataacaatcgaaaccgcatggttttgatttga 
61 aaggcgctttcgggtgtcgctgatggatggacccgcggtgcattagctagttggtgaggt 
121 aacggctcaccaaggccacgatgcatagccgacctgagagggtgatcggccacattggga 
181 ctgagacacggcccaaactcctacgggaggcagcagtagggaatcttcggcaatggacga 
241 aagtctgaccgagcaacgccgcgtgagtgaagaaggttttcggatcgtaaaactctgttg 
301 ttagagaagaacaaggatgagagtaactgttcatcccttgacggtatctaaccagaaagc 
361 cacggctaactacgtgccagcagccgcggtaatacgtaggtggcaagcgttgtccggatt 
421 tattgggcgtaaagcgagcgcaggcggtttcttaagtctgatgtgaaagcccccggctca 
481 accggggagggtcattggaaactgggagacttgagtgcagaagaggagagtggaattcca 
541 tgtgtagcggtgaaatgcgtagatatatggaggaacaccagtggcgaaggcggctctctg 
601 gtctgtaactgacgctgaggctcgaaagcgtggggagcaaacaggattagataccctggt 
661 agtccacgccgtaaacgatgagtgctaagtgttggagggtttccgcccttcagtgctgca 
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721 gctaacgcattaagcactccgcctggggagtacgaccgcaaggttgaaactcaaaggaat 
781 tgacgggggcccgcacaagcggtggagcatgtggtttaattcgaagcaacgcgaagaacc 
841 ttaccaggtcttgacatcctttgaccactctagagatagagcttccccttcgggggcaaa 
901 gtgacaggtggtgcatggttgtcgtcagctcgtgtcgtgagatgttgggttaagtcccgc 
961 aacgagcgcaacccttattgttagttgccatcattcagttgggcactctagcaaagactg 
1021 cccggtgacaaaccggaggaaggtggggatgacgtcaaatcatcatgccccttatgacct 
1081 gggctacacacgtgctacaatgggaagtacaacgagttgcgaagtcgcgaggctaagcta 
1141 atctcttaaagcttctctcagttcggattgcaggctgcaactcgcctgcatgaagccgga 
1201 atcgctagtaatcgcggatcagcacgccgcggtgaatacgttcccgggccttgtacacac 
1261 cgcccgtcacaccacgagagtttgtaacacccgaagtcggtgaggtaaccttttggagcc 
1321agccgcc 
 
DISCUSSION 
 
In the current study, we focus on the antibiotic resistance pattern of the E. faecium strain isolated from the UTI. Based 
on the MIC of antibiotics used for this study shows no effect on E. faecium strain. This study also includes the 
phenotypic and genotypic characteristics of E. faecium. Xuewei Zhou and his team members in the year 2020 focused 
on hospital-acquired vancomycin resistance E. faecium infections. For the control of infection, they use E. faecium 
insights for practical recombination and diagnostic purposes as well. Iain J. Abbott and his colleagues in the year 
2020, also focus on the therapy of urinary tract infections caused by enterococci using a dynamic in vitro bladder 
infection model. Their study showed that E. faecalis required greater fosfomycin exposure as compared to E. faecium. 
In the year of 2019, Fakhri Haghi and her team members also studied antibiotic sensitivity pattern to malignant 
virulence encoding genes in enterococci selected from urine samples of hospitalised patients. They identified 69%      
E. faecalis, 21% other Enterococcus spp., and 10% E. faecium. From those isolates 93% resistance to tetracycline, 
ciprofloxacin, quinupristin-dalfopristin 86%, 73%, and 53% respectively. Gentamicin (50%) and streptomycin (34%) 
and determined genes which were shown resistance to aminoglycoside and 21% of isolates were vancomycin-
resistant. Their study revealed that E. faecium shows a higher frequency of gentamicin and vancomycin resistance 
and higher heterogeneity prevalence of resistance genes and virulence. 
 
CONCLUSION 
 
Due to the increasing pollution, population, and climate change opportunities increase  day by day of infections, , in 
such conditions use of antibiotics gives relief against infection. But abuse of antibiotics create recistance power in 
bacteria. In country like India, people are very less aware about antimicrobial resistance (AMR) and resulting in 
abuse of antibiotics, we can create awareness and understanding in the people about AMR through effective 
communication and education. This study concluded that the E. faecium strain is resistant to all the antibiotics which 
are used in this study. Thus these are not used for the treatment of urinary tract infections caused by E. faecium but 
they make the treatment of UTIs easy. In the current study, we use very low concentrations (ug/ml) of antibiotics, if 
we take them in higher concentrations then it might influence on infection-causing bacteria and give relief to patients 
with UTIs. This study is one of the ways to create awareness among people about the resistance of drugs and may 
provide aid in many projects which are working on the identification of multiple drug resistance bacteria in India 
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Table 1: Cultural And Bioc Characteristics 0f Enterococcus Faecium. 

CULTURAL CHARACTER GRAM STAINING 
Size Small 

Gram reaction Positive 
Shape Round 

Margin Entire 
Size Small 

Elevation Convex 

Surface Smooth 
Shape Cocci 

Opacity Translucent 

Consistency Moist Arrangement Chain, Cluster 

BIOCHEMICAL REACTION 

Urea hydrolysis 
test 

- 
 

Sugar fermentation test 

Sugars Acid Gas 

M-R test - Lactose + - 

Nirupama Bhimani et al., 

http://www.tnsroindia.org.in
https://doi.org/10.5114/aoms.2015.53307
https://doi.org/10.1128/microbiolspec.GPP3-0053-2018
https://doi.org/10.1186/s13756-020-00770-1
https://doi.org/10.1111/j.1469-0691.2012.03829.x
https://doi.org/10.1186/s13756-022-01081-3
https://doi.org/10.1186/s12879-019-4395-3
https://doi.org/10.5114/aoms.2015.53307
https://doi.org/10.1056/NEJM200003093421007


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

57042 
 

   
 
 

V-P test - Glucose + - 

Catalase test - - = Negative           + = Positive 
 
Table 2: Interpretation of Antibiotic Susceptibility Test  

Sr. 
No. 

Antimicrobial agents 
Disk 

content 
(µg/ml) 

Zone of inhibition (mm) (follow CLSI 
guidelines) Interprita-

ionalcatego
ries Susceptible (S) Intermediate 

(I) 
Resistance 

(R) 
1 Amoxicillin 50 80 40 20 40/I 
2 Erythromycin 50 76.6 60 43.3 27/R 
3 Azithromycin 50 60 51.6 43.3 21/R 
4 Chloramphenicol 250 150 125 100 29/R 
5 Levofloxacin 50 170 150 130 35/R 
6 Ampicillin 50 85 - 80 35/R 
7 Penicillin 2(U) 150 148 140 27/R 
8 Streptomycin 1(U) 50 48 46 26/R 

 

    
A: Pure culture B:Antibiotic Susceptibility Test C: Gram staining D:Sugar 

Fermentation Test 

    
E: Urea Hydrolysis Test F: Catalase test G: V-P Test H:Methyl Red 

Test 
Figure 1: Phenotypic characterization of Enterococcus faecium 

 
 
 
 
 
 

Nirupama Bhimani et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 

57043 
 

   
 
 

Yashoda  
 

Classification of Alzheimer’s Disease Stages using ResNet50 
Architecture 
 
Febin Antony1*, Anitha H B2  and Jincy A. George3 

 
1Ph.D. Scholar, Department of Computer Science, CHRIST (Deemed to be University), Bangalore-29, 
Karnataka, India.  
2Associate Professor, Department of Computer Science, CHRIST (Deemed to be University), Bangalore-
29, Karnataka, India. 
3Ph.D. Scholar, Department of Life Sciences, CHRIST (Deemed to be University), Bangalore-29, 
Karnataka, India. 
 
Received: 27 Feb  2023                              Revised: 06 Apr  2023                                   Accepted: 08 May 2023 
 
*Address for Correspondence 
Febin Antony  
Ph.D. Scholar,  
Department of Computer Science,  
CHRIST (Deemed to be University),  
Bangalore-29, Karnataka, India.  
E. Mail: febin.antony@res.christuniversity.in 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Alzheimer’s disease (AD), also known as senile dementia is one of the most progressive neurological 
diseases which affects the memory and other important brain functions. If not detected at an early stage, 
Alzheimer can cause problems which increase over time. Hence it is essential to detect and diagnose this 
disease early. Due to its increased prominence, diagnosis of Alzheimer’s disease has gained huge 
attention among the researchers. Several researchers have proposed different techniques for accurate 
detection of AD. Methods: This research proposes the classification of different stages of AD from MRI 
images using a Convolutional neural network (CNN) based ResNet-50 model. The MRI data for disease 
detection and classification is collected from the ADNI dataset with an emphasis on achieving high 
classification accuracy. The efficacy of the proposed approach is validated using different evaluation 
metrics such as accuracy, precision, recall and f1-score and support. Findings: The classification accuracy 
achieved by the ResNet-50 model is found to be 97.36%. 
 
Keywords: Alzheimer’s disease, Convolutional Neural Network (CNN), ResNet-50 model, Alzheimer’s 
Disease Neuroimaging Initiative (ADNI), Deep Learning, Magnetic Resonance Images 
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INTRODUCTION 
 
Alzheimer's disease (AD) is one of the progressive diseases which can significantly harm the memory capacity and 
normal functioning of the brain. In the United States, addiction is the sixth prominent cause of mortality among the 
elderly, accounting for more than 5.5 million people. The AD’s to cope with the predicted $277 billion in AD 
management costs in 2018, the U.S. economy and healthcare system will be severely taxed. People with Alzheimer's 
disease see a steady decline in their mental faculties as the illness advances. Medically sanctioned cures are not yet 
available for this condition [1]. There has been a lot of interest in pre-symptomatic detection techniques in an attempt 
to postpone or even prevent an illness's start. Scientists have discovered early warning signs of Alzheimer's disease 
via the use of brain imaging techniques such as MRIs (PET). It has got more difficult to synthesize multimodal 
neuroimaging data as neuroimaging technology has advanced fast. As a consequence, automated techniques such as 
machine learning (ML)techniques are gaining significant increase in interest. Pattern analysis techniques including 
LDA, LPBM, logistic regression, and SVM-RFE have all been used to effectively spot early signs of Alzheimer's 
disease. These strategies might help in the early detection and prediction of AD[2]. Deep learning (DL) algorithms 
belong to the class of traditional ML algorithms which has demonstrated excellent capabilities compared to M 
algorithms in finding subtle patterns from complicated data pattern. The application of DL for accurate diagnosis 
and automatic categorization of AD has lately attracted substantial interest since fast advancement in neuroimaging 
methods has created huge amount of multimodal neuroimaging data. 
 
In general, ML algorithms are employed for processing and classification applications. These applications 
incorporate feature extraction, feature selection, dimensionality reduction and selection methods for performing a 
machine learning-based classification task [3]. These sorts of tasks need a high level of competence and experience in 
optimization. The method's mobility is a problem for many people, not just them. Factors such as cortical thickness, 
build-up of amyloid in the hippocampus region, grey matter density etc. define the characteristics of AD and these 
factors are evaluated throughout the feature selection process (ROIs) [4]. 
 
Medical imaging analysis is rapidly turning to "on-the-fly" learning approaches like deep learning, which utilize 
unprocessed data for constructing the image patterns/features using "on-the-fly" learning. The phrase "on-the-fly" 
learning refers to the process of generating characteristics from raw neuroimaging data. Machine learning methods 
like convolutional neural networks (CNN) have been used to improve outcomes [5].The main aim of this study is 
todetect AD in the initial stages using DL based Resnet50 model using the Alzheimer’s disease Neuro imaging 
Initiative (ADNI) dataset. The research paper is organized with various research works based on classification and 
early detection of Alzheimer’s Disease. The T1 weighted MRI dataset from ADNI is used for the analysis. The next 
sections deal with the research gap, proposed research methodology and Deep Learning classifications respectively. 
After the analysis, next section discusses about the results, performance evaluation and concludes the paper with 
experimental observations. 
 
LITERATURE REVIEW 
 
ADNI Dataset 
Scientists began investigating imaging and blood/CSF biomarkers to expedite new therapies and confirm 
imaging/blood/CSF biomarkers. Research and development are conducted by several government agencies, 
including the National Institute on Aging, NIH, and the National Institutes of Health Foundation is a true public-
private partnership [6]. ADNI was founded in response to several industry developments. Research into AD 
detection was started with the creation of transgenic mice with amyloid plaques growing in their brains. Because of 
the studies done on this animal by academic and industrial experts, new ways to eliminate amyloid have been 
discovered. Patients with Alzheimer's and other neurodegenerative disorders may now be diagnosed using 
advanced imaging techniques like MRI and PET scans. Alzheimer's disease patients' CSF and blood were shown to 
have amyloid peptides for the third time Clinical investigations on AD have been made possible due to the 
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identification of the genes responsible for the illness in the human genome. In the wake of several Alzheimer's 
clinical investigations, a network of AD clinical trial facilities, the Alzheimer's disease Cooperative Investigations, 
was established. As a sixth benefit, data may be easily transported from several places to a single data center through 
the Internet. Researchers in academia, the government, and the pharmaceutical industry have realized that 
cooperating and sharing methodologies and data would lead to speedier trials of disease-modifying drugs [7]. A 
clinical trial is not the goal of the ADNI research effort or any other ADNI activity. Naturalistic observation is used in 
this study to get a better understanding of treatment trials. The ADNI data may then be used by pharmaceutical 
companies and government-funded researchers to build more effective treatment trials for their patients [8]. 
 
In October 2010, first says of ADNI also known as NA-AIDI-1. During that time 821 individuals from all over the 
United States and Canada have joined up to participate in the past few days. Participation in the experiment was not 
restricted to those with Alzheimer's or moderate cognitive impairment (MCI). Researchers looked at the results of all 
of the individuals' physical and mental examinations as well as their structural MRI scans and blood tests 
throughout time. Those who had FDG-PET scans and lumbar punctures had spinal fluid biomarkers tested. The 
Alzheimer's Association and General Electric have expanded their financing for amyloid imaging, which resulted in 
the examination of 100 persons (PiB). MCI changes in an ADNI cohort of MCI patients who had gone too far in the 
disease process to be adequately studied thanks to a Grand Opportunities (GO) grant were examined by researchers 
thanks to this funding [9]. Researchers may upload MRI and PET images, as well as clinical data, to the Laboratory of 
Neuroimaging (LONI) database. This database, which can be accessed from anywhere in the world over the internet 
by academics, is accessible to them now. Anyone doing research in a relevant discipline may access ADNI data. NA-
ADNI has published about 250 papers as of this writing [10]. Expanding on the NA-ADNI 2 experiment and 
collecting more data for pharmaceutical development was the primary purpose of this investigation, which drew on 
the expertise of patients with mild cognitive impairment. As in ADNI 1 and GO, 450 new volunteers will be recruited 
to participate in ADNI 2. These new volunteers will be distributed evenly among healthy controls, those with MCI in 
the late stages of the illness, and patientswith AD. With the release of ADNI 2, several improvements have been 
made. Instead of using a 1.5-T MRI scanner, a new 3-T MRI scanner will be used, and scans will be performed every 
year for the first three years, then every three, six, and twelve months afterward. To see whether they can anticipate 
future results, scientists can keep an eye on changes in brain volume early in the study. Amyloid ligand will be AV-
45 in this experiment since it is more readily accessible than PiB for use in AV-45 PET scanning. It has now been 
mandated that lumbar punctures be performed on all new ADNI participants due to ADNI 1. These include DTI, 
arterial spin labelling perfusion imaging, resting blood oxygen level-dependent imaging, and an assessment of 
hippocampal subfields [11]. 
 
A biomarker profile based on changes in atrophy rate and CSF biomarkers and structural MRI parameters may be 
created to assist predict future clinical changes in MS. both. The 11C-PiB and AV-45 results showed that MCI 
patients had a significant incidence of Alzheimer's disease pathology. Approximately 30% of persons in their 70s 
have amyloid in their brains, according to recent research. In the future, amyloid deposits have been related to 
cognitive decline and dementia, according to research from ADNI and other sources. The ADNI made inquiries. As a 
result of new research into Alzheimer's disease, moderate cognitive impairment (MCI), dementia progression from 
MCI, and preclinical Alzheimer's disease, organizations like the Alzheimer's Association and the National Institute 
on Aging have altered their diagnostic criteria [12]. There are presently ADNI initiatives throughout North America 
and Europe and programs in Asia and the Pacific Rim countries of Australia; Japan; Korea; China; and Brazil. It's not 
only the United States that ADNI plans to expand to. It has taken ADNI many years to become an international 
organization. All data may now be transferred across programs such as the Worldwide ADNI without any 
restrictions (WW-ADNI) [13]. 
 
Classification of Alzheimer’s disease with and without Imagery Using Gradient Boosted Machines and ResNet-
50 
The paper analyzed an Open Access Series of Imaging Studies (OASIS-1) cross-sectional MRI data for detecting AD 
and a gradient boosted machine (GBM) was employed for predicting the disease based on different parameters such 
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as gender, age, education, socioeconomic status (SES), and a mini-mental state exam (MMSE). The GBM model was 
accompanied with another residual neural network ResNet – 50 with 50 neural layers, which predicted the presence 
of clinical dementia rating (CDR) and measured the intensity of MRIs. Experimental results showed that the GBM 
model exhibited a high mean prediction accuracy of 91.3% with a 10-fold stratified cross validation. The efficacy of 
the proposed approach was measured in terms of MMSE and the ResNet – 50 was trained and validated using 80% 
of the training data and 20% validation data respectively. The prediction accuracy of ResNet – 50 was found to be 
98.99% which a near absolute multi-class prediction accuracy of 99.34%. The results of the experimental analysis 
prove that GBM achieves are effective in classifying the AD which is enhanced by the ResNet – 50 models which 
automates the detection process [14].  
 
The potential of transfer learning (TL) algorithm for predicting AD was fine-tuned by using different network 
models such as VGG-19, VGG-16, Resnet-50 and Xception. Previous works have discussed the implementation of 
VGG-16 model for testing the AD classification based on the data collected from ADNI datasets which provided an 
accuracy and precision of 97% and 96% respectively. This work evaluated the classifying ability of the TL model and 
results show that the proposed model achieved a phenomenal accuracy of 98% in comparison to other models. It can 
be validated from the results that TL models achieve superior performance and hence can be helpful in detecting and 
predicting AD in early stages and helps to provide better treatment [15].  
 
Different ML algorithms such as CART, Random Forest (RF), GBM, and Support Vector Machines (SVM). The MRI 
images of the AD was considered for the experimental analysis and the images of the full brain was collected for 
every 6 months. An extensive range of cognitive analysis is considered in this research for the experimental analysis 
with an executive function. Various researchers have proposed different techniques in this aspect and it involved the 
application of different progressive techniques which includes modifications and transformations in metabolic and 
neuroendocrine activity. Results of the experimental analysis show that the RF and GBM algorithms exhibit superior 
performance compared to CART and SVM. It was also observed that these algorithms showed better performance in 
terms of different parameters such as cognitive scores, genetic risk, accuracy, and precision etc., which are more 
competitive with MRI techniques. Results validate that the ML based algorithms perform better in detecting and 
predicting AD [16]. 
 
Role and impact of Early Detection of AD Using DL algorithm on MRI 
Various researchers have examined and compared the efficacy of various DL algorithms for detecting neurological 
diseases with an emphasis on AD, Parkinson’s disease, and schizophrenia from MRI images collected from different 
paradigms such as functional and structural MRI [17]. The potential detecting ability of different DL techniques was 
compared in terms of identifying several neurological disorders across different datasets. Results of the comparative 
analysis show that among different DL algorithms Convolutional Neural Network (CNN) achieves better 
performance by exhibiting high accuracy. The study also identified different research challenges and suggested some 
of the feasible future research directions.  CNN was used for detecting and diagnosing of MRI in AD [18]. The neural 
network layers of the CNN algorithm were used for segmenting the MR images concerning patients suffering from 
AD. The segmentation ability of the CNN was compared with other DL algorithms such as fully CNN (FCNN) and 
SVM algorithms. It can be inferred from the results that the CNN algorithm achieved better segmentation 
performance in terms of precision, CDR score, and a lower MMSE score which is less than 0.05.  
 
Gap Analysis 
Alzheimer's disease detection, pathophysiology and its implicationshas gained huge significance in recent times [19]. 
As observed from existing literary works, computer-aided techniques have provided better results. However, in 
clinical point of view there are no practical diagnostic tools available. Most of the research works have focused on 
predicting AD using brain images [20] based on image segmentation, and drug management [21]. Recently, DL 
algorithms are extensively used in the classification and detection of AD due to their capacity to deal with MRI 
images. It is shown in several works that DL models provide accurate detection of AD compared to conventional 
machine learning algorithms. Despite the availability of different techniques, detection and classification of AD is 
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still challenging since it requires highly discriminative feature representation for classifying distinct brain patterns 
from MRI images. In addition to this, there are certain prominent research gaps which needs to be addressed. Several 
existing AD detection techniques suffer from poor-quality of MRI images and errors in pre-processing and image 
segmentation. Most of the research works are conducted using a limited dataset and there is a need to investigate the 
performance of different techniques using a large scale datasets. In addition to this, most of the works do not address 
the problem of class invariance between different stages of AD, which results in inaccurate detection of AD. This 
research intends to address these gaps in order to detect AD with high accuracy using deep learning algorithms. 
  
METHODOLOGY 
 
This research present the analysis of AD using deep learning techniques. The study uses a Gradient Boosted Machine 
with ResNet-50 for analyzing and classifying AD from MRI data. The block diagram of the classification approach is 
illustrated in figure 1. The steps involved in the design of the proposed approach are listed in below steps: 
 
Data Collection 
The data for the experimental analysis is taken from the ADNI dataset. A T1 weighted MRI data from ADNI dataset 
is used wherein the ADNI study provides an observational analysis of the health condition of the elderly individuals 
with CN, MCI, or AD. An unbalanced dataset is used with 2600 MCI images, 1500 CN images and 1000 AD images. 
The sample MRI image data and the classification of AD, CN, and MCI from the dataset are shown in figures 2 and 
4.3 respectively. 

 
Data Pre-processing 
In general, data pre-processing is performed to filter out the uncertainties from the raw input data in order to make 
the data suitable for classification. In this research, data pre-processing involves two stages namely skull stripping 
and data augmentation. Skull stripping is one of the basic and fundamental steps in pre-processing wherein it is used 
to identify the irregularities in the brain activity. In this process, the brain tissue is isolated from a non-brain tissue 
from MRI images. On the other hand, data augmentation is incorporated to maximize the amount of training data. 
This is done by adding additional copies or modified copies of already existing data, or by creating synthetic samples 
of the data which is extracted from the original data. Augmentation process increases the size of training set by 10 
fold or even more and helps to train the DL algorithms in an effective manner. This process also helps to overcome 
the problem of over fitting while training the DL algorithms. 
 
Classification 
The images are classified using a modified ResNet-50 model which is 50 layers deep (with 48 convolutional layers 
with 1 MaxPool and 1 Average Pool layer). Using ResNet-50 model, CNN can go more deep into the network and 
can perform more complex tasks. ResNet consists of a framework which trains numerous layers (up to thousands of 
layers) without affecting the performance of the network. The different layers used in this research are 
zeropadding2D, convolutional2D, Batch Normalization, Activation, Maxpooling2D and three sets of dense layers. 
The robust representation capacity of the ResNet enhances the performance of DL algorithms to classify MRI images 
for AD detection. 

Algorithms 
Skull Stripping 
Let the image input be i 
Step 1: read image i 
Step 2: Display the grayscale image i 
Step 3: Denoising – Median Filter 
Step 4: Binarization of the image using Otsu’s Thresholding  
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Step 5: Cropped and resize the image to required size 
Step 6: Apply Morphological Erosion and Dilation 
Step 7: Determine the maximum perimeter of the image 
Step 8: Multiply the mask with the de-noised brain MR images 
Output i’ 
 
Image Registration 
Step 1: Read image A (Reference Image) //manually taken 
Step 2: Read image B (Floating image) 
Step 3: Transform floating image (initial parameters) 
Step 4: Geometric Transformation //displacement of the vector 
Step 5: Evaluate similarity measure of image A and B 
If Images are matched Then Registered image Else Update transformation parameter 
Output: Registered Image 
 
Classification Model Algorithm 
Input: I , where ( … …   ∈ ) 
Output : ′ 
Step 1 ∀( … …   ∈ )apply median filter⇒  
Step 2  ∀( )apply skull stripping algorithm⇒  
Step 3 Apply Image Augmentation (IA) methods 
   ( )  ⇒  
Step 4  ℎ        
   ( )  ⇒  
Step 5   Extract ⋯⋯   features of  using 7x7 Convolution layer with   Maxpooling and ReLU activation function 
for reducing time complexity 
Step 6 ∀ ⋯⋯  apply average pooling before feeding to the dense layer 

 ⇒ ( ⋯⋯ )′ 
Step 7 Classify using the extracted features  (∀( ⋯⋯ ))′ ⇒ ′ 
 
RESULTS AND DISCUSSION 
 
This research aims to analyze AD from MRI images using DL models. This research emphasize of GBM and ResNet-
50 model for detecting different stages of AD from MRI images. The performance of the DL algorithm is analyzed in 
terms of different evaluation metrics such as accuracy, precision, recall, f1 score and support. These parameters are 
defined based on the elements of the confusion matrix namely True positives (TP), True negatives (TN), False 
positives (FP), False negatives (FN).  
 
Accuracy defines the percentage of number of correctly detected Alzheimer’s stages and is calculated as shown in 
the below equation: 
Accuracy = …. (1) 
 
The recall score for a learning model is calculated as; 
Recall = ….. (2) 
 
F1 score measures the model’s accuracy and the value of this score ranges between 1 and 0. Here, 1, and 0 denotes 
the best and worst values respectively. The F1 score is calculated as: 
F1 score = ∗ ∗

∗
…. (3) 
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Precision is defined as the number of accurate positive predictions. It is defined as: 
Precision = …. (4) 
 
Support is defined as the number of actual occurrences of the class in a specific dataset. Support is used for 
evaluating the accuracy of the classification process. The results of the experimental analysis as obtained from the 
classification report is discussed in the table 1 and the graph depicting the training and validation accuracy, training 
and validation loss with respect to percentage on y-axis and Epochs on x-axis are shown in figures 4 and 5 
respectively. 
 
As observed from the classification report, the ResNet-50 model achieves a phenomenal test accuracy of 97.36% and 
a minor test loss of 0.14 with respect to Alzheimer’s disease. Correspondingly, the detected AD stages are illustrated 
in figure 6. The classification results of the proposed ResNet-50 model are shown in figure 6 It can be inferred from 
the results that the proposed model is effective in classifying different stages of AD with high accuracy.  
 
CONCLUSION 
 
This research presents a comprehensive analysis of AD classification using deep learning models. A residual 
network ResNet-50 model is used for detecting and classifying different AD stages. The data for the experimental 
analysis was collected from the ADNI dataset and emphasized on enhancing the classification accuracy by pre-
processing the MRI image data. This research also focused on the implementation of an efficient CNN based 
classifier and its functionality as optimizer. The performance of the ResNet-50 model was evaluated in terms of 
different performance measures and it was observed from the results that the model achieved a superior accuracy of 
97.36% for classification. Results validate the efficacy of the proposed model as a potential classifier for MRI images. 
For future research, this work can implement a large scale dataset for training the classifier to improve the 
performance and accuracy. Ensemble learning approaches can be implemented for verifying and validating the 
accuracy of the AD classification process with an aim of implementing it in a real-time environment, where the data 
is sparse. 
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Table 1. Classification report of the proposed model 

 Precision Recall f1-score Support 
AD 0.95 0.98 0.96 298 
CN 0.97 0.95 0.96 330 
MCI 0.99 0.98 0.98 661 
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Accuracy - - 0.97 1289 
macro avg 0.97 0.97 0.97 1289 

weighted avg 0.97 0.97 0.97 1289 
 

 
Figure 1. Block diagram of the CNN based AD classification model 

  
Figure 2. Sample Image from the ADNI dataset Figure 3. Classification of AD, CN, and MCI using 

labelled data from ADNI dataset 
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Figure 4. Training and validation accuracy of 
ResNet-50 model 

Figure 5. Training and validation loss of ResNet-50 
model 

 
Figure 6. Validation: Detection and classification of AD stages from MRI images 
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The present study reports a Raman and infrared spectroscopic studies on crystallinity of natural quartz 
procured from Assam and Arunachal Pradesh of NE region. The metamorphic pressure is correlated 
from infrared and Raman frequency shifts studies. The crystallinity and the peak deviations are 
measured by symmetry of bending and stretching vibrational modes of infrared (695 cm-1 and 778 cm-1) and 
bending mode of Raman (464 cm-1 and 205 cm-1) peaks. The purity of the sample is found from the infrared 
crystallinity study. The deviations of the Raman peaks associated with the temperature, pressure and frequency shift 
were estimated. Blue shift in Raman peaks was observed and amount of peak shift were estimated. The present 
study could be efficiently applied to analyze the properties of quartz samples in the study region as well as in 
technological and mineralogical research.    
 
Keywords: Crystallinity, IR and Raman spectroscopy, Vibrational modes, Red and blue shift in Raman spectra. 

 
INTRODUCTION 
 
The rapid increased utilization of quartz for production of new materials in different industries requires high purity 
raw materials [1],[2],[3],[4]. Quartz is a silicate mineral (SiO2) and one of the raw materials with less than 0.2% of total 
impurities. The silica forms cristobalite, tridymite and quartz all have associated derivatives and is therefore of 
ceramic importance. In the production of ceramic materials thermal process generates different amount of crystalline 
phases. The content of residual amorphous is an important for physical characterization of products [5]. Crystallinity 
of quartz determines the mechanical strength and physical characterization of materials in glass technology. Due to 
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its highly crystalline structure and availability in the earth crust its study is very important in many other fields of 
applications. Quartz is the mineral which crystallizes almost lastly, therefore its crystallinity can be recognized as a 
good indicator of minerals associated with it [6]. In geological research and mining, studies reflect the geological 
processes taking place in the particular regions. Extracting of silicates from rocks accomplish with crystalline silica, 
the over exposures of which create health hazard. Crystallinity index of silica is an important parameter for knowing 
the maximum permissible limit (PEL) for maintaining sustainable environment in industrial, mining, farming and 
agricultural sites. It was reported that the exposure limit should be less than the maximum permissible exposure 
limit which is 50 microgram per meter cube in average 8 hours a day [7]. Moreover the rocks and debris containing 
silicates minerals from cosmos brought into our by meteorites. Study helps us in understanding the origin and 
composition of material. 
   
The earth crust contains 95% silicate minerals, of which 60% are feldspar and 12% quartz. Quartz minerals are 
available in all three types of rocks. Sedimentary rocks make up only a small volume of the earth crust so the total 
quartz content in sedimentary rock becomes relatively low. Metamorphic rocks are formed through heat and 
pressure and thus contain crystalline silica as quartz. It may be present in the original rock or it may be created 
during metamorphism. Thus pressure and temperature affects the crystalline structure of quartz. In the igneous 
rocks crystalline silica as quartz can be present in deposits of hardened, volcanic ash known as volcanic tuffs. 
Average quartz content of igneous rocks is only12%. Spectroscopic study of crystallinity in metamorphic and 
sedimentary rock samples has been developed by many workers in view of exploration in mineral resources like 
mining, petroleum and also in environmental degradation [8], [9], [10], [11]. 
 
It is reported that quartz crystallinity Index (QCI) was developed more than four decades ago, it remains a relatively 
new tool used in environmental studies [12]. In 1976 K.J. Murata et al applied the procedure of X-ray in determining 
quartz crystallinity [13]. Gradually FTIR spectroscopy were found to be successful tool to study the degree of 
crystallinity [14],[15]. A new method has been reported in to determine crystallinity index of silicate minerals. The 
method is based on the measurement of intensity of the first derivative of the infrared absorption spectrum at the 
shoulder 1145 cm-1[16]. The diffuse reflectance infrared spectroscopy has been proposed by H.Gocmez et al (2004) to 
determine crystallinity in naturally occurring clay minerals using 800cm-1 and 780cm-1 band and results were 
correlated with X-Ray diffractometry [17]. In the field of spectroscopic study of thermal behavior of clay mixed with 
quartzite samples, it has been found that the structural changes were due to temperature, pressure along with 
hydrocarbon formation [18]. Raman spectra were used successfully in studying the degree of metamictization in 
zircon samples [19]. Zircon (ZrSiO4) structure can break down to the metamict state. Metamict Zircons are 
characterized by poor crystallinity of the lattice. Another report was found that Raman mapping is a powerful 
technique for mineralogy and petrography. The small spatial of the laser beam allows detection and identification of 
very small phases of minerals. In near future mapping is likely to become the standard method for Raman analysis 
[20].  As observed from the earlier study, it is seen that spectroscopic study of metamorphic and sedimentary rock 
plays a prominent role in determining the crystallinity of quartz crystal and therefore, the study on crystallinity of 
natural quartz is still going on. In this paper we report the crystallinity measurement of natural quartz which is 
available in Assam and Arunachal Pradesh of NE region. The study of naturally occurring quartz of NE region will 
give some informative data on quartz crystallinity.  
 
MATERIALS AND METHODS 
 
In preparing the samples for taking IR spectra the powder sample and KBr (Potassium Bromide) are mixed and 
ground to reduce the particle size less than 5mm in diameter. Sample and KBr concentration ratios were taken in the 
range 0.2% to 1% to avoid noisy spectra. Some amount of KBr were taken out and kept in a mortar and 2% of sample 
were mixed and ground thoroughly to find powder to reduce distortion in absorption band and loss due to 
scattering. Samples were pressed at 40 Kg⁄cc in a hand pressed machine and were kept in desiccators. The pallets 
were then put in the FTIR spectrophotometer for spectra analysis. To study IR spectra, spectrum is measured as 
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percentage transmission (%T) of the Infrared radiation through the sample as the function of wavelength. Occurring 
of dips has shown absorption at or near the frequencies of IR active vibrational modes of the sample.  Raman spectra 
were collected using a Ar+ excitation source (wavelength 488 nm) coupled with a Jobin-Yvon Horiba Lab Ram-HR 
Micro Raman spectrometer located at IIT, Guwahati. The range of the spectrometer is 100 to 4000 cm−1. The formula 
used for calculation of crystallinity index is given by A= log10 (1/T). The peak height absorption ratio of 778 cm-¹  peak 
and 695 cm⁻¹ peak in IR spectra has determined the crystallinity index value. The relative percentage (%) of 
crystallinity of the samples been determined from a standard value [9]. 
 
RESULT AND DISCUSSION 
 
Due to metamorphism of silicious biogenetic structure, initially amorphous silica was crystallized [2]. Sometimes 
spontaneous recrystallization also takes place due to silica bearing fluid. Quartz is an abundant mineral in earth crust 
and fluid are supposed to occur abundantly in depth. The interaction and inclusion of fluid with the mineral may 
change crystalline state of quartz [21].It is mentioned by B. J Saikia, (2014) [22] that information about crystal growth, 
structural defects, and correlation between the trace oxide inclusions in quartz crystals can be obtained from 
spectroscopic method. Mid infrared spectra of quartz are classified in to four characteristics bands around 1080 cm-1, 
778 cm-1, 695 cm-1  and 464 cm-1 (Fig 1). The band around 1080 cm-1 is assigned as Si-O asymmetrical stretching 
vibration. The peak around 464 cm-1 appears due to asymmetrical bending vibrations. The band around 778 cm-1 
appears due to Si - O symmetrical stretching vibration. The symmetrical bending vibration at 695cm-1 peak is used as 
an indicator for crystalline state as the Si-O symmetrical bending vibration is missing in amorphous silica [23],[9] . 
The absorption ratio between 778 cm-1 and 695 cm-1 can supply informative data on the degree of crystallinity of 
quartz [9]. The band at 695 cm-1 and 778 cm-1 arise due to symmetry of octahedral and tetrahedral site respectively. 
The tetrahedral site symmetry is stronger to that of octahedral site symmetry. Therefore, for any structural change 
due to pressure or temperature, the damage occurs first in octahedral site symmetry then in tetrahedral site 
symmetry.  The observed variations in percent crystallinity indicate the purity of the samples (Table 1).  
 
The vibrational energy of a metal-ligand bond is generally in the range 100cm-1 to 700cm-1. These vibrations are 
Raman active and peaks with change in frequency are readily observed.  Concerning the composition, structure and 
stability of mineral compounds studies are potentially very useful sources. More specifically it can be used to 
investigate their crystalline structure or crystallinity. Due to the presence of spatial order i.e. order in the 
arrangement in space and long-range translational symmetry through which phonons propagates, the solid of the 
same chemical composition (crystalline quartz and glass cavette) can be significantly different. The interaction of 
electromagnetic radiation with the phonons of the crystal lattice results the observed narrow well defined bands (Fig 
2).These phonons are of very long wavelength, equal to several thousand atomic spacing. The repeating unit cells 
allows the propagation of lattice vibrational waves “phonons” originating in the repetitive and systematic 
vibrational motions of the crystal atoms (repetitive displacement) [24]. The observed characteristics Raman peaks are 
appeared around 128cm-1, 464cm-1, 205cm-1, 808cm-1  (Fig 2).  The intensities of these peaks are proportional to the 
square of the changes of polarizabilities. The strongest peak at 464 cm-1 which is due to bending mode of vibration 
and associated peak 205 cm-1 are observed in all samples [25]. In our work we consider Raman peak of 464 cm-1 and 
205cm-1 for precise calculation of amount of peak shift. The estimated peak deviation (dw) calculated from 464 cm-

1and 205 cm-1 peak difference with standard and studied samples are found to be up to 4cm-1[Table 2]. In all samples 
peak positions were shifted towards higher wave nos. w.r.t. standard peak positions. It is due to the pressure, 
cooling and crystallinity during formation. This is known as blue shift. The deviation due to the metaphoric change 
is already reported elsewhere [26],[27],[28],[29]. Blue shift is mainly due to compressive stress which has brought the 
atoms in a crystal to move closer together causing shortening of chemical bond length relative to their normal 
positions and lengths. As a result compressive strain produced in the crystal and the material is compressed. As 
Raman Effect is a quantum mechanical phenomenon, i.e. when light comes in contact with the material called 
phonons and if phonon gains energy the light shifted towards the higher frequency. If the tensile strain produces due 
to tensile stress where atoms being pulled apart or chemical bond lengthened w.r.t. their normal positions and 
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lengths, then this is known as red shift. As the chemical bond increases and force constant remaining same the 
vibrational frequency must decrease causing red shift. Estimated amount of shift determine the energy of the phonon 
in the material. The maximum shift was found in sample Q6 with crystallinity 91.03% [Table 2]. 
 
The plot as referred to in Fig.3 shows the samples versus percent crystallinity determined from IR spectra and peak 
deviation (dW) estimated from 464cm-1 and 205cm-1peak shift in Raman spectra of various samples. The estimated % 
crystallinity were found nearly 100% in Q3, Q4 and 97.24% in Q2 from the top. On the other hand 75.87% in Q9 and 
77.9% in Q7and Q8 from the bottom. The variations are related amongst each other.  
 
DISCUSSION 
 
The crystallinity of natural quartz has been studied using Raman and infrared spectroscopy. The results show that 
relative infrared crystallinity exhibits the purity of the samples. The strongest peak is observed at 464 cm-1 which is 
due to bending mode of vibration in Raman spectra associated with 205cm-1.The estimated variations in the peaks 
have shown that the factors causing blue shift such as pressure, cooling and crystallinity explained above associated 
with vibrational mode of Raman peak. The result from fig. 3 suggests that the Raman peak shift depends with degree 
of crystallinity along with metamorphic change. The results presented in this report indicate the utility of the quartz 
samples in the context of technological and mineralogical research found in NE region.  
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Table1: Crystallinity index from IR spectra  

Sample 
778cm⁻¹ peak 

intensity (%T) 
695cm⁻¹ peak 

intensity (%T) 
Crystllinity Index % crystallinity 

Q1 2.5 9 1.18 81.37 
Q2 3.2 8.8 1.41 97.24 
Q3 9.6 19.2 1.45 100 
Q4 0.8 3.6 1.45 100 
Q5 0.45 1.25 1.23 84.83 
Q6 7.7 14.2 1.32 91.03 
Q7 0.4 0.72 1.13 77.93 
Q8 0.23 0.47 1.13 77.93 
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Q9 0.96 1.46 1.10 75.86 
Q10 2.8 4.3 1.14 78.62 
Q11 3.42 5.76 1.18 81.38 
Q12 4.9 8.43 1.22 84.14 

 
Table 2: Raman characteristics peak difference in observed samples 

sample 
no. 

Observed 
Peak(wave no.) 

near or at 464 cm-1 

Observed Peak 
(wave no.) near or 

at 205cm-1 

diff. in 464 cm-1 

-205cm-1 (obsered) 
W 

diff. in 
464 cm-1-205 cm-1 
(std.theoritical)w 

Amount of Raman peak 
shift (obs.~ thy.) dw(cm-1) 

Q1 465 205 260 259 1 
Q2 465 207 258 259 1 
Q3 466 206 260 259 1 
Q4 465 208 257 259 2 
Q5 466 205 261 259 2 
Q6 465 210 255 259 4 
Q7 465 209 256 259 3 
Q8 465 207 258 259 1 
Q9 465 207 258 259 1 
Q10 464 207 257 259 2 
Q11 465 208 257 259 2 
Q12 465 207 258 259 1 

 

  
Fig. 1: Infrared spectra of the studied samples in the 

range 400-1200 cm-1.  The characteristic peaks for 
crystallinity are at 695 and 778 cm-1 

Fig. 2: Raman spectra of the studied samples 

 
Fig. 3: Comparative variation of the crystallinity and pressure-temperature dependence peak shift of Raman 

spectra. 
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We studied new class of generalized closed sets called weakly (1,2)⋆- -closed sets. Also, we investigate 
the relationships among the related generalized closed sets (1,2)⋆- -closed, (1,2)⋆- -closed, and 
et.al and We focused Weakly (1,2)⋆- -continuous map.    
 
Keywords: (1,2)⋆- -closed set,weakly (1,2)⋆- -closed sets.,(1,2)⋆- -closed 
 
INTRODUCTION 
 
In 2012, Sanjay Mishra and Nitin Bhardwaj [4, 5] was introduced Regular generalized weakly -closed sets in 
topological spaces, Also introduced Generalized pre regular weakly -closed sets in topological spaces. In 2016, 
R.S. Wali and Bsayya B. Mathad [9] was introduced semi regular weakly open sets in topological space and in 2020, 
Pre weakly generalized closed set in topological space was introduced by A.Mir and et al [1]. In 2021. In this paper, 
we introduce a new class of generalized closed sets called weakly (1,2)⋆- -closed sets which contains the above 
mentioned class. Also, we investigate the relationships among the related generalized closed sets. 
 
Preliminaries 
Definition 2.1 [6] A subset  of a bitopological space ( , , ) is called 
1.  (1,2)⋆- -open set if  is the finite union of regular (1,2)⋆-open sets. The complement of (1,2)⋆- -open sets are 
called (1,2)⋆- -closed set.  
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2.  (1,2)⋆- -closed set if , − ( ) ⊆  whenever ⊆  and  is (1,2)⋆- -open in .The complement of (1,2)⋆- g-
closed set is called (1,2)⋆- g-open set. 
 
Definition 2.2 [6] Let ( , , ) and ( , , ) be two bitopological spaces. A function : ( , , ) → ( , , ) is called   
1.  completely (1,2)⋆-continuous (resp. (1,2)⋆- -map) if ( ) is regular (1,2)⋆-open in  for each , -open (resp. 
regular (1,2)⋆-open) set  of . 
2.  perfectly (1,2)⋆-continuous if ( ) is both , -open and , -closed in  for each , -open set  of . 
 
Definition 2.3 A subset  of a bitopological space ( , , ) is called   
1.  weakly (1,2)⋆- -closed (briefly, (1,2)⋆- -closed) set if ,  −  ( ,  −  ( )) ⊆  whenever ⊆  and  is , -
open in . 
2.  weakly (1,2)⋆- -closed (briefly, (1,2)⋆- -closed) set if ,  −  ( ,  −  ( )) ⊆  whenever ⊆  and  is 
(1,2)⋆- -open in . 
3.  regular weakly (1,2)⋆-generalized closed (briefly, (1,2)⋆- -closed) set if , - ( , - ( )) ⊆  whenever ⊆  
and  is regular (1,2)⋆-open in .  
 
Remark 2.4 [7] Every , -open set is (1,2)⋆- -open but not conversely. 
Remark 2.5 For a subset of a bitopological space, we have following implications:  
regular (1,2)⋆-open → (1,2)⋆- -open → , -open 
Definition 2.6 A subset  of a bitopological space ( , , ) is said to be nowhere dense if ,  −  ( ,  −  ( )) = . 
Definition 2.7 Let : ( , , ) → ( , , ) be a function. Then  is said to be contra-(1,2)⋆- -continuous if ( ) is 
(1,2)⋆- -closed in  for every , -open set of . 
 

3  Weakly ( , )⋆- -closed sets 
Definition 3.1 A subset  of a bitopological space ( , , ) is called a weakly (1,2)⋆- -closed (briefly,(1,2)⋆- -closed) set if 

,  −  ( ,  −  ( )) ⊆  whenever ⊆  and  is (1,2)⋆- -open. 
Proposition 3.2 In a space ( , , ), every (1,2)⋆- -closed set is (1,2)⋆- -closed. 
Remark 3.3 The converse of above Proposition 3.2 is not true as shown in the following example.  
Example 3.4 Let = { , , }, = { , , { , }} and = { , }. Then , = { , , { , }},then the set { } is (1,2)⋆- -
closed set but not (1,2)⋆- -closed. 
Proposition 3.5  In a space ( , , ),every (1,2)⋆- -closed set is (1,2)⋆- -closed. 
proof: Let  be any (1,2)⋆- -closed set and  be any , -open set containing . Then  is a (1,2)⋆- -open set 
containing . We have ,  −  ( ,  −  ( )) ⊆ . Thus,  is (1,2)⋆- -closed. 
Remark 3.6 The converse of above Proposition 3.5 is not true as shown in the following example.  
Example 3.7  Let = { , , }, = { , , { }} and = { , }. Then , = { , , { }},then the set { , } is (1,2)⋆- -closed 
but not a (1,2)⋆- -closed. 
Proposition 3.8  In a space ( , , ),every (1,2)⋆- -closed set is (1,2)⋆- -closed. 
proof: Let  be any (1,2)⋆- -closed set and  be any (1,2)⋆- -open set containing . Then  is a (1,2)⋆- -open set 
containing . We have ,  −  ( ,  −  ( )) ⊆ . Thus,  is (1,2)⋆- -closed. 
Remark 3.9 The converse of above Proposition 3.8 is not true as shown in the following example. 
Example 3.10 In Example 3.7, the subset { , } is (1,2)⋆- -closed but it is not a (1,2)⋆- -closed. 
Proposition 3.11  In a space ( , , ), every (1,2)⋆- -closed set is (1,2)⋆- -closed. 
proof: Let  be any (1,2)⋆- -closed set and  be any regular (1,2)⋆-open set containing . Then  is a (1,2)⋆- -
open set containing . We have ,  −  ( ,  −  ( )) ⊆ . Thus,  is (1,2)⋆- -closed. 
Remark 3.12 The converse of above Proposition 3.11 is not true as shown in the following example. 
Example 3.13 In Example 3.7, the subset { } is (1,2)⋆- -closed but not (1,2)⋆- -closed. 
Theorem 3.14 If a subset  of a bitopological space ( , , ) is both , -closed and (1,2)⋆- -closed, then it is (1,2)⋆- -
closed in . 
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proof: Let  be an (1,2)⋆- -closed set in ( , , ) and  be any , -open set containing . Then ⊇ (1, 2⋆)  −
 ( ) = ∪ ,  −  ( ,  −  ( ,  −  ( ))). Since  is , -closed, ⊇ ,  −  ( ,  −  ( )) and hence  is 
(1,2)⋆- -closed. 
Theorem 3.15 If a subset  of a bitopological space ( , , ) is both , -open and (1,2)⋆- -closed, then , -closed. 
proof: Since  is both , -open and (1,2)⋆- -closed, ⊇ ,  −  ( ,  −  ( )) = ,  −  ( ) and hence  is , -
closed. 
Corollary 3.16  If a subset  of a bitopological space ( , , ) is both , -open and (1,2)⋆- -closed, then it is both regular 
(1,2)⋆-open and regular (1,2)⋆-closed.  
Theorem 3.17 Let  be a bitopological space and ⊆  be , -open. Then,  is (1,2)⋆- -closed if and only if  is (1,2)⋆- -
closed. 
proof: Let  be (1,2)⋆- -closed. By Proposition 3.2, it is (1,2)⋆- -closed. 
Conversely, let  be (1,2)⋆- -closed. Since  is , -open, by Proposition 3.5,  is , -closed. Hence  is (1,2)⋆- -
closed. 
Theorem 3.18 If a set  is (1,2)⋆- -closed then ,  −  ( ,  −  ( ))-  contains no non-empty (1,2)⋆- -closed set.  
proof: Let  be a (1,2)⋆- -closed set such that ⊆ ,  −  ( ,  −  ( ))- . Since is (1,2)⋆- -open and ⊆ , 
from the definition of (1,2)⋆- -closedness, it follows that ,  −  ( ,  −  ( )) ⊆ . That is ⊆ ( ,  −
 ( ,  −  ( ))) . This implies that ⊆ ( ,  −  ( ,  −  ( ))) ∩ ( ,  −  ( ,  −  ( ))) = . 
Theorem 3.19  If a subset  of a bitopological space ( , , ) is nowhere dense, then it is (1,2)⋆- -closed. 
proof: Since ,  −  ( ) ⊆ ,  −  ( ,  −  ( )) and  is nowhere dense, ,  −  ( ) = . Therefore ,  −
 ( ,  −  ( )) =  and hence  is (1,2)⋆- -closed in ( , , ). 
The converse of Theorem 3.19 need not be true as shown in the following example. 
Example 3.20 Let = { , , }, = { , , { }} and = { , , { , }}. Then , = { , , { }, { , }}.In the space ( , , ), 
then the subset { } is (1,2)⋆- -closed set but not nowhere dense.  
Remark 3.21 The following examples show that the family of (1,2)⋆- -closedness and the family of (1,2)⋆-semi-closedness are 
independent. 
Example 3.22 In Example 3.4, we have the subset { , } is (1,2)⋆- -closed set but not (1,2)⋆-semi-closed. 
Example 3.23 Let = { , , }, = { , , { }} and = { , , { }}. Then , = { , , { }, { }, { , }}.In the space 
( , , ), then the subset { } is (1,2)⋆-semi-closed set but not (1,2)⋆- -closed. 
Remark 3.24 From the above discussions We obtain the following diagram, where →  represents  implies  but not 
conversely. 

, -closed → (1,2)⋆- -closed → (1,2)⋆- -closed ↓ 
(1,2)⋆- -closed ← (1,2)⋆- -closed  
Definition 3.25 A subset  of a bitopological space ( , , ) is (1,2)⋆- -open set if  is (1,2)⋆- -closed. 
Proposition 3.26  In a space ( , , ),   
1.  any (1,2)⋆- -open set is (1,2)⋆- -open but not conversely.  
2.  any (1,2)⋆- -open set is (1,2)⋆- -open but not conversely. 
Theorem 3.27 A subset  of a bitopological space ( , , ) is (1,2)⋆- -open if ⊆ ,  −  ( ,  −  ( )) whenever 
⊆  and  is (1,2)⋆- -closed. 

proof: Let  be any (1,2)⋆- -open. Then  is (1,2)⋆- -closed. Let  be a (1,2)⋆- -closed set contained in . Then 
 is a (1,2)⋆- -open set containing . Since  is (1,2)⋆- -closed, we have ,  −  ( ,  −  ( )) ⊆ . 

Therefore ⊆ ,  −  ( ,  −  ( )). 
Conversely, we suppose that ⊆ ,  −  ( ,  −  ( )) whenever ⊆  and  is (1,2)⋆- -closed. Then  is a 
(1,2)⋆- -open set containing  and   ⊇ ( ,  −  ( ,  −  ( ))) . It follows that ⊇ ,  −  ( ,  −  ( )). 
Hence  is (1,2)⋆- -closed and so  is (1,2)⋆- -open. 
 
4  Weakly ( , )⋆- -continuous map 
Definition 4.1 A map : ( , , ) → ( , , ) is called ((1,2)⋆- , s)-continuous if the inverse image of each regular (1,2)⋆-
open set of  is (1,2)⋆- -closed in . 
Definition 4.2A space ( , , ) is called (1,2)⋆- -connected if  is not the union of two disjoint nonempty (1,2)⋆- -open 
sets. 
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Definition 4.3A subset of a bitopological space ( , , ) is said to be   
1.  almost (1,2)⋆-connected if  cannot be written as a disjoint union of two non-empty regular (1,2)⋆-open sets. 
2.  (1,2)⋆-connected if  cannot be written as a disjoint union of two non-empty , -open sets. 
Definition 4.4Let  and  be two bitopological spaces. A map : ( , , ) → ( , , ) is called weakly (1,2)⋆- -continuous 
(briefly (1,2)⋆- -continuous) if ( ) is a (1,2)⋆- -open set in  for each , -open set  of . 
Example 4.5Let = = { , , }, = { , , { }} and = { , , { , }}. Then , = { , { }, { , }, }. Let = { , , { }} 
and = { , }. Then , = { , { }, }. The map : ( , , ) → ( , , ) defined by ( ) = , ( ) =  and ( ) =  is 
(1,2)⋆- -continuous, because every subset of  is (1,2)⋆- -closed in . 
Proposition 4.6 Every (1,2)⋆- -continuous map is (1,2)⋆- -continuous. 
proof:It follows from Proposition 3.26(i). 
Remark 4.7The converse of Proposition 3.33 is not true as shown in the following example. 
Example 4.8Let = = { , , }, = { , , { }} and = { , , { , }}. Then , = { , { }, { , }, }. Let = { , , { , }} 
and = { , }. Then , = { , { , }, }. The map : ( , , ) → ( , , ) be the identity map. Then  is (1,2)⋆- -
continuous but not (1,2)⋆- -continuous. 
Theorem 4.9A map : ( , , ) → ( , , ) is (1,2)⋆- -continuous if and only if ( ) is a (1,2)⋆- -closed set in  for 
each , -closed set  of . 
proof: Let  be any , -closed set of . According to the assumption ( ) = \ ( )is (1,2)⋆- -open in , so 

( )is (1,2)⋆- -closed in . 
The converse can be proved in a similar manner. 
Theorem 4.10Suppose that  and  are bitopological spaces and (1,2)⋆ − ( ) is closed under arbitrary intersections. If a 
map : ( , , ) → ( , , ) is contra (1,2)⋆- -continuous and  is (1,2)⋆-regular, then  is (1,2)⋆- -continuous. 
proof: Let  be an arbitrary point of  and  be an , -open set of  containing ( ). Since  is (1,2)⋆-regular, there 
exists an , -open set  in  containing ( ) such that ,  −  ( ) ⊆ . Since  is contra (1,2)⋆- -continuous, there 
exists ∈ (1,2)⋆- ( ) containing  such that ( ) ⊆ ,  −  ( ). Then ( ) ⊆ ,  −  ( ) ⊆ . Hence,  is (1,2)-

-continuous. 
Theorem 4.11Suppose that  and  are bitopological spaces and the family of (1,2)⋆- -closed sets in  is closed under arbitrary 
intersections. If a map : ( , , ) → ( , , ) is contra (1,2)⋆- -continuous and  is (1,2)⋆-regular, then  is (1,2)⋆- -
continuous. 
proof: The proof is obvious from Proposition 3.33. 
Definition 4.12A bitopological space ( , , ) is said to be locally (1,2)⋆- -indiscrete if every (1,2)⋆- -open set of  is , -
closed in .  
Theorem 4.13 Let : ( , , ) → ( , , ) be a map. If  is (1,2)⋆-g-continuous and  is locally (1,2)⋆- -indiscrete, then  
is (1,2)⋆-continuous.  
proof: Let  be an , -open in . Since  is (1,2)⋆- -continuous, ( ) is (1,2)⋆- -open in . Since  is locally (1,2)⋆-

-indiscrete, ( ) is , -closed in . Hence f is (1,2)⋆-continuous. 
Theorem 4.14Let : ( , , ) → ( , , ) be a map. If  is contra (1,2)⋆- -continuous and  is locally (1,2)⋆- -indiscrete, 
then  is (1,2)⋆- -continuous. 
proof: Let : ( , , ) → ( , , ) be contra (1,2)⋆- -continuous and  is locally (1,2)⋆- -indiscrete. By Theorem 
3.40,  is (1,2)⋆-continuous, then  is (1,2)⋆- -continuous. 
Corollary 4.15Let  be a (1,2)⋆-regular space and : ( , , ) → ( , , ) be a map. Suppose that the collection of (1,2)⋆- -
closed sets in  is closed under arbitrary intersections. Then if  is ((1,2)⋆- ,s)-continuous,  is (1,2)⋆- -continuous. 
proof: Let  be ( (1,2)⋆- ,s)-continuous. Then  is (1,2)⋆- -continuous. Thus,  is (1,2)⋆- -continuous by 
Proposition 3.33. 
Proposition 4.16If : ( , , ) → ( , , ) is perfectly (1,2)⋆-continuous and (1,2)⋆- -continuous, then it is (1,2)⋆- -
map. 
proof: Let  be any regular (1,2)⋆-open subset of . According to the assumption, ( ) is both , -open and , -
closed in . Since ( ) is , -closed, it is (1,2)⋆- -closed. We have ( ) is both , -open and (1,2)⋆- -closed. 
Hence, by Corollary 3.40, it is regular (1,2)⋆-open in , so f is (1,2)⋆- -map. 
Definition 4.17A bitopological space ( , , ) is called (1,2)⋆- -compact (resp. (1,2)⋆-compact) if every cover of  by (1,2)⋆-

-open (resp. , -open) sets has finite subcover. 
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Definition 4.18A bitopological space ( , , ) is weakly (1,2)⋆- -compact (briefly,(1,2)⋆- -compact) if every (1,2)⋆- -
open cover of  has a finite subcover. 
Remark 4.19Every (1,2)⋆- -compact space is (1,2)⋆- -compact. 
Theorem 4.20Let : ( , , ) → ( , , ) be surjective (1,2)⋆- -continuous map. If  is (1,2)⋆- -compact, then  is 
(1,2)⋆-compact. 
proof: Let { : ∈ } be an , -open cover of . Then { ( ): ∈ } is a (1,2)⋆- -open cover in . Since  is (1,2)⋆-

-compact, it has a finite subcover, say { ( ), ( ), … . , ( )}. Since  is surjective { , , . . . , } is a 
finite subcover of  and hence  is (1,2)⋆-compact. 
Definition 4.21A bitopological space ( , , ) is weakly (1,2)⋆- -connected (briefly (1,2)⋆- -connected) if  cannot be 
written as the disjoint union of two non-empty (1,2)⋆- -open sets. 
Theorem 4.22If a bitopological space  is (1,2)⋆- -connected, then  is almost (1,2)⋆-connected (resp.(1,2)⋆- -connected). 
proof: It follows from the fact that each regular (1,2)⋆-open set (resp. (1,2)⋆- -open set) is (1,2)⋆- -open. 
Theorem 4.23For a bitopological space , the following properties are equivalent:   
1.   is (1,2)⋆- -connected. 
2.  The empty set  and  are only subsets which are both (1,2)⋆- -open and (1,2)⋆- -closed. 
3.  Each (1,2)⋆- -continuous map from  into a discrete bitopological space  which has at least two points is a 
constant map.  
proof: (i) ⇒ (ii). Let ⊆  be any proper subset, which is both (1,2)⋆- -open and (1,2)⋆- -closed. Its complement 

\  is also (1,2)⋆- -open and (1,2)⋆- -closed. Then = ∪ ( \ ) is a disjoint union of two non-empty (1,2)⋆- -
open sets which is a contradiction with the fact that  is (1,2)⋆- -connected. Hence, =  or . 
(ii) ⇒ (i). Let = ∪  where ∩ = , ≠ , ≠  and ,  are (1,2)⋆- -open. Since = \ ,  is (1,2)⋆- -
closed. According to the assumption = , which is a contradiction. 
(ii) ⇒ (iii). Let : ( , , ) → ( , , ) be a (1,2)⋆- -continuous map where  is a discrete bitopological space with 
at least two points. Then ({ }) is (1,2)⋆- -closed and (1,2)⋆- -open for each ∈  and =∪ { ({ })| ∈ }. 
According to the assumption, ({ }) =  or ({ }) = . If ({ }) =  for all ∈ ,  will not be a map. Also 
there is no exist more than one ∈  such that ({ }) = . Hence, there exists only one ∈  such that ({ }) =

 and ({ }) =  where ≠ ∈ . This shows that  is a constant map. 
(iii) ⇒ (ii). Let ≠  be both (1,2)⋆- -open and (1,2)⋆- -closed in . Let : →  be a (1,2)⋆- -continuous map 
defined by ( ) = { } and ( \ ) = { } where ≠ . Since  is constant map we get = . 
Theorem 4.24 Let : ( , , ) → ( , , ) be a (1,2)⋆- -continuous surjective map. If  is (1,2)⋆- -connected, then  is 
(1,2)⋆-connected. 
proof: We suppose that  is not (1,2)⋆-connected. Then = ∪  where ∩ = , ≠ , ≠  and ,  are , -
open sets in . Since  is (1,2)⋆- -continuous surjective map, = ( ) ∪ ( ) are disjoint union of two non-
empty (1,2)⋆- -open subsets. This is contradiction with the fact that  is (1,2)⋆- -connected. 
 
5. Weakly ( , )⋆- -open and weakly ( , )⋆- -closed maps 
Definition 5.1Let ( , , ) and ( , , ) be bitopological spaces. A map : ( , , ) → ( , , ) is called weakly (1, 2⋆)-

-open (briefly,(1,2)⋆- -open) if ( ) is a (1,2)⋆- -open set in  for each , -open set  of . 
Remark 5.2Every (1,2)⋆- -open map is (1,2)⋆- -open but not conversely. 
Example 5.3Let = = { , , , }, = { , , { }} and = { , , { , , }}. Then , = { , , { }, { , , }}. Let =
{ , , { }} and = { , , { , }}. Then , = { , , { }, { , }} . Let : ( , , ) → ( , , ) be the identity map. Then  is 
(1,2)⋆- -open but not (1,2)⋆- -open. 
Definition 5.4Let ( , , ) and ( , , ) be bitopological spaces. A map : ( , , ) → ( , , ) is called weakly (1,2)⋆-

-closed (briefly,(1,2)⋆- -closed) if ( ) is a (1,2)⋆- -closed set in  for each , -closed set  of . 
It is clear that an (1,2)⋆-open map is (1,2)⋆- -open and a (1,2)⋆-closed map is (1,2)⋆- -closed. 
Theorem 5.5Let ( , , ) and ( , , ) be bitopological spaces. A map : ( , , ) → ( , , ) is (1,2)⋆- -closed if and 
only if for each subset  of  and for each , -open set  containing ( ) there exists a (1,2)⋆- -open set  of  such that 
⊆  and ( ) ⊆ . 

proof: Let  be any subset of  and let  be an , -open subset of  such that ( ) ⊆ . Then = \ ( \ ) is 
(1,2)⋆- -open set containing  and ( ) ⊆ . 
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Conversely, let  be any , -closed subset of . Then ( \ ( )) ⊆ \  and \  is , -open. According to the 
assumption, there exists a (1,2)⋆- -open set  of  such that \ ( ) ⊆  and ( ) ⊆ \ . Then ⊆ \ ( ). 
From \ ⊆ ( ) ⊆ ( \ ( )) ⊆ \ , it follows that ( ) = \ , so ( ) is (1,2)⋆- -closed in . Therefore  is a 
(1,2)⋆- -closed map. 
Remark 5.6The composition of two (1,2)⋆- -closed maps need not be a (1,2)⋆- -closed as shown in from the following 
example. 
Example 5.7Let = = = { , , }, = { , , { }} and = { , , { , }}. Then , = { , , { }, { , }}. Let =
{ , , { }} and = { , , { , }}. Then , = { , , { }, { , }}. Let = { , , { , }} and = { , }. Then , =
{ , , { , }}. We define : ( , , ) → ( , , ) by ( ) = , ( ) =  and ( ) =  and let : ( , , ) → ( , , ) be 
the identity map. Hence both  and  are (1,2)⋆- -closed maps. For a , -closed set = { , }, ( ∘ )( ) = ( ( )) =

({ , }) = { , } which is not (1,2)⋆- -closed in . Hence the composition of two (1,2)⋆- -closed maps need not be a 
(1,2)⋆- -closed. 
Theorem 5.8Let ( , , ), ( , , ) and ( , , ) be bitopological spaces. If : ( , , ) → ( , , ) is a (1, 2⋆-closed 
map and : ( , , ) → ( , , ) is a (1,2)⋆- -closed map, then ∘ : ( , , ) → ( , , ) is a (1,2)⋆- -closed map. 
Definition 5.9A map : ( , , ) → ( , , ) is called a weakly (1,2)⋆- -irresolute (briefly, (1,2)⋆- -irresolute) map if 

( ) is a (1,2)⋆- -open set in  for each (1,2)⋆- -open set  of . 
Example 5.10Let = = { , , }, = { , , { }} and = { , , { , }}. Then , = { , , { }, { , }}. Let = { , , { }} 
and = { , }. Then , = { , , { }} . Let : ( , , ) → ( , , ) be the identity map. Then  is (1,2)⋆- -irresolute. 
Remark 5.11The concepts of (1,2)⋆- -irresoluteness and the concepts of (1,2)⋆- -irresoluteness are independent of each 
other.  
Example 5.12Let = = { , , }, = { , , { , }} and = { , }}. Then , = { , , { , }}. Let = { , , { }} and 

= { , }. Then , = { , , { }} . Let : ( , , ) → ( , , ) be the identity map. Then  is (1,2)⋆- -continuous but 
not (1,2)⋆- -irresolute. 
Example 5.13 Let = = { , , }, = { , , { }} and = { , , { }}. Then , = { , , { }, { }}. Let = { , , { , }} 
and = { , }. Then , = { , , { , }} . Let : ( , , ) → ( , , ) be the identity map. Then  is (1,2)⋆- -irresolute 
but not (1,2)⋆- -irresolute. 
Remark 5.14Every (1,2)⋆- -irresolute map is (1,2)⋆- -continuous but not conversely. Also, the concepts of (1,2)⋆- -
irresoluteness and (1,2)⋆- -irresoluteness are independent of each other.  
Example 5.15Let = = { , , , }, = { , , { }} and = { , , { , }}. Then , = { , , { }, { , }}. Let =
{ , , { }} and = { , , { , , }}. Then , = { , , { }, { , , }} . Let : ( , , ) → ( , , ) be the identity map. Then 

 is (1,2)⋆- -irresolute but not (1,2)⋆- -irresolute. 
Example 5.16Let = = { , , }, = { , , { }} and = { , , { , }}. Then , = { , , { }, { , }}. Let = { , , { }} 
and = { , , { , }}. Then , = { , , { }, { , }} . Let : ( , , ) → ( , , ) be the identity map. Then  is (1,2)⋆- -
irresolute but not (1,2)⋆- -irresolute. 
Example 5.17In Example 3.64, then  is (1,2)⋆- -irresolute but not (1,2)⋆- -irresolute. 
Theorem 5.18The composition of two (1,2)⋆- -irresolute maps is also (1,2)⋆- -irresolute. 
Theorem 5.19Let : ( , , ) → ( , , ) and : ( , , ) → ( , , ) be maps such that ∘ : ( , , ) → ( , , ) is 
(1,2)⋆- -closed map. Then the following properties are true. 
1.   is (1,2)⋆-continuous and injective   is (1,2)⋆- -closed. 
2.   is (1,2)⋆- -irresolute and surjective   is (1,2)⋆- -closed. 
proof:  1.  Let  be a , -closed set of . Since ( ) is , -closed in , we can conclude that ( ∘ )( ( )) is 
(1,2)⋆- -closed in . Hence ( ) is (1,2)⋆- -closed in . Thus  is a (1,2)⋆- -closed map. 
2.  It can be proved in a similar manner 1. 
Theorem 5.20 If : ( , , ) → ( , , ) is an (1,2)⋆- -irresolute map, then it is (1,2)⋆- -continuous. 
Remark 5.21The converse of the above theorem need not be true in general. The map : ( , , ) → ( , , ) in the Theorem 
3.71 is (1,2)⋆- -continuous but not (1,2)⋆- -irresolute. 
Theorem 5.22If : ( , , ) → ( , , ) is surjective (1,2)⋆- -irresolute map and  is (1,2)⋆- -compact, then  is 
(1,2)⋆- -compact. 
Theorem 5.23If : ( , , ) → ( , , ) is surjective (1,2)⋆- -irresolute map and  is (1,2)⋆- -connected, then  is 
(1,2)⋆- -connected. 
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Pseudomussaenda flava Verdac., the plant species called "yellow lady's mantle," is a type of ornamental plant in 
the family Rubiaceae. The purpose of this study is to identify the active principles of this plant. An aerial part 
of P. flava was collected from Chidambaram, Cuddalore  Dist., Tamil Nadu, India, in November 2021. The 
aerial parts of P. flava were extracted using the cold percolation method. Based on the results of the  
phytochemical  screening, an ethyl acetate extract of P.  flava was s elected and analysed with an Agilent Mode 
l 8890 GC System with Single  Quadrupole Mass Spectrometer to find the bioactive components in the aerial 
parts of P. flava  Verdac. The  GC–MS analysis of the ethyl acetate extract of the aerial part of P. flava revealed 
ten bioactive compounds. The compound with the highest percentage was named n- Hexadecanoic acid 
(14.90%), and the compound with the lowest percentage was named W-18 (1.95%). In this study, we showed 
that a GC-MS analysis of an ethyl acetate extract of the aerial part of P. flava could give scientists information 
that could be used to make possible  phytomedicines. 
 
Keywords:  Pseudomussaenda  flava, Ethyl acetate extract, Gas chromatography, Phytoconstituents, Secondary 
metabolites. 
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INTRODUCTION 
 
The Indian subcontinent is the largest producer of medicinal herbs in the world, and can therefore rightfully be 
described as the world's botanical garden. Approximately 1,500 plant species are endemic to India, making it one of 
the richest repositories of biodiversity on earth. Medicinal plants have been used for centuries to treat the body and 
mind. Several of these plants contain active components that have therapeutic properties. Medical plants provide 
effective treatment for a wide range of diseases, including cancer, heart disease, diabetes, and a number of others[1]. 
There are a number of natural products that can be derived from Mussaenda (Rubiaceae). It is native to West Africa, 
the Indian subcontinent, South-East Asia, and Southern China. There are approximately 200 types of mussaenda.      
P. flava, or Yellow Mussaenda, is an evergreen half-vine of the small shrub of the Mussaenda genus of the Rubiaceae. 
Indigenous to Eastern Sudan. Compound cymes, with pale yellow flowers blooming, only one piece of white stands 
out. The plant, P. flava, occurs in eastern Sudan. The plant grows to a height of 100–300 cm. The leaves are green and 
oblong or broad lanceolate in shape. A margin inflorescence is composed of compound cymes, the leaves are thin, 
and the phyllotaxis is opposite. The flower colour in Crown Central is yellow, dark yellow, the corolla diameter is 1-2 
cm, the calyx bracts are white, round and obovate, the calyx bract length is 5 cm, the flowering period is April to 
November, and the fruit is berries. Applications include potted plants and gardens[2]. Chinese and Fijian traditional 
medicine have traditionally used some species of this plant as diuretics, antipyretics, abortifacients, expectorants, 
and antibiotics [3]. Mussaein, an iridoid derived from M. pubesens that is non-glycosidic, has cytotoxic properties[4]. 
A GC-MS system is a hyphenated system that is a very suitable technique for the purpose of identifying and 
determining pharmaceutical substances. It is possible to identify unidentified biological compounds in a complex 
mixture by interpretation, as well as by matching their spectra with reference spectra. This study aims to examine 
bioactive compounds in an ethyl acetate extract of the aerial part of P. flava using GC–MS analysis.   
 
MATERIALS AND METHODS 
 
Collection and Identification of P. flava 
The aerial plant of P. flava Verdc has been collected from Chidambaram, Cuddalore Dist., Tamil Nadu, India, during 
the month of November 2021. The plant was authenticated by Prof. Dr. Mullainathan and voucher specimen has 
been deposited in the Department of Botany, Annamalai University, Annamalai Nagar for future reference.  
 
Extraction and Isolation of P. flava 
The aerial parts of P. flava Verdc were dried and powdered. The plant powder materials were successfully extracted 
with petroleum ether (at room temperature) by the cold maceration method using an iodine flask for five days. 
During that time, the flask with powdered materials and the solvent was shaken, and the gas was released at regular 
intervals. Then this marc was dried and subjected to ethyl acetate extraction (at room temperature) for about ten 
days. Then the marc was dried and it was subjected to ethanol (95%) extraction (at room temperature) for about eight 
days.  The extract was concentrated using a rotary vacuum evaporator and lyophilized in a lyophilizer until a dry 
powder was obtained. 
 
Gas Chromatography–Mass Spectroscopy Analysis 
GC-MS analysis was carried out in Sophisticated Analytical Instruments Facility, Indian Institute of Technology, 
Chennai, Tamil Nadu 600036. An Agilent Model 8890 GC System with Single Quadrupole Mass Spectrometer (5977B 
MSD) analyzer was used for the separation and identification of phytochemicals from an ethyl acetate extract of        
P. flava Verdc. The analysis parameters for GC-MS are as follows: Agilent 30 m x 250 μm x 0.25 μm column, Syringe 
Size: 10 μL Injection, Volume: 1 μL, Initial temperature: 75 °C, Pressure: 11.367 psi, Flow: 1.2 mL/min, Average 
Velocity: 40.402 cm/sec, Ion Source: EI Source, Temperature: 230°C, Quad Temperature: 150 °C and Fixed Electron 
Energy: 70 eV. NIST Library was used for matching mass spectra and identification of phytochemicals. 
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GC-MS was used to identify  phytocomponents based on NIST's database of over 62,000 patterns. NIST's library of 
known compounds was used to correlate the spectrum of the unknown compound. The components of the unknown 
or test substances were confirmed with respect to their structure, name, and molecular weight [5]. 
 
The GC-MS analysis of the ethyl acetate extract of the aerial part of P. flava revealed the presence of various 
compounds using the NIST library as a reference. Table 1 lists the ten most abundant compounds, along with their 
retention time, molecular formula, molecular weight, and peak area. Figure 1 displays the GC–MS chromatogram of 
the ten peaks for each compound detected. The components found in the ethyl acetate extract of aerial part of P. flava 
were 3,7,11,15-Tetra methyl-2-hexadecen-1-ol1 (3.64%), n-Hexadecanoic acid2(14.90%), Hexadecanoic acid, ethyl 
ester 3 (4.71%), Phytol 4 (13.86%), 1,1’-Bicyclopropyl 2-octanoic acid 2’-hexyl methyl ester5 (2.31%), Ethyl oleate 6 
(5.10%), 2-Hexadecen-1-ol,3,7,11,15-tetra methyl acetate 7(2.95%), Squalene 8 (11.73%), W-189(1.95%), and 
1,1,3,3,5,5,7,7,9,9,11,11,13,13,15,15- hexamethyl  octa siloxane 10 (4.32%). Medicinal plants are a vast and diverse 
group of plants that are used to treat various health conditions. Many of these plants have active constituents that 
have therapeutic properties. Some of these compounds have been studied extensively for their biological activity, 
while others remain relatively unknown. Despite this lack of knowledge, there is evidence to suggest that many 
medicinal plants can be effective in treating a variety of health conditions. The GC-MS (Gas chromatography coupled 
with a Mass spectrometer) is a powerful tool for the analysis of plant extracts. This analytical method helps to 
evaluate the quality of plant extract and can provide information about the presence of key compounds, their 
concentrations, and any toxicants. 3,7,11,15-tetramethyl-2-hexadecen-1-ol 1is a terpene alcohol used in cosmetic 
preparations as fine fragrances, shampoos, and toilet soaps as well as in non-cosmetic products such as surface 
cleaners and detergents[6].  Pharmaceutically used as an antimicrobial agent [7]. N-hexadecanoic acid2 has been 
reported to have anti-inflammatory[8]. antioxidant, hypocholesterolemic [9].   and antibacterial properties[10]. The 
ethyl ester of hexadecanoic acid 3 is an anti-oxidant and flavouring agent[7]. There are various biological activities 
associated with phytol 4, including cytotoxic, antioxidant, anti-inflammatory, and antimicrobial properties [11].Both 
1, 1'-Bicyclopropyl 2-octanoic acid 2'-hexyl methyl ester 5 and Ethyl oleate 6are an antibacterial agent[12,13]. 
Squalene8 is a triterpene with a broad range of biological functions including antibacterial, antioxidant, cancer 
preventive, immunostimulant, chemopreventive, and land ipoxygenase-inhibiting properties [14]. According to the 
results of the GC-MS analysis of the ethyl acetate extract of aerial parts of P. flava, the majority of bioactive 
constituents were found.  The   GC-MS analysis of P.  flava identified ten bioactive compounds, many of which show 
potential therapeutic potential. 
 
CONCLUSION 
 
The presence of a variety of bioactive constituents as detected by GC-MS analysis of an ethyl acetate extract of the 
aerial part of P. flava. The aerial part of P. flava has been used for countless ailments in traditional medicine. It is 
therefore recommended as a plant with phytopharmaceutical value. Analysing the GC-MS data is the first step in 
understanding the nature of the active compounds in P. flava. A critical step in future research will be the isolation of 
bioactive components and study of their biological activity. 
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Table 1:  Phytocomponents identified in ethyl acetate extract of the aerial of  Pseudomussaenda  flava 
 
S. 
No RT Name of the compound with structure 

Molecular 
formula 

Molecular 
weight 

Peak 
area % 

01 23.597 

3,7,11,15-Tetra methyl2-hexadecen-1- 
ol 
 

 

C20H40O 
296.5 

 

3.64 

 

02 27.073 

n-Hexadecanoic acid

 

C16H32O2 256.4 14.90 

03 27.878 

Hexadecanoicacid,ethyl ester

 

C18H36O2 284.5 4.71 

04 30.605 

Phytol 

 

C20H40O 296.53 13.86 

05 31.657 1,1’-Bicyclopropyl-2octanoic acid-2’-hexyl methyl ester C21H38O2 322.5 2.31 
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06 31.780 

Ethyl oleate 

 

C20H38O2 310.5 5.10 

07 32.819 

2-Hexadecen- 1 ol,3,7,11,15-tetra methyl acetate 

 

C22H42O2 296.5 2.95 

08 42.748 

Squalene 

 

C30H50 410.7 11.73 

09 46.309 

W-18 

 

C26H30N2O3S 421.896 1.95 

10 48.384 

1,1,3,3,5,5,7,7,9,9,11,11 
,13,13,15,15hexamethyloctasiloxane 

 

C16H48O7Si8 577.2 4.32 
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Figure 1: GC-MS Chromatogram of ethyl acetate extract of Pseudomussaenda flava 
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This research paper presents an improved analysis of frequent item set through a set-intersection method 
in association rule mining (Apriori) for textual datasets. The objective of this study is to address the 
limitations of traditional Apriori-based association rule mining methods in handling large textual 
datasets. The proposed method represents textual data as sets and utilizes set-intersection to evaluate the 
similarity between them. The effectiveness of the proposed method is evaluated on two textual datasets, 
and the results demonstrate that it outperforms traditional Apriori-based association rule mining 
methods in terms of accuracy and efficiency. The findings of this research have significant implications 
for organizations that rely on association rule mining for knowledge discovery from large textual 
datasets. The proposed method offers a promising approach for discovering meaningful patterns from 
large textual data that can support decision-making processes. 
 
Keywords: Association Rule Mining (ARM) , Data Mining , KDD, Apriori , Frequent Item Set(FIS) 
 
INTRODUCTION 
 
The technique of extracting patterns and information from vast volumes of data is known as data mining. To draw 
conclusions and generate predictions from data, statistical models and algorithms are used. The goal of data mining 
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is to uncover hidden patterns, [1], [2] correlations, and other information that can be used to make better decisions 
and improve business processes. Data mining is widely used in various fields such as finance, marketing, healthcare, 
and more. KDD stands for Knowledge Discovery in Databases [3], which refers to the process of finding useful 
information and patterns in large data sets. It is a multi-disciplinary field that combines techniques from artificial 
intelligence, machine learning, statistics, and databases to extract insights and knowledge from data. The KDD 
process includes several steps such as data pre-processing, data mining, [4] pattern evaluation, and knowledge 
representation. The goal of KDD is to turn raw data into actionable insights that can be used to support decision-
making and improve business processes. In terms of customer desire for interesting patterns among the many 
common patterns produced by data mining algorithms, KDD[5] is essentially more targeted. Here figure 1 illustrates 
the Data Mining process. 
 
KDD is a multi-step process that includes the following steps. 
 Data Selection: Selecting the relevant data from large datasets. 
 Data Pre-processing: Cleaning and transforming the data to make it suitable for analysis. 
 Data Transformation: Transforming the data into a suitable format for analysis. 
 Data Mining: Applying algorithms and statistical models to extract insights and knowledge from the data. 
 Pattern Evaluation: Evaluating the discovered patterns and knowledge to determine their usefulness and 

validity. 
 Knowledge Representation: Representing the discovered knowledge in a meaningful and understandable 

format. 
An example of KDD and data mining in action is a retail company using customer purchase data to identify patterns 
and trends in their customers' buying behavior. In this example, the company first selects relevant data from their 
database of customer transactions, pre-processes the data to remove errors and inconsistencies, and then transforms 
the data into a format suitable for analysis. Next, the company applies data mining techniques, such as association 
rule mining and clustering, to uncover patterns in customer behavior, such as which products are frequently 
purchased together. Finally, the company evaluates the discovered patterns and represents the knowledge in a 
useful format, such as a report or visualization, for the company to make informed business decisions based on the 
insights gained from the data. 
 
LITERATURE REVIEW  
 
Association rule mining (ARM) 
ARM is a data mining technique[6] used to uncover relationships and patterns between items in large datasets. The 
goal of association rule mining is to find rules that describe relationships between items in a dataset, such as "if item 
A is purchased, item B is also likely to be purchased". These rules are represented as "if-then" statements and are 
used to support decision making and inform business strategies.Association rule mining algorithms typically [7], 
[8]use a measure of interest, such as support and confidence, to determine the significance of the discovered rules. 
Support is a measure of the frequency with which an item or a combination of items appear in a dataset,[9] while 
confidence is a measure of the reliability of the association rule. Association rules with high support and confidence 
values are considered to be strong and relevant, and are more likely to be useful for decision making. 
 
Apriori Algorithm  
The Apriori algorithm [7] is a classic algorithm for association rule mining, used to extract frequent item sets from 
large datasets. The algorithm works by iteratively scanning the dataset to identify itemsets that occur frequently 
together and then uses this information to generate a set of association rules.[10]The "Apriori principle," which 
argues that if an item set is frequent, then all of its subsets must also be frequent, is the fundamental idea underlying 
the Apriori algorithm. By only taking into account candidates itemets that reach a certain support level, this 
approach helps to decrease the number of candidate itemets that must be examined. The amount of itemsets and 
rules that are created is limited by the support threshold, which the user specifies. Apriori is a popular association 
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mining algorithm[11]It is used to first discover often occurring individual items before applying a BFS (Breadth-First 
Search) technique to expand those items to bigger item sets until they reach the most frequently occurring huge 
frequent item sets. 
 

  
Example  
A transaction database containing a collection of transactions serves as the input data for the Apriori algorithm. An 
item set constitutes each transaction. To identify the frequent things, the method begins by counting the frequency of 
each item in the transaction database. To create candidate itemsets of size k + 1, the frequent items are used. The 
transaction database is then used to tally the candidate itemsets in order to gauge their support. A candidate itemset 
is eliminated if its support falls below the required minimum. Up until no new frequent item sets can be discovered, 
this procedure is repeated. Association rules are generated using the final frequent item sets. Let see an illustration of 
the Apriori Algorithm. In this example we take 6 transactions with 5 item shown in table 1 
Let us consider the mini_suppo 
 
[P1^P4]=>[P5] //confidence = sup(P1^P4^P5)/sup(P1^P4) = 2/2*100=100% //Selected 
[P1^P5]=>[P4] //confidence = sup(P1^P4^P5)/sup(P1^P5) = 2/2*100=100% //Selected 
[P4^P5]=>[P1] //confidence = sup(P1^P4^P5)/sup(P4^P5) = 2/3*100=66.67% //Selected 
[P1]=>[P4^P5] //confidence = sup(P1^P4^P5)/sup(P1) = 2/4*100=50% //Rejected 
[P4]=>[P1^P5] //confidence = sup(P1^P4^P5)/sup(P4) = 2/3*100=66.67% //Selected 
[P5]=>[P1^P4] //confidence = sup(P1^P4^P5)/sup(P5) = 2/4*100=50% //Rejected 
So here for the minimum confidence >60 there are four strong result.  
The Apriori algorithm has been widely used for association rule mining and has been applied in many areas, 
including market basket analysis, recommendation systems, and fraud detection. However, the algorithm has a high 
computational complexity, making it unsuitable for very large datasets. To overcome this limitation, variations of the 
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Apriori algorithm,[12] such as Partitioning Apriori and Sampling Apriori, have been developed to improve the 
efficiency of the algorithm. 
 
Proposed Improved Apriori 

 
For the implementation of our new Apriori algorithm, let’stake 10 transactionswith the data itemset from P1 to P10. 
Here Table 3 represent the all itemset along with the Minimum Support Value (MSV). Let us assume that the 
minimum support value is 3 so here in the first step we need to scan the all transaction from the transaction table to 
generate the first-element frequent set with thetransaction’s id and support value and discard those whose item 
which minimum support is less then minimum support value 3.Here the table 5 describe the elimination of items 
which are have the minimum support <3 and this table is called L0 . In the next step algorithm will generate CS2 for 2 
elements FIS from the table 5.Here table no 6 and7 represent 2 elements FIS. Similarly, the algorithm will generate 3 
element FIS using table 7. In this example when we find 3 element FIS then all item’s minimum support value is less 
than 3 it means all item will be discarded that is shown in table 8.Now let’s discusses the compression between 
traditional Apriori and proposed Apriori based upon the total number of all transactions for one to six element FIS. 
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EXPERIMENTAL AND RESULT ANALYSIS  
 
Now , for the experimental exercise we take a dataset with 8324 transactions and divide this dataset into five groups 
where group G1 have 450 ,G2 have 910,G3 have 1342 , G4 2410 and G5 3212 transactions as shown in table 10.Now 
we calculate the execution time for both Apriori algorithm on a uniform minimum support value 30. When we pass 
G1 group transaction set which have 450 transactions in traditional Apriori algorithm then the execution time is 2.8 
where in new Apriori this execution time is 1.7 which is 61.9 % less than the traditional Apriori. Same as for G2 
transaction set new Apriori take approximate 58.4 % less time and for G3 approximate 67% then the Apriori 
algorithm. This calculation is for uniform support. In second case we need to check the behavior of proposed new 
Apriori on the different support value so we take only G1 dataset with 450 transactions and check the New Apriori 
efficiency on the supporting value 20,40 and 80. In the 1st case when the support value is 20 then the rate of 
improvement is 82.4% in comparison to traditional Apriori approach and 81.0 when the support value is 40 that is 
shown in table 12 and figure 4. 
 
CONCLUSION  
 
In this research paper we use intersection method to reduce the no of iteration for database scanning to find the FIS. 
When we apply this method in our proposed new Apriori then it reduces execution time approximate 61.9% in 
comparison to traditional approach for the smallest data set G1 and 78.3 for the largest dataset G5 for the uniform 
support value. After finding the effectiveness on uniform support value, we check the efficiency on various support 
value i.e. 20,40 and 80. To find the effectiveness of the proposed new Apriori we calculate the time complexity on the 
different support value for G1 dataset and it gives us very suppressing result that shown in analysis 2 table 12.The 
conclusion of this Intersection approach is that proposed new algorithm give us optimize result as compare to 
traditional Apriori for both uniform and variable minimum support.  
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Table 1: Transaction Table with Item-Set 

 
Table 2: Apriori Algorithm Solutions 
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Table 3: Items along with Minimum Support Value (MSV) 
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Table 8 : L2(CS2 along with support value and transaction) 

 

 
 Table 10 : Data Set of Transactions 
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Figure 1 . Data Mining Process Fig.2 : Transaction Comparison 

 
 

Fig.3 : Comparison : Apriori v/s A-Apriori as per Table 11 Figure 4 : Access Time Analysis-G1 
[Apriori v/s New Apriori] for variable support. 
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\ 
Recent innovations in modern payment systems have brought E wallets as top among the various digital 
banking channels(AnithaKumari and Chitra Devi, 2022). E wallets was introduced as one of the payment 
and processing option and paved the way for diffusing the digital bankingchannelsall over India (RBI, 
2022). According to National payments corporation of India, this has been achieved by applying 
operational guidelines for payment and safe settlement methods.However, researches shows that the 
adoption of digital banking in rural India is still in the growth stage and there is a gap between urban 
and rural users in terms of using the digital banking channels like E-wallets (DeepeshRanabhat et al., 
2022). By using both quantitative and qualitative methods of research, this study intends to identify the 
elements that influence rural consumers' opinions toward E-wallets and their desire to use them. 

Keywords: Digital banking, E-wallets, diffusion, adoption, rural users, technology, sustainability, 
growth, Inclusion, Qualitative, Quantitative, Focus group. 
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INTRODUCTION 
 
The Digital India programme aims to use technology to better the lives of common man. In India, efforts have been 
made to make technology as available, affordable, and beneficial as possible. Nearly all sectors in India have 
embraced digital initiatives (Ligon et al, 2019; Ravikumar et al., 2020).The availability of technological resources and 
the lifestyle has brought a new platform in payment method other than cash and card payments (Seetharaman et al. 
2017; AnithaKumari and Chitra Devi. 2022). According to the ministry of Electronics and IT(MeitY), there are about 
7422 crore digital payment transactions recorded during the financial year 2021-22 with an increase in volume by 
33% by year on year in India. As per NPCI, the UPI transactions were doubled during the financial year 2021-22.The 
field research conducted by Deccan Herald during April 2022, the rural India lag behind on digital payments despite 
UPI usage doubled in the financial year 2021-22. The use of digital platform based payment apps is India has shown 
steady growth, especially after the pandemic but only 3 to 7 percent of rural consumers are actively using UPI to 
transact (Deccan Herald, April 2022). Indian union finance minister said during her Budget 2022-23 speechthat in 
recent years, digital banking, digital payments and fintech have grown rapidly in India.  

Problem Statement 
The sustainability of financial services businesses is relying on the ease payment system. Electronic payments, 
especially e-wallets, have gained popularity due to their convenient and user-friendly features compared to any 
other digital payment system. The e-wallet system has gained popularity for a time, and e-commerce has expanded it 
all over the world. The development of any person or nation depends on an effective payment system. 
(Kolandaisamy et al., 2020; AnithaKumari).In developing countries, account holdings tend to be lower in rural than 
in urban (Global Findex database 2021).  However, the literatures are stating the rural customers are in the beginning 
phase in adopting the use of digital banking channels. Hence, it is vital to enhance the level of opportunity and the 
adoptability in using digital banking channels and also needs to eradicate the risks and uncertainties tied with 
technology based rural services. As a result, the current work aims to evaluate the elements that influence the 
adoption of digital banking channels, particularly the E-wallet payment method that is popular in rural Indian 
economy, as well as the level of diffusion among rural consumers. 
 
Research Objectives 
The study uses the below to attain the objectives of the study. 

1. Identify the key elementswhichimpact rural users' adoption of electronic e-wallet systems. 
2. Ascertain issues that impede the spread of e-wallet payment systems in rural India  

Theoretical underpinning framework 
Innovation is the success ladder for companies to differentiate their products and services in the market for their 
success (KamakhyaNarain Singh and Shruti Malik. 2022). Though the technologies are beneficial, user friendly and 
highly secured, it has to be communicated to the end users well (Kolandaisamy et al., 2020).   
 
Diffusion of innovation (DOI)  
Dissemination is the process through which invention is gradually transmitted to the broad community through a 
wide range of media (Rogers 1995). This was proved by Rogers in 2003 by introducing the theory of Diffusion of 
Innovations (DOI), which applies to various areas of management and other related areas of study. The DOI served 
as the theoretical basis for research on the adoption and distribution of the technology (Chinnasamy et al., 2021; 
KamakhyaNarain Singh and Shruti Malik, 2022). Taking into account five innovation criteria that people perceive, 
Rogers (2003) indicated that DOIs predict the acceptability and level of acceptance of innovation. According to 
Rogers (2003), adoption is positively impacted by these five characteristics in addition to difficulty. The Figure 1 
highlights these. 
 
 

Preetha Chandran et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57083 
 

   
 
 

Technology Readiness index (TRI) 
Technology readiness is the tendency of people to understand and use new technologies to achieve their personal 
and professional goals. The acceptability of new technology and the desired outcomes are necessary for their 
survival (Wiese et al., 2019; AnithaKumari and Chitra Devi. 2022). With the aid of service providers like financial 
institutions, payment systems have simplified numerous technological revolutions. Most studies use the 
Parasuraman (2000) TRI paradigm to determine a person's technical readiness. TRI measures openness to embracing 
new technologies and looks at traits including optimism, inventiveness, anxiety, and unpredictability. The first two 
attributes, which are the drivers of technology readiness, are barriers for the other two traits. Figure 2 shows the TRI 
theoretical underlying model of Parasuraman (2000). 
 
E-wallet acceptance and diffusion 
Mobile devices are inseparable from the everyday lives of the common man, which is the basis of all technological 
developments. Perceived benefit and perceived ease are the major factors that impact how people behave when 
using new technology, such as an e-wallet. The concepts of TAM and TRI provide a paradigm for the essential notion 
that users' attitudes play a crucial role in accepting and disseminating new innovation (Ajzen and Fishbein, 2011; 
Rose and Fogarty 2006). There are very few studies on e-wallet readiness that are focused on rural India.To evaluate 
the amount of adoption and penetration of developments in the field of contemporary mobile e-wallet payment 
systems, these two methodologies have not, however, been combined.Therefore, in order to assess the prevalence 
and level of acceptance of e-wallets in rural India, we will merge these models into one in this study. The theoretical 
basis for this investigation is displayed in Figure 3 below. 
 
Research approach 
The current study uses focus groups and interviews with structured questionnaires to examine the adoption and 
diffusion of e - wallets in rural India for the country's economic development. The study employed judgmental 
sampling to collect the primary data through structured questionnaires and it has been passed to the consumers who 
are coming to their bank branches/ATMs to do their banking transactions in rural district Belagavi, Karnataka. There 
are about 473 responses obtained from the general public. Out of 267 respondents, there are only224respondents only 
use E-wallets. The reliability also tested using Cronbach’s alpha and it is observed with the acceptable value of 0.883. 
The SPSS (Version 27) have been used to derive the statistical results using factor analysis to identify the most 
influencing factors towards this subject line and the demographic analysis.The study covers five different groups of 
people, including groups of young people, middle-aged people, businesses, service providers, and persons in the 
service industry. To allow for unrestricted conversation, the group was then divided up again according to gender. 
There are 30 people are part of the discussion, which is a good number to set up a focus group.The researchers first 
conducted a pilot study in groups to ensure the credibility of the interview questions. The point of discussion was 
acknowledged and kept confidential by the researchers, as participants was not allowed audio / video recording 
capabilities and keeping the confidentiality of those involved in the data development process has been accounted. 
No personal name or work-related ID was created during the discussion forum. All three researchers moderated the 
group discussion.  
 
Outcome of the respondents 
This section discusses the result of demographic variables and the outcome from factor analysis to know the level of 
adoption and diffusion of E wallets in the study area. As per the demographic study, it is observed that the females 
(43%) are almost equal to males (57%) in terms of owning bank account. This may be reason of central government of 
India’s financial inclusion mission achieved through Jan dhanyojana and the majority of respondents falls under the 
middle age (34%) category between 31 years to 50 years. The majority of the respondents are graduate with 48% and 
the majority are belonging to average income level of ₹10,000- ₹30,000 per month and the majority are belonging to 
working group either with organized or unorganized sectors.Table 3.1 represent the Kaiser-Meyar-Olkin measure of 
sampling adequacy which identifies the variation of the variable which may affect by unknown factors and its value 
varies between 0 and 1. The below table shows the score of 0.858 represents higher level of data adequacy along with 
the chi-square value of 0.000 with the 5% level of significance. 
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Table 3.2 discusses that there are four components have adequate data variances and qualified for one Eigenvalue 
criterion and it is found that there are 64.223% of total variances observed from 4 principal components and the 
remaining are explained by other variables.The comparable factors like Discounts and cash back offers reduce the 
cost of transactions, alternative for making payments, Quality of E-wallet service providers and the interaction with 
mobile payment is clear and understandable are the determinant factors in adopting the E wallets. Further other 
three groups namely Compatibility with seven factors, Complexity &trialabiilty together with four factors and 
Observability with two factors are grouped in the chronological order. So, it can be inferring that these are the 
influencing factors than other factors in the diffusion and adoption of E wallets in rural district Belagavi, Karnataka. 
Also, this outcome is supported by some research work carried by Mahmood et al (2016) in the context of Pakistan, 
Ligon et al (2019); Kolandaisamy et al., (2020); AshutoshUpadhyay and Kalluru Siva Reddy (2021) in the Indian and 
the international context. 
 
Outcome of the focus group discussions 
The focus group discussion was taken place among the people of rural district Belagavi, Karnataka. The discussion 
has opened up many viewpoints in terms of using the E wallet in their area. It discovers that they are the users of 
internet services. They are having an adequate awareness on using social media, webpage, email, newsgroup and the 
digital payment system i.e., E wallets.  As a result, it is evident that individuals are familiar with utilising e-wallets to 
make purchases. It has been noted that they frequently make purchases from chain stores like Spar, D-Mart, Reliance 
Digital, R&B, and others as well as grocery stores and shopping malls. However, usage of this service was found to 
be infrequent, and no significant transactions were seen during the past six months. The discussion and conclusion of 
the focus group's findings regarding the characteristics of e-wallet payments are as follows in this circumstance. 
 
Comparable gain (Relative advantages) 
“It is very easy to carry mobile rather than going with cash or cards. When we are busy we tend to forget to carry 
these things but we never miss our mobile phones”.“In our area most of the busy time the ATM’s will be busy and 
some time may not have sufficient cash to withdraw. If I am using the E wallets will not require for me to go to 
ATMs and unnecessarily wasting our time”. “Thanks to E wallets as it helps me to come out of pressure in paying 
small amounts using coins while transaction”.The level of their outcome from these aspects found that the people are 
having high amount of confidence in using E wallets as mentioned by other researcher like Parasuraman (2000) and 
Rogers (2003) studies. 
 
Compatible factors 
The compatibility has been assessed in way that the E wallet payment method is suitable with the type of purchases 
which they made at different situations. The outcome of this discussion have brought below statements. “I would 
like to take up even mobile recharge or other online charges using this application only. Because it will consume my 
time if I go for a shop and do the transactions”. “I would keep the payment through e-wallet for those expensive 
transactions and not keep those for buying utilities”.The discussion has given an outline of using this application in 
terms of compatability is found that it never minds about the nature and the volume of purchases in the most of the 
occasion. It was interesting to note that when the topic of how much it has been used in a week or a month came up, 
it was found that roughly 40% of people utiliseit on a weekly or monthly basis (Michael Humbani& Melanie Wiese, 
2019; Senthil Kumar and ArunPalanisamy 2019).   
 
Complex and Uncomfortable 
The complexity and discomfort have been addressed during the discussion. The following are the major outcome.  
“The language issues which I am facing some time while making payment. Though I am good in English language to 
read, write, speak, I need applications in my own language Kannada with more clear statements or translating 
options”.“I don’t know anything about the applications, downloading, installing and how to use it easily. But I am 
feeling that it is not too late to learn and adapt it”.The above discussions have provided a broader sense of 
complexity &discomfort which are associated with the E wallets.   
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Trial excellence and Observability 
The trailability and observability is the opportunity to make the visibility and familiarity of the innovative ideas 
among the users of the technology. There are few observations from the group of members are:“I can switch any 
time from one application to another application even for minor reasons. Also I am have no problem in trying new 
application whether it is convenient or not”.“I am so comfortable in using this application and I am not able to recall 
the way which I have started to use this application. I am so happy in using this application and I do not have any 
difficulty in using it”.The above few discussions have brought some insight in terms of observability and trailability 
of E wallets and the intention to use them. 
 
Optimistic and Innovative customers 
The optimistic approach and innovative approach can stimulate them to move forward to other new applications 
whether it is convenient to use or not. These kinds of consumers can switch them at any time without any hesitation. 
The following are the observation obtained from the discussion forum. “No need to remember the password and 
other security related credentials and it is easy to do the payment processes. In payment, everything is possible 
without spending time”. “I need the technology which saves my time and mobile phone efficiency by handling the 
process most quickly”. As a result, we may conclude that optimism and innovation are the driving forces behind the 
spread and uptake of e-wallet payment systems. 
 
Insecure 
The low level of confidence in new technology creates the level of insecurity in terms of using E wallets. This was 
observed in the focus group discussions also.“Do the credentials shared are safe and secured. Still I am worrying 
about this though there is security supports embedded with the applications”.“There are many private players are 
involving in this process and they themselves act as payment bankers. Obviously, we are in a position to share our 
account details with them. Is this is advisable. Still I am worrying”.“Somehow, I cannot convince myself if the 
services offered by any banks in India are totally safe and secured”.As a result, we may conclude that issues relate to 
insecurity have a detrimental impact on the adoption and diffusion of e-wallets in the rural district of Belagavi, 
Karnataka. 
 
DISCUSSION AND CONCLUSION 
 
The purpose of this study was to know the level of financial inclusion in a rural India through the acceptance and 
diffusion level of digital banking channel i.e., E wallet.To move forward as digital economy with an inclusive nature, 
the adoption and diffusionof digital payment channels are vital (Kuang-Husn Shih and Ching-Yi Lin, 2015; RBI, 
2019).According to the outcome achieved from factor analysis, there are four major group of factors play an 
important role in the acceptance and diffusion of e wallets in Belagavi. These factors are comparable gains, 
compatibility, complexity &trialabiilty and observability. Hence, it can be inferring that these are the influencing 
factors than other in the progress of diffusion and adoption of E wallets in rural district Belagavi, Karnataka.The 
focus group's conclusion is that these applications can be used at the user's convenience whether they are spending 
100 rupees or 10,000 rupees on their purchases. It's interesting to note that about 40% of users access it on a weekly or 
monthly basis. This is a step in the right direction for e-wallet acceptance and dissemination in rural 
communities.According to quality study, the factors like insecurity, reliability, complexity in the application, and 
fear in operating the application are preventing bit in the progress of financial inclusion and the diffusion of digital 
banking channel. These results will aid the stakeholders in focusing their efforts on resolving these problems and 
promoting the usage of e-wallets across the country by integrating the current financial system with communications 
services. Applications should be compatible with high level services from all service providers in order to feel secure 
and comfortable using the application successfully, according to expectations from service providers.Further, there is 
a need to have a trust-enhancing process from the service providers in terms of providingerror free or fraud free 
transactions. In addition to that the motivations are required to extend the process in a fast scale. These can be 
achieved by giving some added and additional services, cash prizes, offers and other relevant promotional factors. 
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To infiltrate the habit, the government sectors bills and dues needs to be paid only through these digital banking 
channels.   The results of this study cannot be applied to all regions of the payment system because it is qualitative 
and quantitative in character, provided with factor analysis, and conducted in the context of India. This study will 
provide information on the degree of adoption and dispersion of the digital payment channel as well as the support 
required to promote new applications in the transactions and payment platforms. This study can be geographically 
expanded and additional research methodologies, such as quantitative or time series research, can be used. 
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Table 1.  KMO and Bartlett's Test 
 

KMO and Bartlett's Test 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.858 

Bartlett's Test of Sphericity 
Approx. Chi-Square 1364.559 

df 153 
Sig. 0.000 

Source: Survey data (2022) 
 
Table 2.Component and Variance explained 
Components Eigenvalues % of variances Cumulative % 
Comparable gains 6.052 33.621 33.621 
Compatible 1.472 13.176 46.797 

Complex &Trialexcellence 1.286 9.142 55.939 
Observable 1.131 8.284 64.223 

Source: Survey data (2022) 
 
Table 3.Factors extracted using principal component analysis 

Rotated Component Matrixa 

 

Component 
Relative 

advantages 
Compatibility Complexity & 

trialabiilty 
Observability 

Discounts and cash back offers attracts 
you to use these services 

0.771    

Mobile wallets reduce the cost of 
transactions 0.757    

E-wallets serve as an appealing 
alternative for making payments 0.590    

Quality of E-wallet service providers 0.582    
Interaction with mobile payment is 

clear and understandable 0.489    

Brand Loyalty of E-wallet companies 
affects the usages  0.693   

Gives me greater control over my day 
to day transactions 

 0.595   

There is significant risk in Internet 
shopping  0.593   

Doing payments through these 
Electronic Wallets is convenient  0.591   

Using Mobile Wallet puts my privacy 
at risk  0.585   

Paying money through mobile wallets 
is a trust 

 0.555   

E-wallet services provide security to 
transactions 

 0.495   

E-wallet services provide a reduced 
time of transactions   0.706  

I believe that my Personal Information   0.703  
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is encrypted 
Dealing with mobile payments is a 

risky choice   0.697  

E-wallets system is considered as an 
useful payment method   0.530  

Helps me to keep track of my 
transaction history 

 
  

0.822 

Great potential to lose money if I buy 
goods on the Internet  

  0.570 

Extraction Method: Principal Component Analysis.  
 Rotation Method: Varimax with Kaiser Normalization. 

a. Rotation converged in 10 iterations. 
Source: Survey data (2022) 
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The main purpose of the present paper is to introduce and study the notion of intuitionistic generalized 
fuzzy b-metric space (Shortly IGFbMS).  In this way, we generalize both the notion of intuitionistic 
generalized fuzzy metric space  and fuzzy b-metric spaces.  Further the formulation and proof of 
intuitionistic generalized fuzzy b-metric versions of some conventional theorems regarding fixed points 
via intuitionistic fuzzy sets are presented.  In order to show the strength of these results, some motivating 
examples are established as well. 
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INTRODUCTION 
 
Fixed point results provide tremendous circumstances in the study of mathematical analysis under which the 
solutions of linear and non-linear operator equations can be approximated. The theory itself is a beautiful mixture of 
analysis, topology, and geometry. As a result, the theory of fixed points has been revealed as a very powerful and 
important tool in the study of nonlinear phenomena. In particular, fixed point techniques have been applied in such 
diverse fields as biology, chemistry, economics, engineering, game theory, and physics.Fuzzy sets were introduced 
by Zadeh [15] in 1965 to represent/manipulate data and information possessing nonstatistical uncertainties. It was 
specifically designed to mathematically represent uncertainty and vagueness and to provide formalized tools for 
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dealing with the imprecision intrinsic to many problems. In 1975 Kramosil and Michalek [7] have introduced and 
studied the notion of fuzzy metric space with the help of continuous t-norm, which is modified by George and 
Veeramani [5] . 
 
The concept of b-metric was introduced by Bakhtin [6]. The class of b-metric spaces is larger than that of metric 
spaces. Shoaib et al [14] formulated and proved fixed point theorems for fuzzy mappings in a b-metric space. 
Kumam [8], Phiangsungnoen et al.[12] worked on fixed point theorems for fuzzy mapping in b-metric spaces. 
Mukheimer [9], formulated and proved some common fixed point theorems in complex valued b-metric spaces. 
Recently in 2016 Nădăban [10] introduced the concept of fuzzy b-metric space and agreed that the study of operators 
in fuzzy b-metric spaces will obtain a lot of applications both in Mathematics as well as in Engineering and 
Computer Science. Many wonderful and valuable fixed point results in b-metric spaces and fuzzy metric spaces have 
been established and proved (see [6,8-10,12,14]).In this paper we have established some conventional fixed point 
theorems in the setting of complete intuitionistic fuzzy b- metric spaces.  
 
PRELIMINARIES 
 
Definition 2.1:   
Let X be an arbitrary non empty set and s ≥1 be a given real 
number. A function d :X x X  →[0,∞) is a b-metric on X if, for all x, y, z  ∈ X the following conditions are satisfied: 
   (i)     d (x; y) = 0;  x = y; 
  (ii)    d(x; y) = d(y; x); 
 (iii)    d(x; z) ≤  s [d(x, y) + d (y, z)]. 
The triple (X, d, s) will be called b-metric space. 
 
Example 2.2 : 
The space lp (0 < p <1),  lp = ( )  ⊂ :  ∑ | | < ∞ , 
together with a function d : lp x lp  → R 

d(x,y) = ∑ | − |  
wherex = (xn), y = (yn)∈ lpis a b-metric space. By an elementary calculation we obtain 

thatd(x,z) ≤ 2   [d(x,y) +d(y,z)].  Here s = 2 > 1. 
 
Remark:  Note that a (usual) metric space is evidently a b-metric space. 
 
Definition 2.3 : 
Let X be a nonempty set. Let s ≥1 be a given real number and * be a continuous t-norm. A fuzzy set M on X x X  
x[0,∞) is called  fuzzy b-metric if, 
for all x, y, z ∈ X the following conditions hold: 
(i)   ℳ (x,y, 0) = 0; 
(ii)  ℳ (x, y, t) = 1;   ∀  t ≥ 0 if and only if x = y; 
(iii) ℳ (x, y, t) = ℳ(y, x, t), ∀  t ≥ 0 
(iv) ℳ(x, z,  s (t + u))  ≥ ℳ (x, y, t) * ℳ(y, z, u), ∀  t ≥ 0 
(v) ℳ (x, y, .) : [0,∞) →[0,1] is left continuous and  lim →  ℳ(x, y, t) = 1: 
The quardruple (X, ℳ,* s) is said to be fuzzy b-metric space. 
 
Example 2.4 : 
Let (X, d, s) be a b-metric space and a *b = min (a, b), ∀ a,b∈[0,1] and 
letMdbe a fuzzy set on X2x[0, ∞), defined as follows: 
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Md(x, y, t) = ( , )  ,            > 0
0,                          = 0 

 

Then (X, Md , *, s) is standard fuzzy b-metric space. 
 
Definition 2.5 : 
A 6-tuple (X, ℳ, , * , ◊ , s) is said to be an intuitionistic fuzzy b-metric 
space (IFbMS), if X is an arbitrary set, s ≥1 is a given real number, * is a continuous 
t-norm, ◊ is a continuous t-co norm, ℳ and  are fuzzy sets on  X2 x[0,∞) satisfying 
the following conditions: For all x, y, z ∈ X, 
(a)  ℳ (x, y, t) +  (x, y, t) ≤1; 
(b) ℳ (x, y, 0) = 0; 
(c) ℳ (x, y, t) = 1; ∀ t >0 iff x = y; 
(d) ℳ (x, y, t) = ℳ (y, x, t),  ∀ t >0; 
(e) ℳ (x, z, s (t + u)) ≥ℳ (x, y,  t) *  ℳ (y,  z, u);   ∀ t, u >0; 
(f) ℳ (x, y, .) : [0, ∞) →[0, 1] is left continuous and  lim → ℳ ( , , )  =  1; 
(g)  (x, y, 0) = 1; 
(h)  (x, y , t) = 0; ∀ t >0 iff x = y; 
(i)  (x, y, t) =  (y, x,  t); ∀  t >0; 
(j)  (x, z, s (t + u)) ≤  (x, y, t)  ◊  (y,  z,  u); ∀  t, u >0; 
(k) (x, y,  . ) : [0, ∞) →[0, 1] is right continuous and lim →  ( , , )  =  0. 
Here, ℳ (x, y, t) and  (x, y, t) denote the degree of nearness and the degree of non-nearness 
betweenx and y with respect to t respectively. 
 
Definition 2.6 : 
A 6-tuple (X, ℳ, , * , ◊ , s) is said to be an intuitionistic Generaqlized  fuzzy b-metric space (IGFbMS), if X is an arbitrary 
set, s ≥1 is a given real number, * is a continuous 
t-norm, ◊ is a continuous t-co norm, ℳ and  are fuzzy sets on  X3 x[0,∞) satisfying 
the following conditions: For all x, y, z ∈ X, 
(a)  ℳ (x, y, z, t) +  (x, y, z, t) ≤1; 
(b) ℳ (x, y, z , t) >  0; 
(c) ℳ (x, y, z, t) = 1; ∀ t >0 iff x = y= z ; 
(d) ℳ (x, y, z, t) = ℳ ( p{ x, y, z}, t) where p is a permutation function,  
(e) ℳ (x, z, s (t + u)) ≥ℳ (x, y, a,  t) *  ℳ (a, z,  z, u);   ∀ t, u >0; 
 (f) ℳ (x, y, z ) : (0, ∞) →[0, 1] is left continuous and  lim → ℳ ( , , , )  =  1; 
(g)  (x, y, z, t ) < 1; 
(h)  (x, y , z,  t) = 0; ∀ t >0 iff x = y; 
(i)  (x, y, z,  t) = ( p{ x, y, z}, t) where p is a permutation function, 
(j)  (x, z, s (t + u)) ≤  (x, y, a, t)  ◊  (a,  z,  z,  u); ∀  t, u >0; 
(k) (x, y, z,  . ) : (0, ∞) →[0, 1] is right continuous and lim →  ( , , , )  =  0. 
Here, ℳ (x, y, z, t) and  (x, y, z, t) denote the degree of nearness and the degree of non-nearness between x and y 
with respect to t respectively. 
 
Example: 
Let (X,d, s) be a b-metric space and  a* b = min (a,b) , a ◊ b = max (a,b) ∀ a, b ∈ [0,1]  
and let  ℳd, d be fuzzy sets on X3  x (0,∞), defined as follows: 
 

ℳd(x,y,z, t) =    ( , , )         > 0
0,                   = 0

    and     d (x,y,z, t) =    
( , , )

( , , )         > 0
0,                   = 0
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We check only axioms (e) and (j)  of definition (2.6), because  verifying the other conditions is standard.  Let x, y, z ∈ 
X,  and t,s > 0.  Without restraining the generality we assume that   
ℳd(x,y,z, t) ≤ℳd (y, z, z, u)   and  d (x,y, z, t) ≥ d (y,z, z, u)       
Thus 

( , , )     ≤ ( , , )and ( , , )
( , , ) ≥

( , , )
( , , ) 

 i.e., t d(x, y,z) ≤ u d(x, y,z).  On the other hand, 
 
ℳd(x, y,  z, s( t+u)) =    ( )

( ) ( , , )
 

≥
( + )

( + ) +  [ ( , , ) +  ( , , )]
 

                               =  
 ( , , )  ( , , ) 

 
Also, d (x, y,  z, s( t+u)) =  ( , , )

( ) ( , , ) 

≤
 [ ( , , ) +  ( , , )]

( + ) +  [ ( , , ) +  ( , , )] 

                                          =  [ ( , , )  ( , , )]
  [ ( , , )  ( , , )]

 

 
We will Prove that  

 ( , , )  ( , , ) ≥ ( , , )
 

And   [ ( , , )  ( , , )]
  [ ( , , )  ( , , )]

≤ ( , , )
( , , )

 

Hence we will obtain that 
ℳd (x, y,  z, s( t+u))  ≥ℳd (x, y,  z,  t) = ℳd (x, y,  z,  t) * ℳd (x, y,  z,  u) 
 And    d (x, y,  z, s( t+u))  ≥ d (x, y,  z,  t)  =  d (x, y,  z,  t)  ◊ d (x, y,  z,  u) 
 
 Hence (X, ℳd, d, *,  ◊ , s) is (standard) intuitionistic generalized fuzzy b-metric space.  
 
Theorem: 
Let  (X, ℳ, , *,  ◊ , s) be a complete intuitionistic generalized fuzzy b-metric space.   
Let T: X → X be a mapping satisfying  
ℳ (Tx, Ty, Ty, kt) ≥ℳ (x, y, y, t) 

 (Tx, Ty, Ty, kt)  ≤  (x, y, y, t) 
for all x,y  ∈ X where 0 < k < 1.  Then T has a unique fixed point. 
 
Proof: 
Let x0∈ X be an arbitrary element and let {xn} be a sequence in X such that, xn = Tn x0 (n ∈ ℕ). Then 
 
ℳ (xn, xn+1, xn+1, kt) = ℳ (Tn x0, Tn+1x0, Tn+1 x0, kt) 
≥ ℳ (Tn-1x0, Tnx0, Tnx0, t) 
                               = ℳ (xn-1,  xn, xn, t) 
≥ ℳ (Tn-2x0, Tn-1x0, Tn-1x0, ) 
                              = ℳ (xn-2, xn-1, xn-1,   ) 
                  ……..  ≥ ℳ (x0, x1, x1, ) 
Clearly,  1≥ℳ (xn, xn+1, xn+1, kt)  ≥ ℳ (x0, x1, )   →  1, when n →  ∞ .   
Thus  lim  → ℳ(x ,x , x , kt)  = 1 and 

 (xn, xn+1, xn+1, kt) =  (Tn x0, Tn+1x0, Tn+1 x0, kt) 
≤  (Tn-1x0, Tnx0, Tnx0, t) 
                               =  (xn-1,  xn, xn, t) 
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≤  (Tn-2x0, Tn-1x0, Tn-1x0, ) 
                              =  (xn-2, xn-1, xn-1,   ) 
                  ……..   ≤  (x0, x1, x1, ) 
Clearly,  0≤  (xn, xn+1, xn+1, kt)  ≤  (x0, x1, )   →  1, when n →  ∞ .   
Thus  lim  → (x ,x , x , kt)  = 0 
Let n (t) =  ℳ (xn, xn+1, xn+1, t) , n (t) =  (xn, xn+1, xn+1, t) for all n ∈ ℕ⋃ {0}, t > 0. 
Next we show that the sequence  {xn} is a Cauchy  sequence.  If it is not, then there exits   
0 < < 1 and two sequence (n)  and  (n) such that for  every n ∈ ℕ⋃ {0}, t > 0,  

(n)  >  (n) ≥ n,  
ℳ (x (n) , x  (n),x  (n), t)  ≤  1 –   and   ( x (n) , x  (n),x  (n),t) ≥    And   
ℳ (x (n)-1 , x  (n)-1,x  (n)-1, t)  >  1 –  ,    ℳ (x (n)-1 , x  (n),  x  (n), t)  >  1 –   And  

(x (n)-1 , x  (n)-1,x  (n)-1, t) <   ,    (x (n)-1 , x  (n),  x  (n), t)  < . 
Now,  
1 – ≥ℳ (x (n) , x  (n),x  (n), t)   
≥ ℳ (x (n)-1 , x  (n),x  (n), t/2s)  *   ℳ (x (n)-1 , x  (n),x  (n), t/2s)   
>  (n)-1 (t/ 2s) * ( 1-   ). 
 
≤ (x (n) , x  (n),x  (n),t) 

≤ (x (n)-1 , x  (n), x  (n), t/2s) ◊ (x (n)-1 , x  (n),x  (n), t/2s)   
< (n)-1 (t/ 2s) ◊  
 
Since   (n)-1 (t/ 2s) → 1 as  n →  ∞ and (n)-1 (t/ 2s) → 0 as  n →  ∞ for every t, therefore for  
n →  ∞, we  have  1 – ≥ ℳ (x (n) , x  (n),x  (n), t)   >  1-  
≤ (x (n) , x  (n),x  (n),t) <  

Clearly, this leads to a contradiction.   Hence xnis  a Cauchy sequence in X.  Since X is complete so there exist a point 
y in X such that  lim  →  = y. 
Now,  
ℳ (y,Ty,Ty, t ) ≥ ℳ( y, xn+1, xn+1, t/2s) *  ℳ (xn+1, Ty, Ty, t/2s) 
                         = ℳ( y,  xn+1, xn+1, t/2s) *  ℳ (Txn, Ty, Ty, t/2s) 
≥ ℳ (y,  xn+1, xn+1, t/2s) *  ℳ (xn, y, y, t/2sk) 
The case when  n→  ∞, we have  
ℳ (y, Ty, Ty, t ) ≥ 1 * 1 = 1 And  

 (y,Ty,Ty, t ) ≤ ( y, xn+1, xn+1, t/2s) ◊  (xn+1, Ty, Ty, t/2s) 
                         = ( y,  xn+1, xn+1, t/2s) ◊  (Txn, Ty, Ty, t/2s) 
≤  (y,  xn+1, xn+1, t/2s) ◊  (xn, y, y, t/2sk) 
The case when  n→  ∞, we have  

 (y, Ty, Ty, t ) ≥ 0 ◊ 0 = 0 
Therefore  y = Ty. 
For uniqueness of fixed point, let y,z be two fixed points of the mapping  T, then y = Ty and  
z = Tz and  
1 ≥ ℳ (y, z, z, t) =  ℳ( Ty, Tz, Tz, t) 
≥ ℳ( y, z, z, t/k) 
                             = ℳ( Ty, Tz, Tz, t/k) 
≥ ℳ( y, z, z t/ k2) 
≥ . . .  
≥ ℳ (y, z, t/kn)  → 1 as  n →  ∞.  
Also,  
 0 ≤  (y, z, z, t) =  ( Ty, Tz, Tz, t) 
≤ ( y, z, z, t/k) 
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                             = ( Ty, Tz, Tz, t/k) 
≤ ( y, z, z t/ k2) 
≤ . . .  
≤  (y, z, t/kn)  → 0 as  n →  ∞.  
By (c)  and (h) of definition (3.1),    y = z.  
 
REFERENCES 
 
1. Atanassov.K, Intuitionistic fuzzy Sets, Fuzzy sets and Systems, 20(1986), 87-96. 
2. Alaca. C, On fixed point theorems in intuitionistic fuzzy metric spaces, Comm. KoreanMath.  Soci., 24(4)(2009), 

565-579. 
3. Alaca. C., Turkoglu. D., Yildiz . C., Fixed points in intuitionistic fuzzy metric spaces,Chaos Solitons Fractals 29 

(2006) 1073-1078. 
4. Akbar Azam, Shazia Kanwal, Introduction to Intuitionistic Fuzzy b-metric spaces and Fixed Point Results,  Thai 

Journal of Mathematics, 20 (2022)  141-163. 
5. George A., Veeramani P., On some results in fuzzy metric spaces, fuzzy sets andsystems, 64 (1994), 395-399. 
6. Bakhtin I.A.,  The contraction mapping principle in quasi-metric  spaces, Funct. AnalUnianowsk Gos. Ped. Inst. 

30 (1989) 26-37. 
7. Kramosil I., Michalek J., Fuzzy metric and statistical metric spaces, Kybernetica, 11(1975),  326-334. 
8. Kumam. W., Sukprasert. P., Kumam. P., Shoaib. A., Shahzad. A., Mahmood. Q., Some fuzzy fixed point results 

for fuzzy mappings in complete b-metric spaces, Cogent Mathematics & Statistics 5 (2018) Article ID 1458933. 
9. Mukheimer. A.A., Some common fixed point theorems in complex valued b-metric  spaces, Sci. World J. 2014 

(2014) Article ID 587825. 
10. Nădăban.S., Fuzzy b-metric spaces, Int. J. Comput. Commun. Control 11 (2) (2016)273-281. 
11. Park. J.H., Intuitionistic fuzzy metric spaces, Chaos, Solitons and Fractals, 22(2004),1039-1046.  
12. Phiangsugnoen. S., Kumam. P., Fuzzy fixed point  theorems  for multivalued fuzzycontractions in b-metric 

spaces, J. Nonlinear Sci. Appl. 8 (2015) 55-63. 
13. Sedghi .S and Shobe .N, Fixed point theorem in M-fuzzy metric spaces with property(E),Advances in Fuzzy 

Mathematics, Vol.1, No. 1 (2006), 55- 65. 
14. Shoaib.A., Kumam. P., Shazad. A., Phiangsungnoen. Q., Mahmood. Q., Fixed popint results for fuzzy  mapping 

in a b-metric space, Fixed Point Theory Appl. 2018 (2) (2018). 
15. Zadeh, L.A., Fuzzy sets, Inform. and Control, 8 (1965), 338- 353.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Sornavalli and Mallikadevi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57095 
 

   
 
 

Yashoda 
 

Comparative Critical Analysis of Modern Architectural Styles 
 
Meeta Tandon1* and Farheen Bano2 

 
1Associate Professor, Faculty of Architecture and Planning, Dr. A. P. J. Abdul Kalam Technical 
University, Lucknow (U.P.), India. 
2Assistant Professor, Faculty of Architecture and Planning,  Dr. A. P. J. Abdul Kalam Technical 
University,  Lucknow (U.P.), India. 
 
Received: 27 Dec 2022                              Revised: 23 Feb 2023                                   Accepted: 16 May 2023 
 
*Address for Correspondence 
Meeta Tandon 
Associate Professor,  
Faculty of Architecture and Planning,  
Dr. A. P. J. Abdul Kalam Technical University,  
Lucknow (U.P.), India. 
Email: meeta2012@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
\ 
The Industrial Revolution in the 19th century marked the beginning of a new era in architecture. The 
invention of the new building materials, increase in the production of goods, mass production, 
prefabrication, the need to design for new building functions that never existed before, migration of 
people from the villages to the urban centers and shift from agriculture to the industry brought about a 
revolutionary change. New architectural styles emerged as a response to these changes. Each preceding 
style formed a basis for the development of a new consequent style. They were either inspired by the 
previous styles or developed as a reaction to the previous styles. The research paper aims to review the 
contemporary architecture of the western world from 19th century onwards, emphasizing the various 
styles of Modern architecture and their architectural characteristics.  
 
Keywords: Contemporary, Architecture, Modernism, Functionalism 

INTRODUCTION 
 
When do you think we should start with architectural history? When actually did architecture begin? We are used to 
thinking of architecture as a place where we live, work and pray. But architecture seems to have been there from the 
very beginning, in the very arrangement of nature in the form of rivers, valleys, mountains, etc. (Kostof, 1995). 
Beginning from the age when the humans lived in caves and built rudimentary structures of reed, tree branches, 
saplings, etc., to the present day, various architectural styles emerged. The location, climate, topography, availability 
of building materials, technology and construction techniques were responsible for developing the style. Apart from 
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this, various intangible attributes like the culture of the people, their belief systems, the rituals played a pivotal role 
in the development of the architectural styles.  
 
EUROPEAN ARCHITECTURAL HISTORY 
Starting from the Aegean civilization, the Classical styles; Greek and Roman, the Early Christian, Renaissance, 
Romanesque, Gothic, Baroque, Rococo, Neoclassical, Gothic Revival evolved over a period of centuries. Each of these 
styles had its unique architectural features; the targeted construction system and Greek orders of Classical Greek 
architecture, the arcuate construction system used in Classical Roman style, pendentive vault of Byzantine 
architecture, a cross vault of Romanesque architecture, the pinnacle, pointed arches and buttresses of Gothic 
architecture, geometry and simplicity of Renaissance, duality and distortion of Mannerism and high ornamentation 
of Baroque and Rococo. These different styles were either inspired by the previous styles or developed as a reaction 
to the previous styles.  
 
Neoclassical architecture that began in the middle of the 18th century evolved as a reaction against the high 
ornamentation of Late Baroque and Rococo. It spread throughout Europe, but France and England were the 
countries that used neoclassical styles the most. The architecture of Neoclassicism emerged due to two different but 
related developments. Firstly, a sudden increase in the capacity of a human to exercise control over nature and 
secondly, the shift in the nature of human consciousness. The significant changes in society, i.e. decline in aristocracy 
and rise of the bourgeoisie, the changes in human consciousness to question its own identity, led to the search for an 
authentic style (Frampton, 1992). The thought involved was not to copy the ancient styles but to understand the 
principles on which their work was based. This further led to the documentation and itinerary of the existing 
Classical and historical structures. The Neoclassical artists emphasized logic, reason, and ideology rather than 
ornamentation and pleasure (Vickers, 1998).  Neoclassical architecture was characterized by simplicity of forms, use 
of Roman or Greek details, use of columns and blank walls. The Neoclassical buildings were divided between two 
closely related lines of development; Structural classicism and Romantic classicism. At the same time, Structural 
classicism emphasized structure and concentrated on prisons, railway stations, hospitals and similar building 
typologies, Romantic classicism emphasized the physiognomic character of the form itself and designed more 
representational structures like libraries and museums.  
 
There were three types of Neoclassical buildings: Temple style, Palladian and Classical Block or Square (Figure 1). 
The temple design buildings were based on the design features of ancient temples. The most famous of the 
neoclassical temple-style building was the Pantheon at Paris, designed by Jacques-Germain Soufflot. The palladian 
style was inspired from the works of Andrea Palladio and hence the name. The most famous architect of the 
Palladian style was Robert Adam, but the best-known examples of this style buildings are the United States Capitol 
and White House in America. The classical block design consists of a rectangular or square plan, with a flat, low-
lying roof and classical details on the exterior façade. 
 
MATERIALS AND METHODS 
 
The different modern architectural styles emerged as a response to the Industrial Revolution in Europe. The paper 
here will discuss the various architectural styles analytically and the factors that contributed to their development. 
 
The Industrial Revolution 
The Industrial Revolution first started in England in 1780’s. The cottage industries in England caused the Industrial 
Revolution as the machines began to replace manual labor in the 18th century in Britain. Various reasons were 
responsible for the Industrial Revolution to the first start in England. These included geographical, political, 
technological and economic factors (Curtis, 1996).   
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1. Geographical factors: The strategic location of England played a pivotal role for the start of the Industrial 
Revolution in the country.  

2. Political factors: The government of England provided conditions in which trade, banking, industry and farming 
could flourish for profit. 

3. Technological factors: The improvements in the available tools, use of steam power and coal as a fuel and 
increased use of iron in various fields like architecture. 

4. Economic factors: The high purchasing power of people and the production of cheap manufactured goods were 
also responsible for the Industrial Revolution to start in England. 

 
The Industrial Revolution in the 19th century marked the beginning of a new era in architecture. What changed in 
the 19th century was the need to design for new building functions that never existed before throughout history. 
There was a need for institutions, public markets, hospitals, railway and roadway stations, housing for the working 
class, etc. The migration of people from the villages to the urban centers, shift from agriculture to industry, invention 
of new building materials like glass, wrought and cast-iron, steel, and their mass production brought about a 
revolutionary change (Vickers, 1998). The urban population growth inspired architects to build upward (Peel, 
Powell, & Garrett, 1996). The building needs that arose had never ever existed before, and it was challenging to think 
of these contemporary buildings in terms of the ancient examples. According to Peel, Powell & Garrett (1996), 
“Political reforms and the growing popularity of socialist ideas led people to question established values in every 
aspect of life and to look for new artistic forms that expressed the changes in human society” (p. 11).    
 
Post Industrial Architecture 
During this period, when significant changes were happening, new schools of thought emerged. The dilemma 
between the new inventions (materials, technological advancements, prefabrication, mass production) and the 
traditional style/ craftsmanship led to two different radical schools of thought: for the machine and against the 
machine movement. This was the period after Neoclassicism and before Modernism. The architects associated with 
the machine movement evolved a new style by using the new technology. The steel structure was visible and 
celebrated as a structural revolution. The glass was extensively used on the façade, and the design of the built form 
evolved through the structure. Crystal Palace, designed by Joseph Paxton in London and the Eiffel Tower by 
Alexander Gustave in Paris became classical examples of this movement (Figure 2). Against the machine was the 
movement that started as a reaction against the machine, and the machine-generated mass production in Britain. The 
architects associated with this movement supported the old visual styles and used hand-crafted elements and unique 
products that could not be mass-produced. Two different styles emerged: The art and Craft movement and Art 
Nouveau. While Art and Craft movement followed the traditional tools and techniques and discarded new ones, Art 
Nouveau used new technology, material and mixed them with their own creative expressions. 
 
Art and Craft movement and Art Nouveau  
Art and Craft movement first started in Britain and later spread to the rest of Europe and other countries and 
flourished between 1880’s to 1920’s, Art Nouveau flourished between 1880’s to 1910’s and started in various 
European countries at a similar time period (Figure 3 & 4). Peel, Powell & Garrett (1996) state, “Art Nouveau was an 
international reaction against the backwards-looking historicism…... and it was readily adopted in many branches of 
design including textiles, glassware and jewelry” (p. 12). The designs of both these movements were biomorphic, 
that is, inspired from nature, flora and fauna, and became more abstract in nature. The aesthetic inspirations were 
also taken from Baroque and Rococo. For example, Antonio Gaudi designed Casa Mila, “suggests the wave-sculpted 
face of a seaside cliff while, on the rooftop, the bizarrely twisted shapes of ventilator hoods stand like mysterious 
sentinels” (Doordan, 2001, p. 28). The two styles, i.e. Art and Craft movement and Art Nouveau though were against 
the machine movement but were two visually different styles and could not co-exist. A new school of thought, 
Modern style, emerged, which embraced the positive features of both these styles, thereby suppressing the two 
styles. According to Schulz (2000), “Modern architecture came into existence to help a man feel at home in a new 
world. To feel at home means something more than shelter, clothing, and food; primarily, it means identifying with a 
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physical and social environment. It implies a sense of belonging and participation, that is, the possession of a known 
and understood world” (p. 9). 
 
Modernism 
Establishing the beginning of the period is one of the first tasks to understand the history of modern architecture. 
Necessary conditions appeared for modern architecture in the late 17th century. Modern architecture emerged due to 
cultural, territorial and technical transformations in the 18th and 19th centuries (Frampton, 1992).  Modernism, the 1st 
phase of Contemporary architecture, started in the 1920’s after the Art and Craft and Art Nouveau styles. Based on 
the way the styles reacted with each other, different phases emerged in Modernism. After the Industrial Revolution, 
the figurative expressions became more abstract in nature and moved towards geometric abstraction. The buildings 
designed were asymmetrical with purity in design, form, color and material and use of new materials like steel, glass 
and concrete.  
 
Styles of Modernism  
Modern architecture can be divided into three phases. The first phase was that of variety and emphasized 
‘functionalism’. Chicago school, Bauhaus movement, Prairie and Organic style, De Stijl and Art Deco gave 
importance to function before form and belong to phase 1 of modern architecture. 
 
Bauhaus Style: Style of Modernism  
Bauhaus is a German word and means ‘house of construction’. Bauhaus movement was one of the earliest and key 
movement of Modernism that started in Europe. The thought process and visuals of this movement were carried 
forward to Late Modernism. It is based on a pure and simplified form where cuboids were combined to generate 
form. Pure colors like white, grey, black and primary colors were used in this style of architecture. The use of new 
materials and techniques in the urban and industrial context further developed a new vocabulary of aesthetics which 
formed a base for the later styles that developed in Europe. Walter Gropius was an important architect of this 
movement. The Bauhaus building (designed by Walter Gropius) and Fagus Boot Factory (designed by Walter 
Gropius and Adolf Mayer) are important examples of the Bauhaus movement that show how aesthetics and 
functionalism could be combined in a building (Figure 5). According to Gropius (1965), “the New Architecture is a 
bridge uniting opposite poles of thought, to relegate it to a single circumscribed province of design” (p. 23), and this 
became the basis of Bauhaus school of design. The international style evolved from the basic principles of the 
Bauhaus style since Mies van der Rohe, the last director of the Bauhaus school was also an influential architect who 
followed International style in his buildings with the concept of ‘minimalism’. 
 
Chicago School: Style of Modernism  
Chicago school emerged parallel to the Bauhaus style in America and flourished between 1880’s and 90’s. It was an 
American style with Chicago as the center. This school of thought too supported functionalism more than aesthetics 
and included some ornamentation and cladding. Both these styles had a similar ideology but had different visual 
styles. Bauhaus style focused more on asymmetry and was closely linked with the De Stijl movement, while the 
Chicago style focused on symmetry and influenced Art Nouveau style in a much more simplified and geometric 
manner. The buildings became more vertical in character than horizontal due to the influx of people from outside 
and their rising demands. The development of technology like the framed steel structures also led to the construction 
of high rise buildings. So this style is very closely related to tall multistoried office buildings. Henry Hobson 
Richardson was known as the ‘precursor of Chicago school of thought’ and is also considered to have founded the 
path of American Modernism.  
 
The pioneer architect of the Chicago school was Louis Henry Sullivan. He is known as “Father of Modernism”, 
“Father of Skyscrapers” and gave the famous dictum “Form follows function”. When rebuilding was needed after 
the Chicago Fire of 1871, Sullivan along with Alder were there at the right time and got the opportunity to develop 
the style (Frampton, 1992). His style was functional, solid and used ornamentation in the cast iron that he used in his 
buildings and intricate detailing in the terracotta cladding. The use of biomorphic whiplash lines was inspired from 
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the previous Art Nouveau style. His most important work includes the Guaranty building, also known as the 
Prudential building in Chicago (Figure 6).  The other buildings associated with this school of thought include the 
Auditorium building, Carson-Pirie-Scott Store designed by architects Alder and Sullivan, Reliance building with 
open floor plans by Daniel Burnham and Company, Chicago Savings Bank Limited William Holabird and Martin 
Roche. The influence of the Classical Greek Architecture was visible in the façade which was divided into three parts: 
Base, Shaft and the Capitol like the Greek columns. The base consisted of the ground and the first floor being most 
accessible accommodated the public spaces, the shaft housed the office spaces and the capital comprised of the 
overhanging cornice for maintenance. The ‘Chicago window’ became an essential characteristic of the façade with a 
fixed central pane and a double-hung sash window on both sides (Figure 6). The designs were functional and 
emphasized functionalism. 
 
De Stijl: Style of Modernism  
De Stijl, ‘The Dutch Style’, was another movement that started in Europe and lasted for hardly fourteen years 
(Frampton, 1992). It was founded in Amsterdam in 1917, with Netherland being its main center. Unlike Bauhaus, De 
Stijl did not follow minimalism and used assembly of different elements emphasizing aesthetics rather than function. 
It was predominantly an art movement and was founded by painter Theo Van Doesburg (Figure 8). The style was 
centered around the works of painters Theo Van Doesburg, Piet Mondrian and architect GerritRietveld (Frampton, 
1992). Rietveld Schroder House designed by GerritRietveld in Netherlands is an example of De Stijl style in 
architecture (Figure 7).  
 
Prarie Style: Style of Modernism  
Prairie style emerged as a style that was original to America. The earliest styles were majorly European or inspired 
from Europe and Neoclassical architecture. The World’s Columbian Exposition that happened in Chicago marked 
the 400th anniversary of the discovery of America by Christopher Columbus and depicted the city's image in front of 
the world. The buildings with temporary façade were also designed in European Neoclassical architecture. The 
American architects realized that no style could be identified as original to America (McCarter, 1997). The search for 
the same started, and architects looked towards nature for inspiration. The vast Prairie flatlands of America inspired 
the new style that came to be known as Prairie architecture. The color palette also evolved from the Prairies and was 
quite similar to Chicago school, emphasizing horizontality. Unlike the Chicago school, the Prairie style adopted 
asymmetry inspired from nature. The roofs were either sloping or were flat cantilevered with deep overhangs. The 
long row of casement windows too emphasized horizontality. The purity of geometry, material and texture, open 
floor plan were other characteristic features of Prairie style. The visual language of Prairie style was also influenced 
by the Art and Craft movement of England. Louis Henry Sullivan was the architect who bridged the Chicago and the 
Prairie style with the design of Harold C Bradley House in Wisconsin. “Sullivan built from his belief that nature 
could give form to architecture through a dialogue between structure and ornament” (McCarter, 1997, p. 15). The 
pioneer architect of the style was Frank Lloyd Wright. He also designed both inside and outside the building and 
used the same visual design vocabulary for furniture. Frank Lloyd Wright designed numerous buildings in the 
Prairie style; notable ones include the Robie House in Hyde Park (Figure 9), Ward Willits House in Oak Park, 
Winslow House in Illinois, etc. The horizontal lines, row windows, asymmetry, axis, balance, purity of material, 
cantilevered roof with emphasis on function were the architectural characteristic features of Frank Lloyd’s design. 
According to Wright, “Taking a human height for my scale, I brought the house down to fit a normal one-5’8” tall. I 
broadened the mass all I could, brought it down into spaciousness… I was working towards the elimination of the 
wall to reach the function of a screen, as a means of opening up space.” 
 
Organic Architecture: Style of Modernism  
Organic Architecture also evolved in America with Frank Lloyd Wright as the pioneer architect like Prairie style. 
Both the styles had the same vocabulary because both the styles emerged from the same thought process. The styles 
evolved from nature, nature being the context. This school of thought holds that architecture should reflect nature 
and exhibit the same amount of unity as prevails in nature. Organic Architecture responded to the natural 
surroundings. Wright defined organic architecture as “architecture that is appropriate to the time, appropriate to 
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place, and appropriate to man” (Pfeiffer, 1997, p. 7). Wright also said, “No house should ever be ‘on’ any hill or ‘on’ 
anything. It should be ‘of’ the hill, belonging to it so that the hill and the house can live together, each the happier for 
the other” (2005, p. 168). Unity Temple in Oak Park, and Falling water, also known as Kaufmann House in 
Pennsylvania are examples of Organic architecture at their best (Figure 10). Inspiration from nature helped to derive 
the Hollyhock design pattern which was extensively used in the Unity temple and Hollyhock house in California. 
The design pattern was inspired from the hollyhock flower and transformed using geometrical shapes.  Usonian 
houses are another example of Organic architecture. Usonian houses were a group of some sixty middle-income 
group affordable houses designed by Wright to depict new American style and are examples of Organic architecture.  
The word “Usonia” is actually an abbreviation for the United States of North America (McCarter, 1997).  According 
to Wright, "We can never make the living room big enough, the fireplace important enough, or the sense of 
relationship between exterior, interior and environment close enough, or get enough of these good things I've just 
mentioned. A Usonian house is always hungry for the ground, lives by it, becoming an integral feature of it" (1948, p. 
71). Usonian houses are small single storey houses, without a garage or large storage spaces. They have flat roofs 
with large cantilevered overhangs for passive heating and cooling. The houses are constructed of native materials 
with little or no ornamentation. Most of these houses were designed as L-shaped houses to fit around a garden 
terrace on cheap and odd plots and also provided a strong visual connection between the interior and exterior 
spaces. 
 
Art Deco: Style of Modernism  
Art Deco was another style of Modernism and came from the “International Exposition of Modern Industrial and 
Decorative Arts” held in 1925 in Paris. Le Corbusier used this term for the first time in his article “L’Esprit Nouveau” 
meaning “The New Spirit” (Tzonis, 2001). The style was influenced from Against the machine movement style that 
was Art Nouveau. The asymmetrical and biomorphic design of Art Nouveau was diluted and more geometrical 
patterns that could be machine-made were used in Art Deco movement. So the hand crafted designs were combined 
with machine-made technologies. The Chrysler Building designed by William Van Alen and the Empire state 
building by Shreve, Lamb and Harmon in Manhattan are best examples of Art Deco style (Figure 11).  
 
International Style: Style of Modernism  
The various styles that emerged in the first phase of Modernism were context-based. An international style 
developed as a reaction to the previous Art Deco style and a style that could be followed throughout the world 
irrespective of the context where it was constructed. It also opposed the previous Prairie style, which emphasized 
context, and the Organic style, which emphasized nature. The term International Style was coined by Henry-Russell 
Hitchcock and Philip Johnson, the organizers of the first International Exhibition of Modern Architecture at the 
Museum of Modern Art in New York in 1932. The style is characterized by ‘Minimalism’, ‘Less is more’, the concepts 
given by Mies van der Rohe, interpenetrating and interlocking planes, rectilinear form, visually lightweight structure 
and use of modern materials and techniques.  The style rejected any kind of ornamentation on the façade and used 
steel and glass extensively. Examples of International style include Johnson House in New Canaan by Philip 
Johnson, German Pavilion in Barcelona and Fransworth House in Illinois by Mies van der Rohe, Villa Savoye in 
France by Le Corbusier (Figure 12). Villa Savoye “is a kind of belvedere, with views commanding an orchard, or, to 
be close to the Le Corbusier spirit, a machine for making eyes see the landscape” (Tzonis, 2001, p. 64).  
 
RESULTS AND DISCUSSION 
 
Modernism could be depicted as perhaps the most idealistic style in architectural history, drawing from thoughts of 
utopia, advancement, and the re-imagination of how people would live, work and communicate. It has been nearly a 
hundred years since the birth of modern architecture. In these hundred years, the design methods and aesthetic 
theories of modern architecture have developed from scratch and become more and more abundant. Under the 
guidance of these design methods and aesthetic theories, modern architects have created new forms of architecture 
from generation to generation, as discussed in Table 1. 
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Origin and Inspiration 
The Industrial Revolution brought about a tremendous change in various aspects of life, including architecture. The 
two schools of thought emerged: For the Machine movement that embraced the revolutionary changes brought due 
to the Industrial Revolution, the new technology and Against the Machine Movement that rejected the new 
inventions and laid emphasis on the traditional craftsmanship incorporating high ornamentation in their designs. 
Modern architecture too emerged due to cultural, territorial and technical transformations in the 18th and 19th 
centuries. Most of the Modern styles evolved as a reaction to their previous style and incorporated or rejected the 
architectural language of their previous style. Modernism itself emerged as a reaction to the previous Against the 
Machine Movement, i.e. Art and Craft and Art Nouveau movements, embraced the positive features of both these 
styles and, at the same time, suppressed the two styles. Modernism, the first phase of Contemporary architecture, 
started in 1920’s. It is that of variety where different ‘isms’ evolved with different thought processes and emphasized 
on ‘functionalism’. ‘Form follows Function’ was an important idiom of Phase 1 of Modernism. Bauhaus movement, 
Chicago school, De Stijl, Prairie style, Organic style and Art Deco gave importance to function before form and 
belong to phase one of modern architecture. International style, a style that could be followed throughout the world, 
is considered to be a style of transition from phase one to phase two of Modernism, i.e. from more to less variety in 
styles. So, phase two of Modern architecture is an extension of International style with less variety. 
 
Form, proportion and scale  
The modernist style prioritizes simplicity of form and design. It is based on abstraction, created by simple geometric 
forms, rectangular shapes, clean lines, and linear elements. This style also took advantage of the advancements in 
steel, glass and concrete. Proportional harmony is a core element in modern architecture's design method, 
emphasizing symmetry in some modern styles like Chicago school and Art Deco, while others followed the 
asymmetrical pattern as aesthetics in design. It’s evident that the most prominent buildings of Modern Architecture, 
as mentioned in Table 1, are the results of developments in technologies and have developed their own specific 
aesthetic characteristics. Functionality being the main element of modern architecture considers humans as its prime 
users. Therefore, pursue scales that are compatible with human feelings.  
 
Colour and ornamentation 
Modern architecture focused on functionalism, simplicity of form and design. This led to the usage of pure material 
colours in the built forms. The Bauhaus style used primary colours but in a limited way. It was the De Stijl style that 
did use the primary colours in their interiors and forms since also gave emphasis to aesthetics. In a similar way, 
modernistic style because of the use of materials like steel, concrete used natural texture of the material as 
ornamentation. Chicago school used cladding as a means of ornamentation. The modern style buildings were 
therefore devoid of any ornamentation as can be seen in Table 1. 
 
CONCLUSION 
 
Throughout history, various architectural styles evolved from the prehistoric period influenced by the location, 
climate, topography, availability of building materials, technology, construction techniques, and the intangible 
aspects like the culture of the people, traditions, and their belief systems and rituals. The beginning of a new era in 
architecture started with the Industrial Revolution in the 19th century due to advancements in technology, new 
building materials, mass production, prefabrication, etc. As a response to these changes, new architectural styles 
emerged. The study reveals that Modern architecture marked a revolutionary change in the way architecture existed 
and led the way forward for a variety of architectural styles. Most of these styles gave emphasis to function over 
form, and new styles emerged in different parts of the world. With the International style, a new school of thought 
emerged with a single style that could be followed anywhere in the world without giving due respect to context 
which was followed by Post Modernism. 
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Table 1: Styles of First Phase of Modernism 
 Bauhaus 

movement 
Chicago 
school 

De Stijl Prairie 
style 

Organic 
architecture 

Art Deco Internatio
nal style 

Country Europe America Europe 
Started in 
Amsterda
m, 
Netherlan
ds main 
centre 

America America Europe America 

Emphasis 
on 

Functionali
sm 

Functionali
sm 

Aesthetics Functionali
sm 

Functionalis
m 

Functionali
sm and 
aesthetics 

Minimalis
m 

Inspired 
from 

 Art 
Nouveau 

Bauhaus Nature, 
vast prairie 
lands 

Nature Art 
Nouveau 

Bauhaus 

Form Asymmetri
cal, pure 
and 
simplified 
form 

Symmetric
al  and 
vertical 

Assembly 
of different 
elements 

Asymmetri
cal and 
horizontal 

Asymmetric
al and 
horizontal 

Symmetric
al and 
vertical 

Rectilinear 
form 

Colour 
palette 

Pure 
colours 
like white, 
grey, black 
and 
primary 
colours 

Pure 
colours 

Pure 
colours 
like white, 
grey, black 
and 
primary 
colours 

Pure 
colours of 
the 
materials, 
brown  

Pure colours 
of the 
materials, 
brown 

Colour of 
the 
materials 

Colour of 
the 
materials 

Ornament
ation 

No 
ornamenta
tion 

Cladding 
as 
ornamenta
tion 

Orthogona
l lines  

Natural 
texture of 
the 
material 

Natural 
texture of the 
material 

Geometric
al designs  

No 
ornamenta
tion 
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Pioneer 
architect 

Walter 
Gropius 

Louis 
Henry 
Sullivan 

Gerrit 
Rietveld 

Frank 
Lloyd 
Wright 

Frank Lloyd 
Wright 

William 
Van Alen 

Mies van 
der Rohe 

Other 
architects 

Adolf 
Meyer 

Daniel 
Burnham, 
William 
Holabird 
and Martin 
Roche 

Painters 
Theo Van 
Doesburg, 
Piet 
Mondrian 

Louis 
Henry 
Sullivan 

 Shreve, 
Lamb and 
Harmon 

Philip 
Johnson, 
Le 
Corbusier 

Examples 
of the style 

Bauhaus 
school, 
Fagus shoe 
factory 

Prudential 
building, 
Auditoriu
m 

Rietveld 
Schroder 
House 

Robie 
House in 
Hyde Park 

Falling 
water, 
Usonian 
houses 

Chrysler 
Building, 
Empire 
state 
building  

Johnson 
House, 
German 
Pavilion, 
Villa 
Savoye 

 

 
  

(a) Neoclassical Temple style - 
Pantheon, Paris designed by Jacques-
GermainSoufflot 

(b) Neoclassical Palladian style- 
 Osterley Park designed by Robert 
Adam 

(c) Crystal Palace designed by 
Joseph Paxton 

Figure 1: Neoclassical Architecture 

  
(a) Crystal Palace designed by Joseph Paxton (b) Eiffel Tower designed by Alexander Gustave 

Figure 2: Impact of Industrial Revolution on Architecture 
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Figure 3: Art and Craft Movement (Red House designed 
by William Morris & Philip Webb) 

Figure 4: Art Nouveau style (Casa Mila designed by 
Antonio Gaudi) 

 
Bauhaus building in Dessau designed by Walter Gropius                Fagus Boot Factory designed by Walter   
                                                                                                                     Gropius and Adolf Mayer 

Figure 5: Bahaus style 

  
(a) Prudential or Guaranty building designed by Louis 

Henry Sullivan 
(b) Chicago window 

Figure 6: Chicago School 

 
Figure 7: Rietveld Schroder House designed by Gerrit Rietveld 
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(a) Aubette Dance Hall by Theo Van Doesberg 
Source:https://www.hisour.com/de-stijl-28414/ 

 

(b) Interior of Rietveld Schroder House 
Source:https://www.archdaily.com/99698/ad-classics-

rietveld-schroder-house-gerrit-rietveld 
Figure 8: De Stijl 

 
Figure 9: Prairie-style – Robie House designed by Frank Lloyd Wright 

  
(a) Unity Temple designed by Frank Lloyd 

Wright 
(b) Falling Water designed by Frank Lloyd Wright 

Source: https://divisare.com/projects/396057-
frank-lloyd-wright-xavier-de-jaureguiberry-

unity-temple 

Source:https://www.britannica.com/place/Fallingwater 

Figure 10: Organic Architecture 
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(a) Chrysler Building designed by William Van 
Alen 

(b) Empire state building designed by Sherve, Lamb and 
Harmon 

Figure 11: Art Deco style 

 
(a) Johnson House designed by Philip Johnson (b) Fransworth House designed by Mies van der Rohe 

(Source:https://www.architecture.org/learn/resources/buildi
ngs-of-chicago/building/farnsworth-house/) 

  
(c) German Pavilion designed by Mies van der 

Rohe 
(d) Villa Savoye designed by Le Corbusier 

Figure 12: International style 
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In this paper, we initiate and exploration of different binary locally closed sets such as binary generalized 
semi locally closed sets, bgs- LC ⋆-sets, bgs- LC ⋆ ⋆-sets and furthermore the relations with different 
thoughts associated with the types of binary generalized semi locally closed sets are investigates. Besides, 
we found and explores bgs-LC-continuous, bgs- LC ⋆-continuous, bgs- LC ⋆ ⋆-continuous and presents 
some examples to show the converses are not true. 
 
Keywords: bgs-LC-sets, bgs- LC ⋆-sets, bgs- LC ⋆  ⋆-sets, bgs-LC-continuous, bgs- LC ⋆- continuous and 
bgs- LC ⋆ ⋆-continuous 
 
INTRODUCTION 
 
In 2011, Nithyanantha Jothi and Thangavelu [1] introduced binary topology from X to Y. They introduced and 
investigated the concepts of binary closed, binary closure, binary interior, binary continuity, base and sub base of a 
binary topological spaces. Nithyanantha Jothi[3] introduced binary semi open sets in binary topological spaces and 
obtained some basic results. Recently, Sathishmohan et.al.,[5][7] introduced and studied the concept of binary 
generalized semi closed sets and binary semi generalized closed sets, binary generalized semi (binary semi 
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generalized)-continuous functions in binary topological spaces. Consequently they[6] introduced the concept of 
binary generalized semi(binary semi generalized) closure and interior of a sets, in binary topological spaces. The 
purpose of this paper, we introduce and study a new class of binary locally closed sets such as binary generalized 
semi locally closed sets, bgs- LC ⋆-sets, bgs- LC ⋆ ⋆-sets and examine the relationships between these notions. 
Furthermore we initiate and study bgs-LC-continuous, bgs- LC ⋆-continuous and bgs- LC ⋆ ⋆-continuous and several 
examples are provided to illustrate the behavior of these new class of functions. 
 
Preliminaries 
Definition  2.1. Let X and Y be any two nonempty sets. A binary topology [1] from X to Y is a binary structure 
ℳ⊆ ( ) × ( ) that satisfies the axioms.  
 1.  (ϕ,ϕ) and ( , ) ∈ ℳ.  
 2.  ( ∩ , ∩ ) ∈ ℳ whenever ( , ) ∈ ℳ and ( , ) ∈ ℳ.  
 3.  If {( , ): ∈ Δ} is a family of members of ℳ then (⋃  ∈Δ ,⋃  ∈Δ ) ∈ℳ.  
 
Definition  2.2.  [1] If ℳ is a binary topology from X to Y then the triplet ( , ,ℳ) is called a binary topological 
space and the members of ℳ are called the binary open subsets of the binary topological space ( , ,ℳ). The 
elements of ×  are called the binary points of the binary topological space ( , ,ℳ). If Y=X then ℳ is called a 
binary topology on X in which case we write ( , ,ℳ) as a binary topological space.  
 
Definition  2.3. [1] Let X and Y be any two nonempty sets and let (A,B) and (C,D) ∈ ( ) × ( ). We say that (A,B) 
⊆ (C,D) if A ⊆ C and B ⊆ D.  
 
Definition  2.4.  [1] Let ( , ,ℳ) be a binary topological space and ⊆ , ⊆ . Then (A,B) is called binary closed in 
( , ,ℳ) if ( − , − ) ∈ ℳ.  
 
Definition  2.5.  [1] Let ( , ,ℳ) be a binary topological space and (A,B) ⊆ (X,Y). Let ( , ) ⋆ =∩ { : ( , ) is 
binary closed and (A,B) ⊆ ( , )} and ( , ) ⋆ =∩ { : ( , ) is binary closed and (A,B) ⊆ ( , )}. Then 
(( , ) ⋆ , ( , ) ⋆) is binary closed and (A,B) ⊆ (( , ) ⋆ , ( , ) ⋆).  
 
Definition 2.6.  [1] The ordered pair (( , ) ⋆ , ( , ) ⋆) is called the binary closure of (A,B), denoted by b-cl(A,B) in 
the binary space ( , ,ℳ) where (A,B) ⊆ (X,Y).  
 
Definition 2.7.  [1] Let X and Y be any two nonempty sets and let (A,B) and (C,D) ∈ ( ) × ( ). We say that (A,B) 
⊂ (C,D) if one of the following holds:  
 1.  A ⊆ C and B ⊂ D  
 2.  A ⊂ C and B ⊆ D  
 3.  A ⊂ C and B ⊂ D.  
 
Definition 2.8.   [1]  
(i) ( , ) ∘ = ∪ { : ( , ) is binary open and ( , ) ⊆ ( , )}. 
(ii) ( , ) ∘ = ∪ { : ( , ) is binary open and ( , ) ⊆ ( , )}.  
 
Definition  2.9. 
[1] Let ( , ,ℳ) be a binary topological space and (A,B) ⊆ (X,Y). The ordered pair (( , ) ∘ , ( , ) ∘) is called the 
binary interior of (A,B) denoted by b-int(A,B).  
 
Definition  2.10. 
[1] Let ( , ,ℳ) be a binary topological space and let (x,y) ∈ X×Y. The binary open set    
(A,B) is called a binary neighbourhood of (x,y) if x ∈ A and y ∈ B.   
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Definition  2.11. A subset (A,B) of a binary topological space ( , ,ℳ) is called   
1. binary semi-closed [3], if - ( - ( , )) ⊆ ( , ).  
2. generalized binary closed [?], if b-cl(A,B) ⊆ (U,V) whenever ( , ) ⊆ ( , ) and ( , ) is binary open.  
3. binary b-gs(b-sg)-closed [5], if b-scl(A) ⊆ (U,V) whenever (A,B) ⊆ (U,V) and (U,V) is  binary open (binary   semi 

open).  
 
Definition  2.12.  Let (X,Y,ℳ) be a binary topological space and (Z, ) be a topological space. Let : → ×  be a 
function. Then f is called   
1. binary continuous [2], if (A,B) is open in Z for every binary open set (A,B) in (X,Y,ℳ).  
2. binary semi continuous [3], if (A,B) is semi open in Z for every binary open set (A,B) in (X,Y,ℳ).  
3. generalized binary continuous [?], if (A,B) is generalized open in Z for every binary open set (A,B) in 

(X,Y,ℳ).  
4. binary generalized semi continuous [7], if (A,B) is generalized semi open in Z for  every binary open set (A,B) 

in (X,Y,ℳ).  
5. binary semi generalized continuous [7], if (A,B) is semi generalized open in Z for every binary open set (A,B) 

in (X,Y,ℳ).  
 
Definition  2.13.  A subset (A,B) of binary space ( , ,ℳ) is called   
1. binary locally closed, if (A,B)=(E,F)∩(G,H) where (E,F)∈ ℳ and (G,H) is binary closed in ( , ,ℳ).  
2. binary semi locally closed, if (A,B)=(E,F)∩(G,H) where (E,F) is binary semi open and (G,H) is binary semi closed 

in ( , ,ℳ).  
3. bs-LC ⋆, if (A,B)=(E,F)∩(G,H) where (E,F) is binary semi open and (G,H) is binary closed in ( , ,ℳ).  
4. bs-LC ⋆ ⋆, if (A,B)=(E,F)∩(G,H) where (E,F) is binary open and (G,H) is binary semi closed in ( , ,ℳ).  
 
Definition  2.14.  Let (Z, ) be a topological space and (X,Y,ℳ) be a binary topological space. Then the map : →

×  is called   
1. binary locally closed continuous(briefly, b-LC-continuous) if (A,B) is locally closed in  Z for every binary 

open set (A,B) in (X,Y,ℳ)  
2. binary semi locally closed continuous(briefly, bs-LC-continuous) if (A,B) is semi  locally closed in Z for every 

binary open set (A,B) in (X,Y,ℳ).  
3. bs-LC ⋆-continuous if (A,B) is s-LC ⋆ in Z for every binary open set (A,B) in (X,Y,ℳ).  
4. bs-LC ⋆ ⋆-continuous if (A,B) is s-LC ⋆  ⋆ in Z for every binary open set (A,B) in (X,Y,ℳ).  

Binary Generalized Semi Locally Closed Sets 
In this section, we initiate a new type of sets which we call binary generalized semi locally closed sets in binary 
topological spaces and investigate some of their properties. 
 
Definition 3.1. A subset (A,B) of a binary topological space (X,Y,ℳ)is called  
generalized binary locally closed, if (A,B)=(E,F)∩(G,H) where (E,F) is generalized binary open and (G,H) is 
generalized binary closed.  
gb-LC ⋆(gb-LC ⋆ ⋆), if (A,B)=(E,F)∩(G,H) where (E,F) is generalized binary open(binary open) and (G,H) is binary 
closed(generalized binary closed). 
binary generalized semi locally closed, if (A,B)=(E,F)∩(G,H) where (E,F) is binary generalized semi open and (G,H) is 
binary generalized semi closed in (X,Y,ℳ). 
bgs-LC ⋆(bgs-LC ⋆ ⋆), if (A,B)=(E,F)∩(G,H) where (E,F) is binary generalized semi open(binary open) and (G,H) is 
binary closed(binary generalized semi closed) in (X,Y,ℳ). 
The class of all (binary generalized semi locally closed, binary generalized semi locally closed star and binary 
generalized semi locally closed star star) subsets of (X,Y,ℳ) will be denoted by (bgs-LC, bgs-LC ⋆, bgs-LC ⋆ ⋆)  
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Remark 3.2. Every binary generalized semi open(resp. binary generalized semi closed) subset of ( , ,ℳ) is binary 
generalized semi locally closed, converse not true. 
 
Example 3.3.  Let X= {a,b}, Y ={a,b,c}. Clearly ℳ ={( , ),({a},Y),({b},{a,b}), (ϕ,{a,b}),(X,Y)} is a binary topology from X 
to Y. Then the binary generalized semi locally closed subsets are (ϕ,ϕ),(ϕ,{a}),(ϕ,{b}),(ϕ,{c}),(ϕ,{a,b}), 
(ϕ,{a,c}),(ϕ,{b,c}),(ϕ,Y),({a},ϕ), ({a},{a}), ({a},{b}), ({a},{c}), ({a},{a,b}), ({a},{a,c}), ({a},{b,c}), ({a},Y),),({b},ϕ),({b},{a}) 
,({b},{b}), ({b},{c}), ({b},{a,b}),({b},{a,c}),({b},{b,c}),({b},Y), ),(X,ϕ) ,(X,{a}),(X,{b}), (X,{c}), (X,{a,b}),(X,{a,c}),(X,{b,c}),(X,Y). 
Here ({b},{b}) is binary generalized semi locally closed set but not binary generalized semi open(resp. binary 
generalized semi closed).   
 
Theorem 3.4.  A subset (A,B) of ( , ,ℳ) is binary generalized semi locally closed if and only if (X,Y)-(A,B) is the 
union of binary generalized semi open set and a binary generalized semi closed set. 
Proof: If (A,B) is binary generalized semi locally closed then (A,B)=(E,F)∩(G,H), where (E,F) is binary generalized 
semi open and (G,H) is binary generalized semi closed. 
Now, (X,Y)-(A,B)=(X,Y)-((E,F)∩(G,H)) 
=((E,F)∩(G,H))  
=(E,F) ∪(G,H) . 
Now, (E,F)  is binary generalized semi closed and (G,H)  is binary generalized semi open.  
 Conversely, if (X,Y)-(A,B)=(P,Q)∪(R,S), where (P,Q) is binary generalized semi closed and (R,S) is binary generalized 
semi open. Then (A,B)=(P,Q) ∩(R,S) . 
⇒ (A,B) is binary generalized semi locally closed.  
 
Theorem 3.5.  A subset (A,B) of ( , ,ℳ) is binary generalized semi locally closed if and only if (A,B)=(U,V)∩b-
cl(A,B) for some binary generalized semi open set (U,V). 
Proof: Let (A,B) is binary generalized semi locally closed. Then there exists a binary generalized semi open set (U,V) 
and a binary generalized semi closed set (G,H) such that (A,B)=(U,V)∩(G,H). Since (A,B)⊆(U,V) and (A,B)⊆b-cl(A,B) 
we have (A,B)⊆(U,V)∩b-cl(A,B).  
 Conversely, since b-cl(A,B)⊆(G,H), (U,V)∩b-cl(A,B)⊆(U,V)∩(G,H)=(A,B) which implies that (A,B)=(U,V)∩b-cl(A,B). 
Since (U,V) is binary open and b-cl(A,B) is binary generalized semi closed, we have (U,V)∩b-cl(A,B)∈b-LC( , ,ℳ) .    
 
Theorem 3.6. If (A,B)∈bgs-LC( , ,ℳ) and (C,D) is binary generalized semi open then (A,B)∩(C,D)∈bgs-
LC( , ,ℳ). 
Proof: Let (A,B)∈bgs-LC( , ,ℳ). Then (A,B) = (E,F)∩(G,H) where (E,F) is binary generalized semi open and (G,H) is 
binary generalized semi closed. So (A,B)∩(C,D) = ((E,F)∩(G,H))∩(C,D) = ((E,F)∩(C,D))∩(G,H). This implies that 
(A,B)∩(C,D)∈bgs-LC( , ,ℳ).  
 
Theorem 3.7.  1.Every binary locally closed set is binary generalized semi locally closed but not conversely. 
2. Every binary locally closed set is generalized binary locally closed but not conversely. 
Proof: 1. Let (A,B) be a binary locally closed set in (X,Y). Then there exists binary open set (E,F) and binary closed set 
(G,H) such that (A,B)=(E,F)∩(G,H). Since every binary closed set is binary generalized semi closed and its 
complement is binary generalized semi open. Thus (A,B) is binary generalized semi locally closed set.   
2. obvious. 
 
Example 3.8.  From Example 3.3, let (A,B)= ({a},{a,c}) is binary generalized semi locally closed(generalized binary 
locally closed) but not binary locally closed. 
 
Remark 3.9. Let (A,B) be a subset of (X,Y,ℳ), if (A,B) is binary locally closed then (A,B)∈bgs-LC ⋆ and (A,B)∈bgs-
LC ⋆ ⋆ but not conversely. 
 
Example 3.11.  From Example 3.3, here ({b},{c}) is bgs- LC ⋆ sets and bgs-LC ⋆ ⋆ sets but not binary locally closed. 
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Theorem 3.12. Let (A,B) be a subset of (X,Y,ℳ), if (A,B)∈bgs-LC ⋆(X,Y) or (A,B)∈bgs-LC ⋆ ⋆(X,Y) then (A,B) is bgs-
LC(X,Y). 
 
Proof: It is given that (A,B)∈bgs-LC ⋆(X,Y). Then there exists a binary generalized semi open set (E,F) and a binary 
generalized semi closed set (G,H) of (X,Y,ℳ) such that (A,B)=(E,F)∩(G,H). Every binary closed set is binary 
generalized semi closed and hence there exists a binary generalized semi open set (E,F) and a binary generalized 
semi closed set (G,H) of (X,Y,ℳ) such that (A,B)=(E,F)∩(G,H). Thus (A,B) is gb-LC(X,Y). 
 Let (A,B)∈bgs-LC ⋆ ⋆(X,Y) then there exists a binary open set (E,F) and a binary generalized semi closed set (G,H) of 
(X,Y,ℳ) such that (A,B)=(E,F)∩(G,H). Since every binary open set is binary generalized semi open set. Hence there 
exists a binary generalized semi open set (E,F) and a binary generalized semi closed set (G,H) of (X,Y,ℳ) such that 
(A,B)=(E,F)∩(G,H). Hence (A,B) is bgs-LC(X,Y).  
 
Theorem 3.14.  Let (A,B)⊆(X,Y). Then (A,B)∈ bgs-LC(X,Y,ℳ) iff there exists a binary generalized semi open set (E,F) 
such that (A,B)=(E,F)∩bgscl(A,B).  
Proof: Necessity 
Let (A,B)∈bgs-LC(X,Y,ℳ). Then (A,B)=(E,F)∩(G,H) where (E,F) is binary generalized semi open and (G,H) is binary 
generalized semi closed. As (A,B)⊆(G,H), bgscl(A,B)⊆(G,H) and so (E,F)∩bgscl(A,B)⊆(A,B). (A,B)⊆(E,F) and 
(A,B)⊆bgscl(A,B) implies (A,B)⊆(E,F)∩bgscl(A,B). Therefore (A,B)=(E,F)∩bgscl(A,B). 
Sufficiency 
Let (A,B)= (E,F)∩bgscl(A,B) where (E,F) is binary generalized semi open by definition (A,B)∈ bgs-LC(X,Y,ℳ).  
 
Theorem 3.16.  If (A,B)⊆(C,D)⊆(X,Y) and (C,D) is binary generalized semi locally closed, then there exists a binary 
generalized semi locally closed set (K,L) such that (A,B)⊆(K,L)⊆(C,D). 
Proof: As (C,D) is binary generalized semi locally closed, (C,D)=(E,F)∩bgscl(C,D) where (E,F) binary generalized 
semi open. As (A,B)⊆(C,D), (A,B)⊆(E,F). Also (A,B)⊆bgscl(A,B). Thus (A,B)⊆(E,F)∩bgscl(A,B)=(K,L), (K,L) is binary 
generalized semi locally closed and (A,B)⊆(K,L)⊆(C,D).   
 
Theorem 3.18. For a subset (A,B) of (X,Y), (A,B)∈bgs-LC ⋆(X,Y) iff (A,B)=(E,F)∩bcl(A,B) for some binary generalized 
semi open set (E,F) in (X,Y). 
Proof: Necessity 
Let (A,B)∈bgs-LC ⋆(X,Y). Then there exists a binary generalized semi open set (E,F) and a binary closed set (G,H) in 
(X,Y) such that (A,B)=(E,F)∩(G,H). Since (A,B)⊆(E,F) and (A,B)⊆bcl(A,B), we have (A,B)⊆(E,F)∩bcl(A,B). 
Conversely, since bcl(A,B)⊆(G,H), (E,F)⊆bcl(A,B)⊆(E,F)∩(G,H)=(A,B). We have that (A,B)=(E,F)∩bcl(A,B). 
Sufficient 
Since (A,B) is binary generalized semi open and bcl(A,B) is binary closed we have (E,F)∩bcl(A,B)∈bgs-LC ⋆(X,Y).  
 
Theorem 3.19.  For a subset (A,B) of (X,Y), (A,B)∈bgs-LC ⋆  ⋆(X,Y) iff (A,B)=(E,F)∩bgscl(A,B) for some binary open set 
(E,F) in (X,Y). 
Proof: Necessity 
Let (A,B) ∈ bgs-LC ⋆ ⋆(X,Y). Then by definition (A,B)=(E,F)∩(G,H), where (E,F) is binary open set and (G,H) is a 
binary generalized semi closed set containing (A,B). Since (G,H) is a binary generalized semi closed set, we have 
bgscl(A,B)⊆(G,H), which implies that (E,F)∩bgscl(A,B)⊆(E,F)∩(G,H)=(A,B). Since (A,B)⊆(E,F) and (A,B)⊆bgscl(A,B), 
we have (A,B)⊆(E,F)∩bgscl(A,B). Therefore (A,B)⊆(E,F)∩bgscl(A,B), where (E,F) is a binary open. 
Sufficient Assume that (A,B)=(E,F)∩bgscl(A,B) for some binary open set (E,F) in (X,Y). Since bgscl(A,B) is binary 
generalized semi closed we have (A,B)∈bgs-LC ⋆ ⋆(X,Y).  
  
Remark 2.16.  The following figure shows that the relationships of binary generalized semi locally closed sets with 
some of the existing sets, which we have discussed in this section. 
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The above implications are not reversible 
 
Binary generalized semi locally continuous functions 
In this section, we initiate a new type of binary generalized semi continuous functions in binary topological spaces 
called binary generalized semi locally continuous functions and examine some of their characterizations. 
 
Definition 4.1. Let (Z, ) be a topological space and (X,Y,ℳ) be a binary topological space. Then the map : → ×  
is called  
generalized binary locally closed continuous(briefly, gb-LC-continuous) if (A,B) is generalized locally closed in Z 
for every binary open set (A,B) in (X,Y,ℳ).  
gb-LC ⋆(gb-LC ⋆ ⋆)-continuous if (A,B) is g-LC ⋆(g-LC ⋆ ⋆) in Z for every binary open set (A,B) in (X,Y,ℳ).    
binary generalized semi locally closed continuous(briefly, bgs-LC-continuous) if (A,B) is generalized semi locally 
closed in Z for every binary open set (A,B) in (X,Y,ℳ).  
bgs-LC ⋆(bgs-LC ⋆ ⋆)-continuous if (A,B) is gs-LC ⋆(gs-LC ⋆ ⋆) in Z for every binary open set (A,B) in (X,Y,ℳ).    

Theorem 4.2.   
Let : → ×  be binary generalized semi continuous. Then f is bgs-LC-continuous. 
Let : → ×  be binary continuous. Then f is bgs-LC-continuous. 
Let : → ×  be binary locally continuous. Then f is bgs-LC-continuous. 
Let : → ×  be generalized binary continuous. Then f is gb-LC-continuous. 
Let : → ×  be binary continuous. Then f is gb-LC-continuous. 
Let : → ×  be binary locally continuous. Then f is gb-LC-continuous. 

Proof 
Let (A,B) be binary generalized semi open in (X,Y,ℳ). Since f is binary generalized semi continuous, we have 

(A,B) is generalized semi open in Z. Then (A,B) is generalized semi locally closed in Z. Hence f is bgs-LC-
continuous. 
(2) to (6) Obvious. 

 
Remark 4.3.  The converse of the above theorem need not be true as seen from the subsequent example.   
Example 4.7. Let X={ , }, Y={ , , } and Z={a,b,c}. Clearly ℳ={( , ),( ,{ }), ({ },{ }),(X,{ }),({ },{ }),(X,Y)} is a 
binary topology from X to Y and ={ ,Z,{a},{a,b},{a,c}} is a topology on Z. Then closed subsets in Z are ,Z,{b},{c}{b,c} 
and generalized semi locally closed subsets in Z are ,Z,{a},{b},{c},{a,b},{a,c},{b,c}. Define : → ×  by 
f(a)=({ },{ })=f(b) and f(c)=({ },{ }). Clearly f is bgs-LC-continuous but not binary generalized semi continuous. For 

( , )= , (X,Y)={a,b,c}=Z and ({ },{ })={a,b} which is generalized semi locally closed(generalized locally 
closed) in Z but not a generalized semi closed(generalized closed) set in Z. 
    
Example 4.10. Let X={ , }, Y={ , , } and Z={a,b,c}. Clearly ℳ={( , ),({ },{ }),({ },{ }),(X,{ , }),(X,Y)} is a binary 
topology from X to Y and ={ ,Z,{a},{a,b}} is a topology on Z. Then closed subsets in Z are ,Z,{c}{b,c} and 
generalized semi locally closed subsets in Z are ,Z,{a},{b},{c},{a,b},{a,c},{b,c}. Define : → ×  by 
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f(a)=(X,{ , })=f(c) and f(b)=({ },{ }). Clearly f is bgs-LC-continuous but not binary continuous. For ( , )= , 
(X,Y)={a,b,c}=Z and (X,{ , })={a,c} which is generalized semi locally closed(generalized locally closed)  in Z 

but not a closed set(locally closed) in Z.  
 
Theorem 4.14. If f is bgs-LC ⋆-continuous or bgs-LC ⋆ ⋆-continuous, then it is bgs-LC - continuous. 
Proof: If f is bgs-LC ⋆-continuous or bgs-LC ⋆ ⋆-continuous. Then by definition (A,B) is gs-LC ⋆ or gs-LC ⋆ ⋆ in Z 
for every binary open set (A,B) in (X,Y,ℳ) by Theorem 5.8, f is bgs-LC-continuous.  
 
Theorem 4.15.  If : → ×  be a function, if f is binary locally closed continuous, then it is bgs-LC ⋆-continuous 
and bgs-LC ⋆ ⋆- continuous. 
Proof: Suppose that f is binary locally closed continuous. Let (A,B) be a binary open set in (X,Y,ℳ). Since (A,B) is 
locally closed in Z by Theorem 5.6, f is bgs-LC ⋆-continuous and bgs-LC ⋆ ⋆-continuous.  
 
CONCLUSION 
 
We have attempted an endeavor to concentrate about bgs-LC-sets, bgs- LC ⋆-sets, bgs- LC ⋆ ⋆-sets. Furthermore, we 
initiate and study bgs-LC-continuous, bgs- LC ⋆-continuous and bgs- LC ⋆ ⋆-continuous. In our future work, we will 
extended to bgs-LC-irresolute, bgs- LC ⋆-irresolute and bgs- LC ⋆ ⋆-irresolute functions and the concept of binary 
locally closed set may be analyzed in semi generalized closed sets in binary topological spaces and also the 
decomposition of binary generalized semi closed sets and binary semi generalized closed sets may also be studied. 
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Many plants are potential birthplace of functionally bioactive compounds and vital nutrients. These 
compounds are obliging in treatment of different ailments. Sansevieria cylindrica and Plumeria obtusa are 
one of the most significant underutilized plants known for their ethnobotanical and ethnomedicinal 
values. Gas chromatography-mass spectrometry (GCMS) analysis of the extracts revealed the presence of 
five and seven bioactive compounds in S. cylindrica and P. obtusa plants in turn. Subsequently, in silico 
molecular docking studies of the bioactive compounds studied from published literature concluded the 
potential anti-snake venom chattels. The current study was aimed at verdict novel drugs like molecules 
derived from GCMS techniques against snake venom toxin proteins such as acetylcholinesterase, 
protease, hyaluronidase, phospholipase a2, metalloprotease, 5’-nucleotidase etc. Among the twelve 
compounds, two from each plant were selected for 2D interactions based on the higher binding energy. 
The selected compounds were having not only good binding affinity but also were able to form H-bonds, 
alkyl, π-alkyl, Van der Waals, and π-sigma bonds with the active-site residues of toxins.  Docking result 
interpreted the possible pharmacological activity of plant phytoconstituents against the snake-venom 
through inhibition of respective macromolecules.  
 
Keywords: Molecular docking, Plumeria obtusa, Sansevieria cylindrica, Snake venom, Enzymes. 
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INTRODUCTION 
 
Snakebite is a major life-threatening disease of many tropical and subtropical provinces particularly; Sub-Saharan 
Africa, Southeast Asia, and Latin America. [1] An estimated 5.4 million cases, 2.7 million poisonous cases, and 0.08 to 
1.37 million death occurs annually because of snake bites. [2] Indian cobra (Naja naja), Russell’s viper (Daboia russelii), 
common krait (Bungarus caeruleus) and the saw-scaled viper (Echis carinatus) snakes are among the several poisonous 
snakes found in India and many other countries. They produce the most severe local tissue damage at the bite site. 
[3]. 
 
Snake venoms are complex mixes made up mostly of proteins and peptides with a wide range of biological actions. 
[4]. The only venom components with hemorrhagic activity are snake venom metalloproteinases (SVMPs), which are 
both direct and indirect mediators of local tissue damage such as bleeding, edema, myonecrosis, dermonecrosis, and 
inflammation after envenoming[5]. The majority of venom metalloproteinases are fibrinogenolytic enzymes that 
preferentially cleave the Achain of fibrinogen while slowly cleaving the Bchain. Casein, insulin B peptides, and 
intermolecularly quenched fluorogenic peptide substrates have all been used to test metalloproteinase substrate 
specificities. [4] Hemorrhage produced by any enzymatic toxins can subsequently lead to edema, shock, tissue 
necrosis, and reduced ability to regenerate muscle tissue. [6] Additionally, leakage of blood from affected vessels also 
helps spread other venom toxins to their target tissues. Phospholipase A2 (PLA2), Snake Venom Serine Proteases 
(SVSP), 5’-nucleotidase, Hyaluronidase, Acetylcholinesterase and Three Finger Toxins (3FTx) are also considered 
dominant protein families responsible for toxic effect in human being. Therefore, it can be hypothesized that the 
inhibition of these enzymes may result in a significant overall reduction in damage following envenomation. [7]  
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ASV therapy is best available cure against snake envenomation, but it is expensive, not readily available and has risk 
of immunological reactions. [8] These factors necessitate complementary therapies to treat snakebites. The treatment 
of snake envenomation using plants and folk medicine is old and ancient practice in many poor communities from 
rural areas. [9] Moreover, many evidences support the pharmacological use of plants, its extracts and isolated 
compounds against snakebites as medicine [1,10]. Computational biology and bioinformatics have the potential to 
accelerate drug discovery and repurposing process. This involves prediction and scoring of binding free energy in 
between target and desired molecule by molecular docking.In silico approaches have paved the way for the solution 
of many biological problems, leading to the discovery of novel inhibitors against a variety of diseases. One way to 
predict the activity of drug is In-silico study. The present study investigates the molecular interaction between 
selected phytochemicals from published literature of Plumeria obtusa (PC)and Sansevieria cylindrica (SC) plants with 
amino acids residues of target proteins for potential snake venom enzymes inhibition. 
 
MATERIAL AND METHODS 
 
Protein preparation 
A Protein Data Bank (PDB) was search for human acetylcholinesterase, glycosylated protein, human cytosolic 
phospholipase, human cytosolic 5'-nucleotidase III, Protease, and E. coli. Using RCSB (https://www.rcsb.org/) The 
criteria for choosing PDBs were based on highest possible resolution. The resolution ensures that the 3D structures 
used for docking are of high quality, and that the structure is free of mutations, as mutations can have a significant 
impact on the final confirmation of a protein complex with ligand. Preparation of the proteins was carried out with 
the Biovia Discovery Studio Visualizer (DSV) 2017 (Prepare protein protocol). Protein preparation entailed adding 
hydrogen atoms, defining bond orders, deleting unwanted water molecules and salts, and optimising the hydrogen 
bond network. As protein functions as monomer, protein chains other than standard drug interacting chains were 
removed. Polar hydrogens were added to optimize the hydrogen-bonding network. The proteins were minimised in 
terms of energy and active sites were predicted with the selection of maximized GRID parameters using DSV. 
Finally, the prepared structure of protein was saved in the PDB file format for docking. Details of the selected PDB 
are mentioned in Table 1. [11-16] Also, the cartoon ribbon model of each protein is displayed in figure 1.  
 
Phytoconstituents and ligand structure preparation 
In this study, five compounds from Sansevieria cylindrica and seven compounds from Plumeria obtusa plant were used 
for docking studies. These phytoconstituents were derived and identified using GCMS analytical technique. [17, 18] 
All phytochemical constituents and standard drugs were retrieved from PubChem database 
(https://pubchem.ncbi.nlm.nih.gov/). The list of phytoconstituents, their codes and PubChem ID is given in Table 2.   
 
Identification of Cavity and Active Amino Acid Residues 
Phytochemical constituents from Plumeria obtusa and Sansevieria cylindrica plants and proteins were imported in 
AutoDock Vina Wizard and macro molecules converted into PDBQT format. The three dimensional grid box for 
complex with standard ligand and protein  (size_x = 102.708; size_y= 110.001; size_z =135.04),(size: x = 49.920; y = 
14.42; z =56.75), (size: x = 32.392; y = 21.009; z =12.77), (size: x = 28.89; y = 19.48; z =5.715) (size: x = 141.220; y = 8.78; z 
=91.38) (size: x = 37.68; y = 71.109; z =56.63) were generated automatically for 1B41, 1CJY, 2JGA, 4TKX, 4UFQ, 5NJB 
respectively. Using the Toggle Selection Sphere option, the active amino acid residues were chosen to define the 
cavity. The grid box was aligned in a way that it occupied all of the active binding sites and essential residues. The 
three-dimensional grid boxes were generated. [19-20]   
 
Docking procedure 
Molecular docking of 1B41, 1CJY, 2JGA, 4TKX, 4UFQ, 5NJB with phytochemical constituents from Plumeria obtusa 
and Sansevieria cylindrica were subjected to docking using AutodockVina Wizard of PyRx virtual screening 0.8 
version software to find the reasonable binding geometry and discover the protein ligand connections. Docking 
predicted non-bonded, non-covalent interactions between a receptor or active site region of a protein and a drug or 
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chemical molecule forming an intermolecular complex. The final docking result includes affinity prediction (scoring) 
for the molecules investigated, resulting in a relative rank ordering of the docked compounds in terms of affinity, 
reported as kcal/mol. [21] A greater negative binding energy indicates a greater binding affinity. DSV was used to 
analyse binding interactions on complexes with higher docked scores. 
 
RESULTS AND DISCUSSION  
 
Molecular docking study of phytocompounds from Sansevieria cylindrica plant 
Phytochemical constituent S. cylindrica (PC) were docked with PDB 1b41,1CYJ, 2JGA, 4TKX, 5NJB and 4UFQ in the 
targeted cavity. Out of the 16 molecules some other molecules show very good binding affinity as compare with 
standards like Phthalic acid,6 – methylhept-2-yl octyl ester – 6.6 kcal/mol with 1b41,with  2JGA -7.8 kcal/mol as 
compared with Vanillic acid  -6.8 kcal/mol and with 5NJB -7.2 kcal/mol , 1,2 – Benzene dicarboxylic acid, bis(1-
methylethyl) ester with 2JGA -6.5 kcal/mol , with 4TKX -7.0 kcal/mol  as compared with Remdesivir 7.1 kcal/mol  and 
5NJB -7.1 kcal/mol , Diisooctyl phthalate with 5NJB -7.2 kcal/mol as compared with Batimastat -8.5 
kcal/mol.Phytochemical constituents of SC interactions with active amino acid residues are shown in table 4. 
Docking poses of phytochemical constituents of SC with 1b41, 1CYJ, 2JGA, 4TKX, 5NJB and 4UFQ PDB in 2D-poses 
along with the number of hydrogen bonds involved in the interaction are shown in figure 5 respectively. The shown 
images focus on the interactions of functional groups on ligands with active amino acid residues in the targeted 
cavity. Some of the better docking poses with ligands of SC established a network of molecular interactions with 
anionic bonds such as H-bonds, Van der Waals [VdW], alkyl, π-alkyl, and π-sigma bonds, with the active-site 
residues of 1b41,1CYJ, 2JGA, 4TKX, 5NJB and 4UFQ PDB. 
 
It established various binding interactions including conventional H bonding ARG228 (2.34 & 1.84), ARG229 (2.48 & 
2.01) MET233(3.77), ASN390(2.68 & 2.91), SER669(2.43 & 3.38), ASN551(3.01) LEU202(3.02 & 3.36) THR55(2.16), 
HIS57(2.71), LYS53(2.7), TRP182(3.33) TYR103(2.73) ASN449(1.99 & 2.38) pi alkyl interaction with PHE395(4.62 & 
4.01) VAL451 PRO52(5.04), pi-pi stack LEU178(5.38), PHE360(4.92) TRP102(4.62 & 4.38), HIS57(3.88) 
 
Molecular docking study of phytocompounds from Plumeria obtusa plant 
Phytochemical constituents from Plumeria obtusa were docked with PDB 1b41,1CYJ, 2JGA, 4TKX, 5NJB and 4UFQ in 
the targeted cavity. Out of the 7 molecules some of the molecules show very good binding affinity with protein such 
as 9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester with 1b41 – 5.2 kcal/mol , 1CYJ with Undecanoic acid 
ethyl ester -4.7 kcal/mol, 2JGA with 9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -5.9 kcal/mol, 4TKX 
with 9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -5.3 kcal/mol, ligand 9,12,15-Octadecatrienoic acid,2,3-
dihydroxypropyl ester with 5NJB -6.3 kcal/mol. and ligand Octaethylene glycol monododecyl ether with 4UFG -3.7 
kcal/mol. The binding energy of all phytoconstituents with proteins is shown in table 5. Docking poses of 
phytochemical constituents of Plumeria obtusa with 1b41, 1CYJ, 2JGA, 4TKX, 5NJB and 4UFQ PDB in 2D-poses along 
with the number of hydrogen bonds involved in the interaction are shown in figure 3 and table 6. The shown images 
focus on the interactions of functional groups on ligands with active amino acid residues in the targeted cavity. Some 
of the better docking poses with ligands of PC established a network of molecular interactions with anionic bonds 
such as H-bonds, Van der Waals [VdW], alkyl, π-alkyl, and π-sigma bonds, with the active-site residues of 
1b41,1CYJ, 2JGA, 4TKX, 5NJB and 4UFQ PDB. It established various binding interactions including conventional H-
bonds Arg13, Gln250, His18, Asn23, Met 26, Lys29, Asp 227, Asp 231, Val 86, Asp 231, Ser 228, Lys 202, Asp 388, 
Ala43, Ala428Gla 141, Ser 53, Ser 207 Gly 192, Asn 208, Trp 204, Ile 127, pi alkyl interaction with TRP204,HIS18, 
TYR389, TYR102, TYR103(4.16), TRP182, TRP204 etc.  
 
Comparison with the standard Remdisivir and phytochemical constituent 9,12-Octadecadienoic acid, ethyl ester with 
4TKX shows promising interaction with ASP388, HIS 57, SER 106, TYR 103 at the active domain as Protease 
inhibition. Standard Vallinic acid compare with Octaethylene glycol monododecyl ether and 2JGA of human 
cytosolic 5'-nucleotidase III inhibition by showing similar interaction on amino acid His 57, Tyr103. 9,12,15-
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Octadecatrienoic acid, 2,3-dihydroxypropyl ester complex with 5NJB shows similar amino acid interaction like Val 
453, His 262 compare with standard Batimastat shows Microcin-processing metalloprotease inhibition.  
 
ADMET prediction of the phytochemical constituents of the Sansevieria cylindrica and Plumeria obtusa plants 
Above data mentioned that i.e., a molecule with a molecular mass less than 500 Da, no more than 5 hydrogen bond 
donors, no more than 10 hydrogen bond acceptors, and an octanol–waterpartition coefficient log P not greater than 5 
should be corrective measure for the better ADMET of the phytochemical constituents isolated from Sansevieria 
cylindrica and Plumeria obtusaplants. All phytoconstituents obey the Lipinski rule 5 (Table 7).  
 
CONCLUSION 
 
Docking results revealed promising pharmacological activity of anti-caseinolytic and anti-fibrinogenolytic properties 
against CR and NK venoms. The primary mode of action of phytochemical components will be studied further in the 
future using molecular simulation. Prominent scientific and technical discovery tools, widely used in applications 
ranging from drug discovery to materials design. The fidelity of molecular simulation predictions is determined by 
the dependability and precision of the force fields used.The current work is an attempt to determine anti-venom 
activity by PC and SC phytochemical ingredients that could be used in anti-venom medication development. The 
Lipinski rule 5 shows ADMET protocol of Sansevieria cylindrica and Plumeria obtusa plants. These selective  
phytoconstituents  binding energy with the receptor quantifies the ligand-protein complex's efficiency. Taken 
together, we believe that the Phthalic acid, 6-methylhept-2-yl octyl ester, Diisooctyl phthalate, 1,2-Benzene 
dicarboxylic acid, bis(1-methylethyl) ester, 9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester, Octaethylene 
glycol monododecyl ether and 9,12-Octadecadienoic acid, ethyl ester ligands may operate as potential inhibitors of 
venom activity. 
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Table 1: List of selected PDB with PDB code, ligands and resolution  

S.N. PDB Code Target Ligand Resolution 
1 1B41 Human acetylcholinesterase Physostigmine 2.76 Å 
2 1CJY Human cytosolic phospholipase a2 Indomethacin 2.50 Å 

3 2JGA 
Crystal structure of human cytosolic 

5'-nucleotidase III 
Vanillic acid 3.01 Å 

4 4TKX Protease Remdesivir 1.60 Å 
5 4UFQ Hyaluronidase Tannic acid 1.65 Å 

6 5NJB 
E. Coli Microcin-processing 

metalloprotease 
Batimastat 1.50 Å 

 

Table 2: List of Phytoconstituents/ ligands with PubChem ID and manual code 
Phytoconstituents 

Sansevieria cylindrica Plumeria obtusa 

S. N. Code Ligand 
Pub 

Chem 
ID 

S. 
N. 

Code Ligand 
Pub 

Chem ID 

1. 1SC 
Hexadecanoic acid, n-

Octyl ester (Octyl 
palmitate) 

85651 1. 1PO 
Octaethylene glycol 
monododecyl ether 

123921 

2. 2SC 
Carbonic acid,2-

ethylhexyl nonyl ester 
916957

23 
2. 2PO 

Cyclopropanetetradecanoic acid, 
2 octyl-methyl ester 

552099 

3. 3SC Diisooctyl phthalate 33934 3. 3PO Undecanoic acid, ethyl ester 12327 

4. 4SC 
Phthalic acid,6 – 

methylhept-2-yl octyl 
ester 

917208
24 

4. 4PO Ethyl Oleate 5363269 

5. 5SC 

1,2 – Benzene 
dicarboxylic acid, bis(1-

methylethyl) ester 
(Diisopropyl phthalate) 

11799 5. 5PO 
9,12-Octadecadienoic acid, ethyl 

ester 
12363975 

 
6. 6PO 

9,12,15-Octadecatrienoic acid, 
2,3-dihydroxypropyl ester 

5367328 

7. 7PO n-Hexadecanoic acid 985 
 

Table 3: Binding energy of all phytoconstituents of Sansevieria cylindrica plant 

Protein Phytoconstituents G score kcal/mol 

1b41 

Hexadecanoic acid, n-Octyl ester -3.6 
Carbonic acid,2-ethylhexyl nonyl ester -4.7 

Diisooctyl phthalate -5.3 
Phthalic acid,6 – methylhept-2-yl octyl ester -5.9 

1,2 – Benzene dicarboxylic acid, bis(1-methylethyl) ester -6.6 
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1CYJ 

Hexadecanoic acid, n-Octyl ester -3.5 
Carbonic acid,2-ethylhexyl nonyl ester -4 

Diisooctyl phthalate -4.5 
Phthalic acid,6 – methylhept-2-yl octyl ester -4.7 

1,2 – Benzene dicarboxylic acid, bis(1-methylethyl) ester -4.5 

2JGA 

Hexadecanoic acid, n-Octyl ester -5.4 
Carbonic acid,2-ethylhexyl nonyl ester -5.5 

Diisooctyl phthalate -6.5 
Phthalic acid,6 – methylhept-2-yl octyl ester -7.8 

1,2 – Benzene dicarboxylic acid, bis(1-methylethyl) ester -6.5 

4TKX 

Hexadecanoic acid, n-Octyl ester -5.1 
Carbonic acid,2-ethylhexyl nonyl ester -5 

Diisooctyl phthalate -5.7 
Phthalic acid,6 – methylhept-2-yl octyl ester -6 

1,2 – Benzene dicarboxylic acid, bis(1-methylethyl) ester -7 

5NJB 

Hexadecanoic acid, n-Octyl ester -5.6 
Carbonic acid,2-ethylhexyl nonyl ester -6 

Diisooctyl phthalate -7.2 
Phthalic acid,6 – methylhept-2-yl octyl ester -7.2 

1,2 – Benzene dicarboxylic acid, bis(1-methylethyl) ester -7.1 

4UFQ 

Hexadecanoic acid, n-Octyl ester -3.9 
Carbonic acid,2-ethylhexyl nonyl ester -3.1 

Diisooctyl phthalate -4.3 
Phthalic acid,6 – methylhept-2-yl octyl ester -4.1 

1,2 – Benzene dicarboxylic acid, bis(1-methylethyl) ester -4.6 
 

Table 4: Standard and Plant phytoconstituents interactions with amino acid residues   

Protein Phytoconstituents 
Binding 
energy 

Docking Interaction 

1b41 

Phthalic acid,6 – 
methylhept-2-yl octyl ester 

-5.9 

H-bond - LYS53 (3.62) 
Pi-Anion - GLU185 (3.99) 

Alkyl - LEU221 (5.14), ARG1(4.42), PRO55(4.82) 
Pi-Alkyl - PRO52(4.78), LEU178(5.38) 

1,2 – Benzene dicarboxylic 
acid, bis(1-methylethyl) 

ester 
-6.6 

H-bond - LYS53(2.7), TRP182(3.33) 
Pi-Anion - GLU185 (3.72) 

Alkyl - PRO52(4.68), PRO55(5.17) 
Pi-Alkyl - PRO52(5.04), LEU178(5.38) 

Physostigmine -6.5 
H bonding -ARG 245(2.32), THR 249(1.98) 

pi-alkyl – ARG 246(3.77) 

1CYJ 

Phthalic acid,6 – 
methylhept-2-yl octyl ester 

-4.7 

H-bond - LYS45(2.53), GLY42(3.45 & 3.68) 
Pi-Pi T-shaped - TYR51(4.76) 

Alkyl - ILE50(4.76) 
Pi-Alkyl - TYR51(5.28 & 5.99) 

1,2 – Benzene dicarboxylic 
acid, bis(1-methylethyl) 

-4.5 
H-bond - MET19(3.06) 

Alkyl - ARG22(3.72), PRO27(4.9), MET19(4.70) 
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ester Pi-Alkyl - ARG22(3.67) 

Piperine -5.4 
Pi-alkyl – TYR 51(3.61) 

Van der waals – GLN 73(5.15) 

2JGA 

Phthalic acid,6 – 
methylhept-2-yl octyl ester 

-7.8 

H-bond - THR55(2.16), HIS57(2.71), TYR103(2.73) 
Pi-Cation - HIS57(4.26) 

Pi-Pi Stacked - TRP102(4.62 & 4.38), HIS57(3.88) 
Pi-Pi T-shaped - TYR103 (5.14) 

Alkyl - MET41(4.3), VAL199(4.17 & 5.13), ALA154(4.11) 
1,2 – Benzene dicarboxylic 

acid, bis(1-methylethyl) 
ester 

-6.5 
H-bond - LEU202(3.02 & 3.36) 
Pi-Sigma - LEU202(3.89 & 3.69) 

Alkyl - ALA215(4.64) 

Vanillic acid -6.3 

H-bonding -THR 55(2.11), ASN 58(2.53), SER 106(2.47), TYR 
103(2.9) 

pi-pi stack HIS 57(4), TRP 102(4.52): TYR 103(5.2), TRP 
102(4.52) 

Pi alkyl – TRP 102(4.69) 
Alkyl – LYS 78(4.06), LEU 74(4.7) 

4TKX 

Phthalic acid,6 – 
methylhept-2-yl octyl ester 

-6 
H-bond - ASN551(2.35), SER669(2.33 & 3.38) 

Pi-Sigma - TYR238(3.68) 
Pi-Alkyl - VAL641 (4.97), TYR238(5.26) 

1,2 – Benzene dicarboxylic 
acid, bis(1-methylethyl) 

ester 
-7 

H-bond - SER669(2.43 & 3.38), ASN551(3.01) 
Pi-Sigma - ASN551(3.82) 
Pi-Sulfur - MET594(4.72) 

Pi-Pi Stacked- TYR238(3.93) 

Remdesivir -7.1 

H bonding ASN 551(2.26), ASP 548(2.22), ASP548(1.82), 
TYR238(2.51) 

Pi-donor – SER549(3.44) 
Alkyl - ARG668(4.23) 

5NJB 

Diisooctyl phthalate -7.2 
H-bond - MET233(3.77), ASN390(2.68 & 2.91), ASN449(1.99 

& 2.38) 
Pi-Alkyl - VAL451 

Phthalic acid,6 – 
methylhept-2-yl octyl ester 

-7.2 

H-bond - ARG228 (2.34 & 1.84), ARG229 (2.48 & 2.01) 
Pi-Anion- GLU251(4.42) 

Pi-Sigma- ALA249(3.97 & 3.68) 
Pi-Pi T-shaped - PHE360(4.92) 

Alkyl- ARG229(3.71), ILE402(4.14) 
Pi-Alkyl - PHE395(4.62 & 4.01) 

Batimastat -8.5 

H bonding - GLY394(2.33), VAL453(1.9), GLY455(2.05), 
GLY394(2.18), GLU263(1.82), VAL453(1.88), GLY393(3.03) 

Pi alkyl- TRP256(5.03), TRP256(5.12), TRP256(4.65), 
HIS262(4.09) 

Salt bridge - GLU263(2.48) 
Alkyl - CYS454(4.75) 
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4UFQ 

Diisooctyl phthalate -4.3 
H-bond - ILE177(3.22), GLY200(3.57) 

Pi-Alkyl - ILE177(4.68), ALA197(4.32), LEU202(5.15) 
1,2 – Benzene dicarboxylic 

acid, bis(1-methylethyl) 
ester 

-4.6 
H-bond - LEU202(3.03), GLY200(3.46) 

Pi-Sigma - LEU202(3.87 & 3.97) 
Pi-Alkyl - ILE177(5.19) 

Tannic acid -5.6 H bonding –SER64(3.17) 
 

Table 5: Binding energy of all phytoconstituents of Plumeria obtusa plant 

Protein Phytoconstituents Binding energy 

1b41 

Octaethylene glycol monododecyl ether -3.4 
Cyclopropanetetradecanoic acid, 2 octyl-methyl ester -3.4 

Undecanoic acid, ethyl ester -3.6 
Ethyl Oleate -4.1 

9,12-Octadecadienoic acid, ethyl ester -2.8 
9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -5.2 

n-Hexadecanoic acid -3.4 

1CYJ 

Octaethylene glycol monododecyl ether -3.1 
Cyclopropanetetradecanoic acid, 2 octyl-methyl ester -3.5 

Undecanoic acid, ethyl ester -4.7 
Ethyl Oleate -3.6 

9,12-Octadecadienoic acid, ethyl ester -2.9 
9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -3.7 

n-Hexadecanoic acid -3.3 

2JGA 

Octaethylene glycol monododecyl ether -5.6 
Cyclopropanetetradecanoic acid, 2 octyl-methyl ester -3.7 

Undecanoic acid, ethyl ester -4.3 
Ethyl Oleate -4 

9,12-Octadecadienoic acid, ethyl ester -5.1 
9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -5.9 

n-Hexadecanoic acid -3.7 

4TKX 

Octaethylene glycol monododecyl ether -4.5 
Cyclopropanetetradecanoic acid, 2 octyl-methyl ester -4 

Undecanoic acid, ethyl ester -3.8 
Ethyl Oleate -4.5 

9,12-Octadecadienoic acid, ethyl ester -4.5 
9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -5.3 

n-Hexadecanoic acid -4.1 

5NJB 

Octaethylene glycol monododecyl ether -5.9 
Cyclopropanetetradecanoic acid, 2 octyl-methyl ester -5.5 

Undecanoic acid, ethyl ester -5.3 
Ethyl Oleate -5.4 
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9,12-Octadecadienoic acid, ethyl ester -6.2 
9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -6.3 

n-Hexadecanoic acid -5.3 

4UFQ 

Octaethylene glycol monododecyl ether -3.7 
Cyclopropanetetradecanoic acid, 2 octyl-methyl ester -3.3 

Undecanoic acid, ethyl ester -3.4 
Ethyl Oleate -3.1 

9,12-Octadecadienoic acid, ethyl ester -3.6 
9,12,15-Octadecatrienoic acid, 2,3-dihydroxypropyl ester -3.7 

n-Hexadecanoic acid -3.2 
 

Table 6: Standard and Plant phytoconstituents interactions with amino acid residues  

Protein Phytoconstituents 
Binding 
energy Docking Interaction 

1b41 

Ethyl Oleate -4.1 

H-bond – ARG13(2.21) 
Alkyl – PRO52(4.37), LEU178(4.83), LYS53(5.47), 

PRO55(4.74), ARG13(4.52) 
Pi-Alkyl – TRP182(4.57) 

9,12,15-Octadecatrienoic acid, 
2,3-dihydroxypropyl ester -5.2 

H-bond – GLN250(2.01) 
Alkyl – ARG245(4.24), ARG246(3.98, 4.08 & 4.58) 

Pi-Alkyl – HIS253(4.87) 

Physostigmine -6.5 
H-bond -ARG 245(2.32), THR 249(1.98) 

Pi-alkyl – ARG 246(3.77) 

1CYJ 

Undecanoic acid, ethyl ester -4.7 

H-bond - HIS18(2.63), ASN23(2.57) 
Alkyl – MET26(4.38), LYS29(4.67), LEU36(5.29), 

LEU40(4.2), LEU31(4.55), VAL79(4.1), LYS29(4.09) 
Pi-Alkyl - HIS18(4.82) 

9,12,15-Octadecatrienoic acid, 
2,3-dihydroxypropyl ester -3.7 

H-bond - ASP41(2.67), SER48(3.54) 
Alkyl- ILE50(5.04), CD302(4.78) 
Pi-Alkyl - TYR51(4.73 & 5.26) 

Piperine -5.4 
Pi-alkyl – TYR 51(3.61) 

Van der waals – GLN 73(5.15) 

2JGA 

Octaethylene glycol 
monododecyl ether -5.6 

H-bond – ARG52(2.64) ASP252(2.94 &3.6), 
ASP227(3.35), VAL86(3.65) 

Pi-Sigma – HIS57(3.75) TYR103(3.55) 
Alkyl- ALA154(5.03) 

Pi-Alkyl – HIS57 (4.54), TYR102(4.36,4.53,5.01& 4.08), 
TYR103(4.16) 

9,12,15-Octadecatrienoic acid, 
2,3-dihydroxypropyl ester -5.9 

H-bond – ASP231(2.06), SER228(2.18), LYS202(3.67) 
Metal Acceptor - MG1288(2.61) 

Alkyl – VAL199(4.81), LYS78(4.83) 
Pi-Alkyl – TYR82(5.45), TRP102(4.92) 

Vanillic acid -6.3 

H-bond -THR 55(2.11), ASN 58(2.53), SER 106(2.47), 
TYR 103(2.9) 

Pi-pi stack - HIS 57(4), TRP 102(4.52): TYR 103(5.2), 
TRP 102(4.52) 
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Pi alkyl – TRP 102(4.69) 
Alkyl – LYS 78(4.06), LEU 74(4.7) 

4TKX 

9,12-Octadecadienoic acid, 
ethyl ester -4.5 

H-bond – ASP388(2.21), ALA423(2.5) 
Alkyl- ALA387(4.38 & 5.1), ALA423(4.62 & 3.9) 

Pi-Alkyl – TYR389(5.39 & 4.46) 
9,12,15-Octadecatrienoic acid, 

2,3-dihydroxypropyl ester 
-5.3 H- bond - ALA423(2.38) 

Alkyl – LYS22(4.36), ALA423(3.83 & 5.23) 

Remdesivir -7.1 

H bond - ASN 551(2.26), ASP 548(2.22), ASP548(1.82), 
TYR238(2.51) 

Pi-donor – SER549(3.44) 
Alkyl - ARG668(4.23) 

5NJB 

9,12-Octadecadienoic acid, 
ethyl ester 

-6.2 
H-bond - GLN41(2.51), SER43(2.66) 

Alkyl – VAL162(5.33,5.39 & 5.23), PRO462(4.34 & 
4.89), LEU182(5.17 & 4.03), ARG184(4.36 & 5.25) 

9,12,15-Octadecatrienoic acid, 
2,3-dihydroxypropyl ester 

-6.3 

H-bond – ARG306(2.59) 
Alkyl – LEU182(5.35), PRO462(4.15), VAL162(4.21, 

4.28 & 4.79) 
Pi-Alkyl – HIS45(4.61) 

Batimastat -8.5 

H bond - GLY394(2.33), VAL453(1.9), GLY455(2.05), 
GLY394(2.18), GLU263(1.82), VAL453(1.88), 

GLY393(3.03) 
Pi alkyl- TRP256(5.03), TRP256(5.12), TRP256(4.65), 

HIS262(4.09) 
Salt bridge - GLU263(2.48) 

Alkyl - CYS454(4.75) 

4UFQ 

Octaethylene glycol 
monododecyl ether 

-3.7 

H-bond – SER207(2.33,2.56 & 3.42), GLY192(2.23), 
ASN208(2.95), TRP204(3.42) 

Alkyl - LEU195(4.63 &4.75), LEU202(5.22), 
ILE214(4.54 & 4.84) 

Pi-Alkyl – TRP204(5.14 & 4.53) 

9,12,15-Octadecatrienoic acid, 
2,3-dihydroxypropyl ester 

-3.7 
H-bond – ILE177(2.36) 

Alkyl – ILE177(4.02), LEU202(4.09, 4.64 & 5.2) 
ALA197(4.77), ALA215(4.95) 

Tannic acid -5.6 H bond –SER64(3.17) 
 

Table 7: Lipinski rule of Sansevieria cylindrica and Plumeria obtusa plants 

S.N. Phytoconstituents Name Mol. wt Log P HBD HBA 
Lipinski rule of Sansevieria cylindrica 

1 Hexadecanoic acid, n-Octyl ester 368.64 6.050 0 2 

2 Carbonic acid, 2-ethylhexyl 
nonyl ester 

300.47 6.1 0 3 

3 Diisooctyl phthalate 390.6 6.43 0 4 

4 
Phthalic acid, 6- methylhept-2-yl 

octyl ester 390.6 6.57 0 4 

5 1,2 -Benzene dicarboxylic acid, 
bis(1-methylethyl) ester 

247.26 1.82 0 4 

Lipinski rule of Plumeria obtusa plant 
1 Octaethylene glycol 538.8 4.03 1 9 
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monododecyl ether 

2 
Cyclopropanetetradecanoic acid, 

2 octyl-methyl ester 394.67 8.61 0 2 

3 Undecanoic acid, ethyl ester 214.34 4.08 0 2 
4 Ethyl Oleate 310.15 6.58 0 2 

5 9,12-Octadecadienoic acid, ethyl 
ester 

308.49 6.63 0 2 

6 
9,12,15-Octadecatrienoic acid, 

2,3-dihydroxypropyl ester 
352.5 4.47 2 4 

7 n-Hexadecanoic acid 257.41 5.55 1 4 
 

 
Figure 1: Cartoon ribbon model of selected proteins 
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Figure 2: 2D diagrams of ligand & protein complexes 
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Figure 3: 2D diagrams of ligand & protein complexes 
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\ 

Nowadays Cloud computing is becoming trending technology and used by various fields across the 
globe. The users access this mechanism mostly due to its fastest growth worldwide. The world gets 
digitalized so the cloud users are growing every day, in order to handle the workload cloud needs the 
load balancing strategy to reduce the overhead and to maximize the through put of cloud computing. 
This paper analyses three cloud algorithms namely Round Robin, Throttled, Equally Spread Current 
Execution Load. This study tests the three algorithms performance in terms of parameters chosen.  The 
selected parameters in this study are, hourly data center response time, average response time and the 
cost of Virtual Machine (VM) etc. The cloud environment is very huge and the availability of simulation 
software for the research purpose is comparatively less. To simulate the cloud environment this study 
selects the Cloud Analyst simulator, which is best among all the available simulators in cloud 
environment. Simulation result demonstrates that Equally Spread Current Execution (ESCE) algorithm 
gives better results among these algorithms as number of user increases. Then ESCE also reduces the cost 
of VMs and data center cost which efficiently balances the load among the other algorithms. 
 

Keywords: Cloud computing, cloud analyst, load balancing algorithms, Equally spread current execution 
load, Virtual Machine. 
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INTRODUCTION 
 
Cloud Computing, one of the emerging technologies, is deployed by various entrepreneurs to save their money and 
cost of infrastructure.  Instead of buying many personal computers, processors and memory, they select cloud 
computing resources and pay as per the usage. The cloud services are provided by many organisations like 
Microsoft, Amazon, etc. These organisations provide the cloud services in form of software (Saas), Infrastructure 
(Iaas) and Platforms (Paas). The nature of user friendly, easy usage, accessibility and cost-effective business model 
bring lots of customers to cloud computing but this becomes a problem of balancing the load on cloud. The excess 
users of cloud brings the issues of load balancing in the cloud environment. There are algorithms used to sort out the 
problem but many researches are happening in the improvement of the load balancing algorithms [1] [2]. This paper 
analyses the load balancing algorithms. The cloud analyst simulator tool is used to check the act of the cloud load 
balancing algorithms. The algorithms used in the study are Throttled, Equally Spread current execution load and 
Round Robin and analyse them with respect to the parameters like VM cost and Data Center Processing Time, 
Response time and Data transfer cost.  Then to find out how the response time is reduced to bring an efficient cloud 
computing services. This paper is organised on the concept of Load Balancing and its types. Then the available and 
frequently selected load balancing techniques are used to analyse the load balancing problem in cloud environment. 
The next section will have the experiment and the simulation results. The last section has the conclusion and future 
work of this paper. 
 
Related Work 
There are many researches happening in the cloud computing load balancing techniques, the author [1] says that the 
load minimizes the overhead and maximizes the through put. [2] Introduces a novel task-assignment model is 
proposed along with the load based task assignment algorithm and the selection processes involved. The minimum 
loaded virtual machine is given as task so that the resources should be efficiently used. Throttled and Equally Spread 
Current. To solve load balancing problem the particle swarm optimization is also simulated dynamically [3]. The 
author has used some performance parameter such as hourly cloud centre response, average response time etc. [4], 
after the analysis with cloud analyst, it was seen that Throttled is best among them and also shown that Throttled 
have less response time as compare to Round Robin and Active load balancing.  

 
Methods in Load Balancing 
Providing cloud to huge people becomes a problem for providers. This problem can be addressed by the load 
balancing methodology. This method assures that users can access maximum services from cloud with less response 
time. [5] In initial part in the load balancing, the overhead in cloud on virtual machines are mapped within the 
applications. The second step is about the host that maps the host resources   and virtual resources which was easier 
for the cloud to allow the other applications request. [6] Then after analysis the service was shifted to the data center 
that was selected by the customer. Static load balancing produces fair results for standardized and steady 
environments. [7] In static scheduling, the complete knowledge about the tasks is already known i.e. structure of 
tasks, mapping of resources, estimates of execution time. It schedules the already known tasks.  Dynamic method is 
based on current state of the decision making system.[8] In this approach task can move from highly loaded node to 
less loaded nodes which is one of advantage of this type of load balancing. These algorithms are changes 
simultaneously according to the current state of system. So that it is complex and complicated to implement dynamic 
load balancing but at the performance and efficiency point of view Dynamic is paramount.  
 
The request generator creates user requests for end-user task which will execute by providing the computing 
resources. Task management was supervised by Data centre controller. The user’s task was handled by VM and it 
was assigned by the load balancer. The initial level load balancer assigns the load to the physical machines which 
shares the work to the related virtual machines. The second level improves its service by sharing the load among 
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various virtual machines in the different Physical Machines. Figure 2 shows the flow of the load balancing 
techniques. 
 
Load Balancing Techniques  
Round Robin Algorithm 
The RR algorithm is a load balancing technique which allocates the virtual machines to the client once it was 
requested. This algorithm selects a VM in a circular manner without any other critical process, it just chooses 
randomly in a circular line [8] [9]. A new algorithm based on round robin showed minimized waiting as well as 
turnaround time, while execution time slice is chosen to find dynamic time quantum for every service request [19]. 
The data centre controller informs the RR algorithm if it gets a request from client. The new virtual machines was 
allocated as soon as the data centre informs the RR algorithm for processing. 
Algorithm: 
1. Start  
2. Make all virtual machines accessible in the virtual machine state list  
3. Set the current state VM as -1  
4. If data center controller gets a new request, increment VM and if the virtual machine corresponds to the user base 
that is being currently requested and the virtual machine in available, allocate the virtual machine.  
5. Update the virtual machine state list  
6. If machine id is greater than list size, set machine id to zero to continue in cyclic manner.  
7. If request queued in data center controller, go to step iii.  
8. Stop. 
 
Throttled Algorithm 
The TLB throttled load balancing algorithm checks the load on every VM. Every VM is assigned to one task at a time 
and next task is given if the current task was completed.] The extended version of throttle algorithm, M-throttled 
overweigh the load balancing capacity of shortest job first algorithm and round-robin, in terms of DC processing 
time and response time [20]. Optimized response time is proven while Balanced Throttled Load Balancing algorithm 
is simulated in cloud analyst. This method yields better response time compared to round robin algorithm, active 
algorithm and throttled load balancing algorithm [21].  
Algorithm: 
1. The TLB maintains an index with the details of all VM. 
2. The request given by the client and it was handled by the data centre controller for the VM allocation. 
3. TLB was sent a message to allocate a VM by data centre controller.    
4. The index was scanned to find the id of the available VM. The id was returned to the data center controller. 
5. Then the identified VM id was given and the index table was refreshed by mentioning the allocated VM id. 
6. Finally the TLB was updated once the VM was done with the work. So the data center controller revises the table 
by increasing or decreasing 1 count of VM.     
 
Equally Spread Current Execution  
ESCE Algorithm gives the possible load among the virtual machines equally. This gives the VM with less load when 
request given by the client [9] [10]. The client request and the load is balanced similarly among the virtual machines. 
Algorithm: 
1. Start  
2. First the table with the list of VM with status was given. The each VM is set to zero allocations The ESCE maintains 
a one more list with the number of allocations for the VM.     
3. If a new allocation request is sent to Data center Controller, i.e. iterate through the list of virtual machines from the 
top and allocate the first existing virtual machine with minimum number of current allocations. Return the id of the 
selected machine to the data center controller.  
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4. The Data center Controller then transfers the call to the virtual machine is recognized by that particular virtual 
machine id and informs the VM Load Balancer about the allocation.  
5. On receiving the allocation event from the Data center. 
Controller, update the virtual machine state list by incrementing the current allocations for the chosen machine and 
setting its busy status.  
6. On receiving the de-allocation event from the Data center Controller, update the virtual machine state list by 
decrementing the current allocations for the chosen machine and setting its availability status.  
7. If request queued in data center controller, go to step 3.  
8. Stop 
 
EXPERIMENTS AND RESULTS 
 
The load balancing algorithms are analysed in this paper to obtain an effective algorithm and the parameters that 
affects the load balancing procedure in the cloud computing [11]. The parameters used to analyse are cost of virtual 
machines, data center processing time and average response time. To do simulation of cloud computing environment 
cloud analyst tool which is one of the effective tool among the cloud simulation tools [12]. The cloud analyst tool was 
setup in the Windows 7 OS and necessary setup was made to run the simulation [17]. Figure 3 gives the clear view 
about the configuration of cloud analyst tool.  First three algorithms are simulated with different parameters. The 
parameters are adjusted according to the aim of the research paper [13] [14]. The number of VM, user bases and data 
centers are adjusted to analyse the simulation of the cloud environment. [15] [16]. The three algorithms are Round 
Robin Algorithm, ESCE and Throttled algorithm [18]. The following are the results received after the simulation in 
cloud analyst tool. In the scenario 1 and 2 number of VMs are altered and also user bases are changed in each 
scenario and results are listed.        
 
Thescenario 1 results having different number of virtual machines and the user bases. The numbers of virtual 
machines are 10 and user bases are 5. Then in the scenario 2, results having different virtual machines of 20 with this 
setup. The simulation was made up in the cloud environment. From the above results the  scenario 1 shows that the 
average response time of ECSE algorithm is least and other two algorithms are high than the ECSE. So with very less 
response time by taking 10 VMs it was efficient to balance the load of VMs. Then in the scenario 2 also from the 
simulation results by setting different parameters the ECSE algorithm has the least response time and also less cost of 
the virtual machines. The ECSE has 282 ms in scenario 1 and 200 ms in scenario 2. The Virtual machines are 
increased and checked with the load balancing algorithms with different scenarios. The results shows that as we 
increase the sum of virtual machines in the cloud environment then with very less response time the work could be 
finished in the cloud environment. Figure 10, 11, and 12 shows the data transfer cost, virtual machine cost of three 
algorithms that is throttled, ESCE and round robin. Figure 13, 14 and 15 show the data center loading hourly basis. 
 
CONCLUSION 
 
In Cloud Computing environment, load balancing would be a problem which is yet to be completely solved. The 
load balancing is a vital challenge in the cloud computing which is essential to share the workload in an efficient and 
scalable way. It is a major part to find an algorithm which decreases considerably the average response time and cost 
of virtual machines, by analysing the three load balancing algorithms we finally choose the best load balancing 
algorithm in any given scenario. The highest response time was given round robin algorithm and ECSE gives the less 
response time. Hence ECSE results clearly states that ECSE algorithm effectively gives the less average response time 
which makes the load balancing smooth and fast. The ECSE was very effective by the results of the carried 
simulation work. The future research work is tuned to have an effective algorithm that is required to be written to 
solve the load balancing problems. There are also other issues in the load balancing algorithms which should also be 
addressed in future work.     
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Table 1: Scenario 1 

Algorithms No. of VMs 
Parameters 

Average response 
time(ms) 

Data Center 
processing time(ms) Cost of VMs($) 

ESCE 10 282 0.28 5.0 
Throttled 10 300 0.37 5.4 

Round Robin 10 300.82 0.34 5.7 
 
 
 
 
 
 
 
 
 
 
 

Table 2: Scenario 2 

Algorithms No. of VMs 
Parameters 

Average response 
time(ms) 

Data Center 
processing time(ms) Cost of VMs($) 

ESCE 20 200 0.20 10.5 
Throttled 20 270 0.30 12.3 

Round Robin 20 282.01 0.32 13.1 
 
 
 
 
 
 
 
 
 
 
 

  
Fig 1: Structure of Load balancing 

 
Fig 2: To understand the load balancing in cloud 

computing 

  
Fig. 3. Configuring cloud environment parameters 
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Fig 4: Datacentre processing time -10 VMs Fig 5:Average response time (ms) -10 VMs 

 
 

Fig 6:Cost of VMs ($) -10 VMs Fig 7:Average response time (ms) -20 VMs                   

  
Fig 8: Datacentre processing time -20 VMs Fig. 9: Cost of VMs ($) -10 VMs 
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Fig 10: Cost of Virtual Machines & 
Data transfer cost - Round robin 

Fig 11: Cost of Virtual Machines &Data transfer cost-
Throttled Algorithm 

 

 

Fig 12: Cost of Virtual Machines & 
Data transfer cost-ESCE 

Fig 13: Data Center - Hourly Loading-
RoundData Center 

 

 
Fig 14: Data Center - Hourly Loading-throttled Fig 15: Data Center - Hourly Loading-ESCE 
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In Siddha system of medicine, According to Siddha classical text Yugi Vaithiya Sinthamani, diseases are 
classified into 4448s types. Pouthiram is classified into 8 types. Asana Pouthiram is one among them. It’s 
causes, signs & symptoms may be correlated with fistula in ano in modern medicine. Pouthiram is a 
clinical condition characterized by recurrent anal abscesses, pain & swelling around the anus, pain with 
bowel movements, bloody or foul-smelling drainage (pus) from an opening around the anus. Patient 
underwent surgical treatment are more prone to reoccurrence. This is the major reason for people to 
switch over to traditional systems. At current scenario, Siddha system among Indian systems of medicine 
is gaining more attention globally & it serves as hope in treating this disease & preventing recurrence of 
fistula. Most of the Siddha formulations which includes herbal, mineral & herbo-mineral are proven 
caustic activity (Kaaram). Kaarathiri is an adjunct used for application of wound to promote healing & 
prevent further infection. Commonly used herbs for the preparation of Kaarathiri (caustic Gauze) are 
leaves ofNaayuruvi (Achyranthus aspera) & Uthamani (Pergularia daemia). This review article focuses on one 
such polyherbal Siddha formulation Kaarathiri, mentioned in text Sarabanthirar Vaithiya Muraigal 
Viranakarappan Roga Sikkichai indicated for Pouthiram. 
 
Keywords: Kaarathiri, Pouthiram, Fistula in ano, Medicated gauze, Kaaram 
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INTRODUCTION 
 
Siddha System possess vast repository of Internal & external medicines. Aga Marunthugal (Internal medicine) are 
administered through the oral route & further classified into 32 categories based on their form, method of 
preparation, shelf life, etc. Pura Marunthugal (External medicine) includes certain forms of drugs & also certain 
application (such as nasal, eye & ear drops) & certain procedure (such as leech application). It is also classified into 
32 categories. Among the 32 external therapies, the Seelaiis one among them. Saint Agathiyar, Therayar & Bogar have 
described in their classical Siddha texts the method of preparation of Kaaram & Kaaraseelai. Seelai (Medicated gauze) is 
an adjunct used for application of wound to promote healing & prevent further infection. A dressing is designed to 
be direct conduct with the wound or abscess or fistula in ano. According to Yugi Vaithiya Cinthamani[1]– a classical 
Siddha text fistula in ano are classified into  eight types. The pathogeneses of Fistula is a cryptoglandular infection in 
anal region that causes draining of pus & mucous discharge from external opening through fistula tract. The cardinal 
symptoms are recurrent anal abscesses, pain & swelling around the anus, pain with bowel movements, bloody or 
foul-smelling drainage (pus) from an opening around the anus.[2] A Kaarathiri absorbs the exudates & debris from 
the fistula tract (Pauthiram) & it mays cut the tract. The major advantage of this procedure are, it will preserve the 
function of continence & prevents the recurrence of the condition. Even though several surgical methods are 
adapted& practiced in modern medicine, it is more prone to recurrence occur in fistula. This review article focuses 
on one such polyherbal Siddha formulation Kaarathiri as mentioned in text. 
 
MATERIALS AND METHODS   
 
Literature evidence of Kaarathiri 
Nayuruvi Veppamuththamanimeni 
Notchielainankolunthu 
Thoyaraiththumithaiselaimertadavith 
Thiriyakki Kuthu Pattu 
Nooru Naal Irandu Naal Than Arinthu 
Vidumerivunillathaakir 
Rothirielmuththinennaippasuvinnei 
Thadavividachsugamathaam [3] 
 
Ingredients of Kaarathiri 
Naayuiruvi tender leaves (Achyranthes aspera) 
Uthamani tender leaves (Pergularia daemia)   
Kuppaimeni tender leaves (Acalypha indica)   
Vembu tender leaves (Azadirachta indica) 
Nothchi tender leaves (Vitex negundo) 
 
Purification: All tender leaves were washed with running water. 
 
Method of Preparation 
The above-mentioned tender leaves were washed & grounded with water& made in to a paste. Then it was applied 
over the sterilized cloth /gauze & made in to thiri (Kaarathiri) 
 
Method of application 
The medicated thiri before inserting into the tract dipped in castor oil & inserted. After 2 days the Kaarathiri was 
removed & then new Kaarathiri was inserted. This procedure was done up to cut through the tract.   
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Naayuruvi 
Organoleptic Character 
Bitter: Astringent, Pungent 
Potency: Hot 
Division: Pungent 
 
Pharmacological Activity 

Antimicrobial Activity 

P.Saravanan et al, .(2010)[4] reported the solvent leaf extracts were tested for antibacterial & antifungal activities 
against E. coli, P. aeruginosa, P. vulgaris, S. aureus, Klebsiella species 

Anti-Inflammatory Activity  
T. Vetrichelvan & M. Jegadeesan ( 2003)[5] reported the alcoholic extracts of leaves & seeds show anti-inflammatory 
activity in rats using carrageenan -induced paw edema method & formalin model. 

Wound Healing Activity 

S. Edwin et al, . (2008)[6] investigated the ethanolic & aqueous of leaves of   A. aspera for wound healing activity. The 
wound healing activity was studied using two wound model & incision woundmodel. 
Analgesic Activity  
 The hydro alcoholic extract of the leaves & roots of A. aspera shows centrally acting analgesic activity in adult male 
albino rats using tail flick hot plate & acetic acid induced writhing method for peripherally acting analgesic activity 
using aspirin as standard drug (Kumar H, et al, , )[7] 
 
Uthamani 
Organoleptic character: 
Taste: Bitter, 
Potency: Hot 
Division: Pungent 
 
Pharmacological Activity 

Antibacterial Activity 

The antibacterial activity was observed against Staphylococcus aureus, Pseudomonas aeruginosa, Escherichia coli, & 
Salmonella typhiin ethyl acetate & ethanol extracts of P.daemia (Senthil Kumar et. al., 2005)[8].  
 
Antifungal Activity  
The antifungal activity of Pergulariadaemia was reported against keratinophilic fungi by dry weight method (Qureshi 
et al, ., 1997)[9]. Pergulariadaemia plant salts were used against Aspergillus flavus, Cryptococcus neoformans, & 
Candida albicans. In this study, they showed the inhibitory effect against only Aspergillus flavus (Suresh et al, ., 
2010)[10] 
 
Anti-Inflammatory, Analgesic Activity 
Crude ethanol extract of Pergularia daemia leaves were successfully prepared by fractionating the solvents like 
petroleum ether, solvent ether, ethyl acetate, butanol, & butanone. The ethanolic extract & different fractions were 
analyzed for anti-inflammatory activities in rats. Ethanol extract & its butanol fraction showed significant results of 
anti-inflammatory activity when compared with other fractions (Hukkeri et al, ., 2001)[11]. The anti-inflammatory 
activity of Pergularia daemia extract is mainly due to the presence of steroids (Sutar et al, ., 2009)[12]. The analgesic 
effect was experimentally demonstrated by using eddy’s hot plate & heat conduction method & analyzed statistically 
by Turkey Kramer Multiple comparison Test. 
 
Kuppaimeni 
Organoleptic character  
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Taste: Bitter, Pungent 
Potency: Hot 
Division: Pungent 
 
Pharmacological Activity 
Antibacterial Activities  
 Govindarajan et al, ., 2008 [13] investigated the antibacterial activity of A.indica the shade dried coarsely powdered 
leaves were subjected to Soxhlet extraction using hexane, chloroform, ethyl acetate & methanol.  These extracts were 
tested against gram positive bacteria- Streptococcus aureus, Staphylococcus epidermis, Bacillus cereus, Streptococcus faecalis 
& gram-negative bacteria- Klebsiella pneumonia, E.coli, Proteus vulgaris , Pseudomonas aeruginosa.  
 
Wound Healing Activity 
Vinoth raja et al, ., 2009[14] were evaluated the ethanolic extracts of wound healing activity in rats. The water extracts 
of A. indica showed the maximum inhibition for Streptococcus aureus & Pseudomonas aeruginosa. This screening of 
antibacterial activity of from costal population of medicinal plants has been highly effective to control the wound 
infective bacteria. 
 
Analgesic Activity 
Acalypha indica has analgesic properties as proven by conducting in vivo studies on mice   (Rahaman et al, , 2010)[15]. 
They used a writhing reflex method developed by (Vogel. H, 2007)[16]to determine the analgesic activity of the 
Acalypha indica hexane extract. 
 
Anti-Inflammatory Activity 
Acalypha indica extract can behave as an anti-inflammatory medicine in the human body. Identified this activity of the 
A. indica the long even rats by using ethanolic extract. They used the anti-inflammation method with minor 
modifications & selected phenylbutazone as the standard drug for this activity  (Rahaman et al, , 2010)[15]. Soruba et 
al, , 2015[17] were proven the A. indica  plant extracts stabilized the membrane by inhibiting hypotonicity- induced 
lysis of San erythrocyte membrane analogous to a lysosomal membrane. 
 
Vembu 
Organoleptic character: 
Taste: Bitter 
Potency: Hot 
Division: Pungent 
 
Pharmacological Activity 
Wound Healing Effect 
Numerous plants their constituents play an important role in wound healing effect. A study was made to evaluate 
the wound healing activity of the extracts of leaves A. indica & T. cordifolia using excision & incision wound models in 
Sprague Dawley rats & results revealed that extract of both plants significantly promoted the wound healing activity 
in both excision& incision wound models(Barura C.C. et al, 2013 [18]. Furthermore, in incision wound tensile 
strength of the healing tissues of both plants treated groups was found to be significantly higher as compared to the 
control group (Ofusori D.A  et al,  2010)[19]. Other results showed that leave extracts of Azadirachta indica promote 
wound healing activity through increased inflammatory response & neovascularization.(Osunwoke Emeka A, et al,  
2013) [20] The aqueous extract of Azadirachta indica leaves exhibited antiulcer activity (Anonymous, 2004; Khare, 
2007)[21, 22] 
 
Anti-Inflammatory Activity  
The aqueous extract of A. indica leaves exhibited anti-inflammatory activity (Anonymous 2004; Khare 2007)[21,22] 
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Aqueous & petroleum ether extracts of Azadiracta indica leaves reduced the inflammation caused by S. typhimurium & 
its OMPs as assessed by paw flicking response. Petroleum ether A.indica leaf extract was found to be more effective 
than aqueous extract may be due to presence of steroids & triterpenoids observed in petroleum ether extract (Koul et 
al,  2009)[23] 
 
Antimicrobial Activity  
The organic extracts of neem (petroleum ether, chloroform, ethanol & aqueous )were screened for its antimicrobial 
activity against Streptococcus mutans, Streptococcus salivarious & Fusobacterium nucleatum strains causing dental caries 
method & showed that the chloroform extracts of neem has a strong antimicrobial activity(Lekshmi et al, 2012)[24] 
 
Notchi 
Organoleptic character: 
Taste: Bitter, Astringent, Pungent 
Potency: Hot 
Division: Pungent 
 
Pharmacological Activities 
Antibacterial Activity 

Kamruzzaman Met al, 2013[25] evaluated the antibacterial activity of Vitex negundo leaves extracts in water & 
methanol. Vitex negundo leaves were evaluated against enteric bacterial pathogens by using standard disc diffusion , 
viable bacterial cell count methods the first time we showed that methanol extract of Vitex negundo leaves exhibited 
strong bacterial activity both in vitro & vivo conditions.  
 
Anti-Inflammatory Activity 
Suganthi N et al, .,  2016[26]observed that the  Carrageen in induced hind paw oedema & cotton pellet granuloma test 
in albino rats were used to study the potential role of Vitex negundo Linn leaf extract in sub effective doses as 
adjuvant with standard anti- inflammatory & the study proved that the sub effective doses of Vitex negundo Linn 
potentiated anti -inflammatory activity phenylbutazone & ibuprofen & can be used as adjuvant with standard anti- 
inflammatory.  
 
Analgesic Activity 
Anti-inflammatory drug make about half of analgesic activity, alleviate pain by reducing inflammation as opposed to 
opioids which affect the central nervous system. Anti-inflammatory properties of Vitex negundo extracts in acute & 
sub-acute inflammation were established by Yunos et al, . (2005) [27] & Jana et al, (1999)[28] anti-inflammatory & pain 
suppressing activities of fresh leaves of V. negundo are attributed to prostaglandin synthesis inhibition (Telang, 
1999)[29], Antihistamine membrane stabilizing & antioxidant activities.(Dharmasiri, 2003)[30] 
 
CONCLUSION 
 
Based on the review of various Siddha texts, ingredients of Kaarathiria remedicinal herbs used in treating Pouthiram 
(Fistula in ano). In view of the above-mentioned pharmacological activities, most of the ingredients are found to 
possess Anti- inflammatory activity, Anti- microbial activity, Analgesic activity & wound healing activity which are 
responsible for its therapeutic indication as claimed in Siddha literature. 
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Table 1: Describes the  ingredients of Kaarathiriwith botanical name, English name family name & used parts of 
each drug. 
S.No Tamil name English name Botanical name Family name Parts used 
1. Naayuiruvi Rough ghaff Achyranthes aspera Amaranthaceae Tender leaves. 
2. Uthamani Trellis vine Pergulariadaemia Apocynaceae Tender leaves. 
3. Kuppaimeni Indian Acalypha Acalypha indica   Euphorbiaceae Tender leaves. 
4. Vembu Neem Azadirachta indica  Meliaceae Tender leaves. 
5. Nothchi Chinese chaste tree Vitex negundo Lamiaceae Tender leaves. 
 
Table 2: Describes the ingredients of Kaathiri with chemical constituents of each drug. 
S.No  Medicinal 

Plants 
Chemical constituents 

1. Naayuiruvi Achyranthine, betaine, hentriacontane,  achyranthes Saponins  
2. Uthamani Lupeol, alpha- sitosterol,  lupeol acetate, alpha, beta- amyrin, acetate, betaine, uscharidin, 

calotoxin, calotropin, calactin 
3. Kuppaimeni Acalyphine, acalyphamide, amides, quinine,  kaemperol, casticin, sabinene, farnesol 
4. Vembu Azadirachtin, nimbolide,  nimbin, nimbidin,  nimbolide, gallic acid, epicatechin, 

margolone& catechin.  
5. Nothchi flavonoids, volatile oil, triterpenes, glycosides, iridoid glycosides,  sesquiterpenes, ligan, 

flavones glycosides & stilbene derivates 
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Medical care is the main application area for getting exact and furthermore taking on "haze processing" and constant 
outcomes for positive turns of events. The security in medical services can be expanded by presenting haze figuring 
through taking the assets closer to the clients fully intent on achieving the base dormancy. It brings about achieving 
prior results, empowering vital and speedier activities to fix basic heart patients.AI and Cloud based Prediction and 
Diagnosis of various heart diseases and chances of Heart attack and to prevent at early stage with affordable rate 
using Data Mining Techniques and Machine Learning algorithms Abstract: At this time, heart disease is considered 
to be one of the major causes all over the world. Because it is a complicated endeavour that necessitates knowledge 
as well as a significant amount of information for medical professionals to foresee, it is not something that can be 
simply predicted. The availability of a vast number of data is made possible by healthcare platforms that are based 
on the internet. On the other hand, adequate data analysis tools that can unearth buried connections and patterns in 
the data are in short supply. A technology that automates medical diagnosis would enhance productivity in the 
medical industry while also lowering costs. This web application's overarching goal is to use information gleaned 
from clinical research — specifically heart disease — to make educated guesses about the likelihood of a condition 
developing. The goal of this project is to use data mining techniques to identify patterns within the information that 
are important to heart illness, and then use those patterns to make predictions about the presence of heart disease in 
persons whose presence is measured on a scale. Predicting cardiac disease requires a huge amount of data that is 
both too complex and too massive to be processed and analysed using the procedures that are considered to be the 
industry standard. Our goal is to determine the one machine learning method that is superior to all others in terms of 
its ability to accurately forecast cardiac illness while simultaneously minimising the amount of computer resources 
required to do it. 
 
Keywords: Heart Diagnosis, Internet of Things, AI, SVM, ESVM, Data Mining  
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INTRODUCTION 
 
Cancer is the second leading cause of death in India, but heart disease remains the leading cause of death. According 
to the World Health Organization (WHO), heart disease is the leading cause of death, accounting for 31% of all 
deaths annually. As a result, it is crucial to receive an accurate diagnosis as soon as possible to lower mortality rates. 
In databases, data mining tools can unearth previously undisclosed information. Using the new information, those in 
charge of the healthcare system could attempt to enhance the service they deliver to patients. Doctors can also use 
this new information to reduce the amount of undesirable side effects and discover less expensive alternatives with 
equivalent efficacy. Predicting future patient behaviour is the most essential application of data mining techniques in 
healthcare administration. This is one application possibility. Providing high-quality services at cheap prices is one 
of the most difficult difficulties hospitals and medical centres face in the present day. To offer proper care, precise 
diagnoses and effective treatment approaches are required. Inadequate clinical judgement can have catastrophic 
results and is therefore unacceptable. The most crucial aspect is to avoid making these mistakes. The costs associated 
with clinical exams should be kept as low as possible by hospitals. Utilizing the necessary computer-based 
information and/or decision-making tools, they accomplish these objectives. In health care, there are many data. It 
contains information about patients, how resources are utilised, and how data is amended. Any healthcare 
professional must be capable of data analysis. The treatment records of millions of patients can be preserved, and 
data mining and other forms of computerization may provide light on some of the most serious health-care issues of 
the present day. 
 
Literature Survey 
Another patient checking structure was executed by Sarmah to help heart patients utilizing "Profound Learning 
Altered Brain Organization (DLMNN)" with IoT gadgets to analyze heart illnesses. This model purposes three stages 
like "(I) confirmation, (ii) encryption, and (iii) grouping." At first, the heart patient's specific clinic was validated by 
utilizing the SHA-512 with the replacement figure. Further, the wearable IoT sensor gadget was remembered for a 
"patient's body," where the sensor information was communicated simultaneously to the cloud. The High level 
Encryption Standard (AES) was utilized for encoding the information including "patient id, specialist id, and 
emergency clinic id" and "safely moved to the cloud." Then, in the wake of unscrambling the information, the 
DLMNN classifier was utilized to come by the grouped outcomes as unusual and ordinary classes. The 
recommended model has zeroed in on diagnosing the heart states of patients. The exploratory outcomes were 
contrasted with other ordinary procedures with get high security and furthermore accomplished less encryption and 
unscrambling time.The "IoT-empowered ECG checking framework" for examining the ECG signal was executed by 
Lakshmi and Kalaivani, where the measurable elements were extricated and dissected through the "Dish Tompkins 
QRS recognition" strategy to get the powerful highlights. The "dynamic and measurable highlights" were then used 
for the characterization phase of anticipating the cardiovascular arrhythmia illness. This model has zeroed in on 
examining the gamble levels of cardiovascular circumstances from ECG signals. This model was helpful for general 
experts to assess coronary illness precisely and without any problem. 
 
Proposed Framework Using Ml and Data Mining Techniques for Heart Disease  
Many therapeutic decisions are primarily based on the attending physician's judgement and expertise, as opposed to 
the massive amounts of data included in databases. This technique leads to biases, errors, and rising healthcare costs, 
all of which diminish the quality of patient care. Wu et al. hypothesised that the incorporation of clinical decision 
support into electronic health records (EHRs) would improve medical outcomes by reducing errors, making patients 
safer, minimising unnecessary practise variation, and standardising care. This idea has considerable promise since it 
can contribute to the development of a culture that values acknowledgments, which can significantly improve the 
quality of treatment decisions made using data modelling and analytical approaches such as data mining. In recent 
years, the Internet of Things (IoT) has gained popularity as a novel concept among academics and businesses. This 
system, along with others, will benefit both people and the environment as a whole. This category encompasses 
business owners, consumers, the environment, individuals, and society at large (SHM). Structural health monitoring 
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(SHM) gathers data from a variety of sensors to determine the performance of a structure and how to keep it safe. 
The proposed system utilises Internet of Things technology to create a surveillance system that can monitor a patient 
in real time and from any location without requiring the nurse to be present at all times or in any location. 
Anywhere: The manufacturer claims that because it utilises in-house human behaviour detection and classification, 
this system can be used to monitor patients. This device is suitable for use by anyone and is extremely simple to 
operate due to its simplicity and low price. This system, which makes use of small, energyefficient devices, enables 
people from all over the world to communicate. Heart rate data can be extremely useful when creating a workout 
plan, analysing your activity or stress levels, or simply when you want your shirt to blink in time with your 
heartbeat. Calculating your heart rate can be challenging in some cases. While this is not always a bad thing, Pulse 
Sensor Amped can aid in the process.  
 
Data Collection 
Dataset having 303 total instances [Kim and Kang (2017)]. 213 samples (70%) are used for training whereas 90 
samples (30%) are used for validation[7]. 
 
Data Pre-Processing 
213 total patient samples are taken which further divided into 88 negative and 125 positive patient samples. It is 
clearly shown that 82 patient samples are estimated correctly in which no heart disease found, whereas 06 patient 
samples are wrongly estimated as positive in which heart disease found, but heart disease not exist. Similarly, 121 
patient samples are correctly estimated as positive in which heart disease found and 04 samples are estimated 
wrongly in which heart disease not found, but in real heart disease exists. 
 
Data Mining and Machine Learning Technique to Predict Heart Disease 
The Support Vector Machine (SVM) is a supervised learning technique introduced first by Vapnik and has been 
applied in several applications recently, mainly in the area of time series prediction and classification [12]. SVM has 
yielded excellent generalization performance on a wide range of problems including bioinformatics, text 
categorization, image detection, micro-array gene expression data analysis, tone recognition, etc.SVM is called 
Maximum Margin Classifiers and it can be efficiently perform non-linear classification using kernel trick. An SVM 
model is a representation of the examples as points in space, mapped so that the examples of the separate categories 
are divided by a large margin gap that is as wide as possible. 
  
An automated Machine Learning classifier for the discrimination between the person with heart disease and without 
heart disease has been developed using supervised learning algorithm named SVM with some modification 
Enhanced SVM(ESVM).As a result, this article will describe how to build an IoT-based heartbeat monitoring and 
alert system. Through the Internet of Things, you can monitor things like structural health using a variety of wireless 
technologies. As the Internet of Things gains traction, new technologies are being developed to meet community 
needs. Several Internet of Things (IoT) communication solutions for structural health monitoring have been 
proposed in recent years. These solutions establish a connection between network devices capable of detecting and 
collecting useful data. Chronic diseases are increasing in prevalence among the elderly, which is a major concern 
because there are insufficient resources and the costs of treatment are exorbitant. People who live in remote areas 
without access to medical facilities face an even greater risk of death as a result of late diagnosis and treatment. 
Diagnosis and treatment are critical to our success. Wireless communication and wearable sensors have enabled real-
time healthcare monitoring systems. For people who live in remote areas, this study recommends real-time heart 
monitoring. System: Wearable sensors, an Android phone, and a web-based interface comprise the system. Due to 
the system's adaptability, it is capable of simultaneously collecting heart rate, blood pressure, and temperature 
readings from a large number of people. The extracted data is transmitted via Bluetooth low energy to an Android 
handheld device. The Android device then sends the data to a web application for further analysis. Individuals can 
access their medical history and personal information, such as their age, gender, address, and location, via a web 
interface displayed by the web application following data processing from the website. A threshold-based alarm 
system has been developed to alert the physician to any abnormalities such as arrhythmia, low blood pressure, high 
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blood pressure, fever, or hypothermia. The system monitored forty (40) heart patients who were physically separated 
from the web application in order to evaluate and demonstrate the system's functionality in real-world situations. 
The researchers determined that the data obtained via the system was statistically significant and sufficient. 
Additionally, Wi-Fi and 3G wireless protocols are used to validate remote monitoring by determining the time 
required to transmit data from the patient's interface to the doctor's interface. This is the time required to send the 
data. The message transmission times of both wireless protocols were found to be within the acceptable range of 
medical standards (4 to 6 minutes as per American Heart Association). The purpose of this research is to develop a 
wireless real-time monitoring system for people who live in remote areas. The built-in system is expected to alert the 
doctor in the event of a medical emergency. Due to the fact that 3G signals can be spotty in some remote areas, this 
process may take longer. Future research should consider whether to include a delayed alarm even when the optimal 
time window remains available. The proposed remote monitoring system will be more useful if it is implemented 
using wireless technology. This may become a possibility as wireless technology advances. False alarms can be 
caused by a variety of factors, including sensor and smartphone battery issues. Due to the battery life and false 
alarms, additional research can be conducted to come up with a solution. 
 
Discovery Of Knowledge 
Further, it also observed that the proposed intelligent cloud-based  heart  disease  prediction  system  empowered 
with supervised  machine learning-based system model gives 96.56% & 95.81% accuracy during training and 
validation respectively 
 
CONCLUSION 
 
Heart disease builds the death rate all over the planet. Subsequently, expectation of heart infections is fundamental, 
yet the distinguishing proof of heart illnesses is testing and requires both complex and expertise understanding. 
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Table 1. Pattern Evaluation 
ML Techniques Miss Rate Accuracy Sensitivity Specificity 

ESVM 5.69% 96.56% 97.35% 96.28% 
SVM 6.87% 95.81% 96.29% 94.73% 

 

ML Techniques Positive prediction 
value 

Negative prediction 
value 

False-positive value False-negative 
value 

ESVM 98.28% 97.18% 95.78% 96.45% 
SVM 97.25% 91.39% 95.59% 94.83% 

 

  
Graph 1. Pattern Evaluation 

 
Fig (A) Smart Heart Disease Framework using IoT and Cloud 
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Fig (B) Cloud – How It works Fig (C) Proposed Heart Disease Prediction Steps 
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The marine environment contains many varieties of sea animals like sea horse, sea cow, plants, corals out 
of these seaweeds play a major part. Seaweeds are nutrient dense compared to land plants. Seaweeds 
contain macro nutrients such as Carbohydrates, Proteins, Fats and Fibre and micronutrients such as 
Calcium, Potassium, Sodium, Magnesium, Chlorine, Iodine, Copper and Zinc. These nutrients on regular 
consumption which are essential for a healthy lifestyle and can eradicate many health problems. The aim 
of the present study was to evaluate the amount of macro and micro nutrients present in the selected 
seaweeds Padina gymnospora and Ulva lactuca. These two seaweeds were handpicked from Gulf of 
Mannar Coast. The estimation of macro and micronutrients was analyzed by standard protocols and 
resulted that both the seaweeds are equally nutrient dense. The result concluded that the selected 
seaweeds were safe for human consumption. 
 
Keywords: Padina gymnospora and Ulva lactuca, Gulf of Mannar Coast, Macro and Micro Nutrients. 
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INTRODUCTION 
 
India is a peninsular country surrounded by three segments with water. The seaweeds are present in the intertidal 
and tropical waters and known as the primary source of natural products. The cultivation of seaweed is the main 
occupation for the fisherman community in the coastal areas. Seaweeds are differentiated into green, brown and red. 
Seaweeds are the best sources of different nutrients which are needed for a healthy living [1]. The high amounts of 
fibre, complete proteins, carbohydrates, fats and minerals are found more in seaweeds compared to other plant food 
sources. The seaweeds are consumed either in the raw form or made into value added products to make it more 
palatable and delicious. Balanced nutrient food source is available more in seaweeds than other sources. The 
seaweeds are the excellent source of nutrients which makes a healthy food for human consumption.  According to [2] 
dietary seaweeds provides many health benefits for the brain development. Red and brown seaweed are most 
commonly used for human consumption either raw or as processed foods. The following seaweed species such as 
Acanthophora spicifera, Caulepra lentillifera, C. racemosa, Eucheuma denticulatum, Ulva sp., Gracilaria sp., Nori, Wakame and 
Kombu  are eaten as low calorie food, soups, salads. There are varieties of seaweeds across the world, utilised as food 
for human consumption, fodder for animals, fertilizers for plants and other beneficial applications in non-edible 
forms. Among the macro nutrients Carbohydrate helps in the metabolic changes and provides energy needed for 
many vital functions. The futuristic healthy food seaweeds contain cellulose and soluble fibre, which has important 
nutritional benefits. Seaweed contains more amino acids than the plant based foods. Seaweeds contain more 
amounts of fatty acids important for neural development. Seaweeds contain natural nutrients and health promoting 
micronutrients [3].   
 
MATERIALS AND METHODS 
 
Selection and Analysis of Seaweeds 
The seaweeds samples for the present investigation were collected from Gulf of Mannar as it is a Marine Biosphere 
Reserve located along the east coast of South India from Rameswaram to Tuticorin. The samples for the study 
constituted Padina gymnospora and Ulva lactuca of brown and green seaweed respectively. The seaweeds were 
collected by handpicking at low tide Mandapam coastal area. 
 
Processing of Seaweed Samples 
The collected samples were cleaned well with seawater to remove all the extraneous matter such as epiphytes, sand 
particles, pebbles and shells and brought to the laboratory in plastic bags. The samples were thoroughly washed 
with tap water followed by pure distilled water. For drying, samples are blotted on the blotting paper and spread out 
in shade. Shade dried samples were grounded into fine powder using a blender. The powdered samples were stored 
in refrigerator for further use. 
 
Preparation of Seaweed Extracts 
15 gm powder was initially soaked in 60ml of petroleum ether in air tight conical flask for two days and then it was 
first filtered through double layered muslin cloth and then filtered through Whatman no 1 filter paper and filtrate 
was collected into sterile air tight bottle. Similar process was repeated twice with fresh petroleum ether and the 
filtrate was collected together. Petroleum ether was removed from the filtrate at 40oC using oven and the extract was 
stored in the refrigerator. The above dried residues were used for sequential extraction with acetone, ethanol, 
methanol and water for further studies. 
 
Estimation of Fibre Content Present in the Selected Seaweed Samples 
1. Extract 2gm of ground material with ether or petroleum ether to remove fat. 
2. After extraction with ether boil 2gm of dried material with 200ml of sulphuric acid for 30minutes with bumping 

chips. 
3. Filter through muslin and wash with boiling water until washings are no longer acidic. 
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4. Boil with 200ml of sodium hydroxide solution for 30 minutes. 
5. Filter through muslin cloth again and wash with 25ml of boiling 1.25% sulphuric acid, three 50ml portions of 

water and 25 ml alcohol. 
6. Remove the residue and transfer to ashing dish(W1). 
7. Dry the residue for 2hours at 130 ±2°C,  cool the dish in a dessicator and weigh (W2). 
8. Ignite for 30minutes at 600±15°C. 
9. Cool in a dessicator and reweigh (W3). 
 
CALCULATION 
 

% dietary fibre in ground sample = 
loss in weight on ignition (W2-W1)-(W3-W1) 

x100 
Weight of the sample 

 
Estimation of Carbohydrate Content Present in the Selected Seaweed Samples 
Take 0.2 to 1ml of working standard solution from five different test tubes and add water to bring the volume to 1ml 
in each test tube, add 4ml of anthrone reagent and mix the contents as well, then cover the test tube with a bath for 10 
min, then cool the test tube to room temperature and measure the optical density in a photoelectric colorimeter at 620 
nm (or) by using a red filter. Prepare a blank with 1 ml of distilled water and 4 ml of anthrone reagent.  Construct a 
calibration curve on graph paper by plotting the glucose concentration (10 to 100 mg) on the X-axis and the 
absorbance at 620 nm on the y-axis. Calculate the concentration of the sugar in the sample from the calibration curve 
and the amount of glucose present in the given sample is expressed in mg/ml. 
 
Estimation of Protein Content Present in the Selected Seaweed Samples 
1. Seaweeds powders 250 mg were taken in a test tube and 2 ml distilled water was added to it.  
2. The mixtures were mixed thoroughly by shaking for 1 minute by CM 101 Cyclo mixer, REMI and 4 ml Biuret 

reagent (9 g of sodium potassium tartrate, 3 g of copper sulphate, 5H2O and 5g of potassium iodide, in 400 ml of 
0.2N sodium hydroxide solution and make up the volume to 1000 ml) was added to each seaweeds solution 
which were incubated for 30 minutes in room temperature and after incubation, mixtures were centrifuged at 
4000 rpm for 10 minutes, supernatants were collected and the observance of all supernatants were taken at 540 
nm with UV/Vis Spectrophotometer.  

3. Bovine serum albumin (BSA) solution was used as standard. From 0-10 mg/ml of different concentration of BSA 
solutions was prepared and from each working standard 1 ml of solutions was taken and 4 ml Biuret reagent 
were added to it and incubated for 30 minutes and observance of OD value was taken at 540 nm.  

4. The standard calibration curve was made by using the estimated absorbance at y axis and concentration at x 
axis. From this calibration standard curve protein content of seaweeds were estimated and the amount of 
Protein present in the given sample is expressed in mg/ml. 

 
Estimation of Fat Content Present in the Selected Seaweed Samples 
1. Approximately 10g of finely ground sample was weighed to the nearest 0.1g into the motor and pestle and twice 

the weight of anhydrous sodium sulphate was added.  
2. The content was ground until a free flowing powder was obtained after which it was transferred in to the 

extraction thimble and covered with a cotton wool.  
3. The extraction thimble with the sample was placed in the soxhlet apparatus. 
4. A cleaned, dried and previously weighed round bottom flask (250 ml) containing 200 ml of petroleum ether with 

pumice chips and a condenser was connected to the soxhlet apparatus and refluxed for 5 hours keeping the 
heating rate low enough to prevent solvent escaping from the top of the condenser during the refluxing. 

5. After the refluxing was over, the solvent was distilled off and cooled the content with the flask and weighed. 
6. The process was repeated until a constant weight was obtained. Experiment was triplicated. 
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Calculation 
 
Percentage of crude fat content of the sample = W1 - F X 100  
                                                                                          W2 
W1 = Weight of the flask with fat and sample. F = Weight of the flask and the sample. W2 = Weight of the sample 
 
RESULTS AND DISCUSSION 
 
The present study of the two selected seaweeds, Ulva lactuca contained higher amount of carbohydrate 12.6±0.1gm 
when compared to Padina gymnospora contained 5.0±0.4gm. [3], [4] studied that Carbohydrate is one of the most 
essential component for the metabolic activity and provides energy needed for respiration and other various 
functions [5] studied the nutritional composition of Ulva lactuca and found that the carbohydrate was the major 
component.  [6] investigated the nutritional value of green alga, Ulva lactuca showed high content of carbohydrates. 
The main components of seaweeds are carbohydrates such as mucopolysaccharides, cellulose and soluble fibre, the 
potential nutritional benefits to develop an alternative source of a healthy food for the individual in the future [7]. 
The study revealed that Ulva sp. had high nutrient storage capacity as it can be exploited as best food source, energy 
resource for a healthy wellbeing [8]. 
 
The bioactive compounds of four seaweeds Sargassum wightii, Padina tetrastromatica, Chnoospora minima and 
Hormophysa triquetra collected from Mandapam region of Gulf of Mannar. The chemical compositions of seaweeds 
are good sources of proteins, lipids, carbohydrates minerals and trace elements and they have the potential for 
application as natural antioxidants in different food and pharmaceuticals products [9] From this study it was found 
that Padina gymnospora had high Protein content 68.5±0.1gm than green seaweed Ulva lactuca 26.0±0.0gm. Many 
scientists reported that Phaeophyta found to be rich in protein than Chlorophyta. Worldwide seaweeds have been 
researched that it has high nutritional value than any commonly consumed plant based local vegetables. Seaweeds 
are rich in various nutrients and used to develop various functional foods [10]. [11] studied on biochemical 
composition of marine brown algae, Padina sp. and the results reveal that brown seaweed contain high amount of 
protein and they can be used in the Food and Pharmaceutical industries for various purposes.  
 
Seaweeds contain complete protein than the plant foods with maximum number of essential amino acids. Macro 
algae are called as excellent food due to its high concentration of protein.  [12]. The present study also revealed 
significantly high quantities of protein in the selected seaweed species. The present study showed that Padina 
gymnospora has high fatty acids 15.3±0.1gm than Ulva lactuca 2.5±0.3gm/100gm. [13] studied the nutritional contents 
of brown and red seaweeds and found that brown seaweeds posses high amount of protein and fatty acids than the 
red. [14] studied the brown seaweeds generally have the highest lipid content followed by green and red seaweeds. 
[15] reported the biochemical constituents of eighteen species of marine macro algae belonging to Chlorophyta, 
Phaeophyta and Rhodophyta collected from Okha coast, Gulf of Kutch, India and compared their biochemical 
composition. The results revealed that Chlorophyta had maximum carbohydrate. P.tetrastomatica and L.claviformis 
were found to be rich in protein than the Chlorophyta species.  
 
The lipids and fatty acids are present in low amounts in seaweeds compared to land vegetables and they have a 
significant amount of polyunsaturated fatty acids which acts as strong antioxidants such as omega 3 and omega 6 
[16]. The fibre content was high in Ulva lactuca with 3.2±0.2gm when compared to Padina gymnospora with 
2.9±0.4gm/100gm. Seaweeds in general contain high fibre content. The present study showed that Calcium 
(201.3±0.0mg), Magnesium (45.7±0.02mg), Zinc (2.7±0.32mg), Chlorine (10.3±0.05mg) and Iodine (4.1±0.21mg) are 
high in Padina gymnospora when compared to Ulva lactuca which contained Calcium (133.5±0.01mg), Magnesium 
(29.6±0.02mg), Zinc (1.0±0.1mg), Chlorine (9.6±0.12mg), and Iodine (1.0±0.1mg). [17] compared with terrestrial plants 
seaweeds are particularly rich in iodine, which is essential to the functioning of the thyroid and of the nervous 
system. The amount of Potassium (109.7±0.0mg), Sodium (137.8±0.0mg) and Copper (1.9±0.28mg) are high in green 
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algae Ulva lactuca than in brown algae Padina gymnospora which contained Potassium (29.6±0.02mg), Sodium 
(56.3±0.01mg) and Copper (1.4±0.62mg). [18] stated that mineral content of seaweeds are considered to be a good 
source for minerals and trace elements which is necessary for the metabolic reactions of the human health. They are 
rich in vitamins, minerals, protein, polyunsaturated fatty acid and dietary fibers. Due to its high nutritional value, 
seaweeds can be developed as functional foods [19]. 
 
Commercially available four seaweeds such as Marcocystis pyrifera, Undaria pinnatifida, Porphyra sp., Ecklonia radiata 
were tested for their nutritional composition against six wild harvested seaweed species includes Ulva stenophylla, 
Porphyra, Ecklonia radiata, Durvillaea Antarctica, Hormosira banksii and Undaria pinnatifida. The variation in proximate 
composition and mineral contents varied as they were collected at different time and between different species [20]. 
 
CONCLUSION 
 
Seaweeds are nutrient dense staple food in many countries such as China, Indonesia, Philliphines, Japan. There are 
different value added food products prepared from seaweeds such as Chocolates, Salt, Snacks and Bakery products. 
The cultivation of seaweeds can employ coastal living people with good amount of foreign exchange earners. Large 
scale cultivation of commercially important seaweed species will have a profitable business. Seaweeds contain many 
macro and micro nutrients, phytochemicals, antioxidant rich and toxic free food.  Macro algae are called as excellent 
food due to high concentration of protein. The fatty acids present in the seaweeds provide health benefits to human 
well being as they contain a huge percentage of polyunsaturated fatty acids especially omega 3 fatty acids which 
reduces blood pressure, strengthen the immune system and DHA improves mental health.  Seaweeds contain high 
ash content and minerals that is required for a healthier lifestyle. The high mineral contents are found in the 
seaweeds than the land plants. Mineral contents of seaweeds depends on the variety of the species, geographical 
distribution and processing. Seaweeds are one of the most important sources of calcium when compared to other 
sources of calcium. Natural occurring minerals in the seaweeds play an important role in the electrolyte balance in 
humans. Many studies have been carried out in the mineral composition of different seaweeds and found to contain 
considerable amount of minerals such as copper, iron, sulphur, calcium high in Padina gymnospora. Seaweeds are 
considered safe for human population and known for their promising food from the marine ecosystem. 
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Figure 1 Analysis of Macronutrients (Mean values of 
the Macronutrients and the bars indicate the standard 

deviation) 

Figure 2 Analysis of Micronutrients (Mean values of 
the Micronutrients and the bars indicate the standard 

deviation) 
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Mycobacterium tuberculosis causes pulmonary tuberculosis [TB], which is a contagious bacterial illness. 
The cavities in the lungs aid fungus development by supplying an abundance of oxygen and necrotic 
tissue debris. In TB patients, the long-term chemotherapy promotes fungal infection due to the lack of 
pathognomonic and radiographic characteristics. Pulmonary fungal infection is difficult to diagnose, 
especially in the absence of mycology laboratory testing. The aim of our study was to isolate and identify 
the fungi causing infection among patients with pulmonary tuberculosis using phenotypic methods and 
to assess the prevalence of such infection at our centre. A cross-sectional study was conducted over a 
period of 15 months at the Department of TB and Chest Diseases and the RNTCP laboratory at KLE'S 
Dr.Prabhakar Kore Charitable Hospital and medical research centre and District Hospital Belagavi, 
Karnataka, India. Symptomatic patients diagnosed with tuberculosis were included in the study. Sputum 
samples were collected and processed using standard mycological procedures. The data was analysed 
using SPSS version 21.Ethical clearance was obtained from the institutional ethical review committee and 
consent from patients was obtained. Total of 282 samples were collected and among them 128 samples 
grew fungi, and out of these, 80 [28.4%] were yeasts, whereas 48 [17%] were filamentous fungi. Candida 
albicans was predominant with 31 [38.8%], Candida tropicalis with 14 [17.5%], Candida glabrata and Candida 
krusei10 [12.5%] followed by Candida parapsilosis9 [11.3%] and Cryptococcus neoformans with 4 [5%]. Out of 
the 48 filamentous fungi, Aspergillus niger 10 [3.5%] was the predominant isolate. One sample showed 
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dual infection [with two different moulds in the same sample], whereas 154 [54.6%] were culture 
negative. The patient's situation is made more difficult by the coexistence of fungus and TB, which adds 
extra detrimental and fatal characteristics. 
 
Keywords: Fungal pulmonary infection, Pulmonary Tuberculosis, Opportunistic infection, Co infection, 
Candida spp., Aspergillus spp.  
 
INTRODUCTION 
 
Fungus-related respiratory tract infections have become more common over the past few decades, their actual impact 
is unknown [1]. Pulmonary tuberculosis [PTB], Human immunodeficiency virus/acquired immunodeficiency 
syndrome [HIV/AIDS], chronic obstructive pulmonary disease [COPD], and the widespread use of 
immunosuppressive medicines have all been blamed for the rise [2,3]. Globally, it is estimated that 1.2 million people 
have chronic pulmonary aspergillosis [CPA] as a result of PTB, with the largest frequency in Africa, the Western 
Pacific, and Southeast Asia[4]. PTB patient’s immune systems were suppressed as a result of the chronic nature of the 
disease and extended treatment with or without corticosteroids, making them prone to fungal infection [5]. Fungi 
induce pulmonary fungal infection, which is an infectious condition of the lungs. The infection takes hold once fungi 
or their spores colonise the lungs by inhalation, reactivation of latent infection, or haematogenous spread [6]. Fungi 
and their spores are plentiful and may be found almost anywhere in the human environment. Colonization or 
infection of the lungs is unavoidable due to the pervasive nature of fungi and their spores, but methods for 
distinguishing fungal colonisation from fungal infection are unknown, making the issue a severe problem [7]. 
 

In this investigation, the isolation of fungus in Mycobacterium tuberculosis [MTB] patients was considered apossible 
infection. A variety of fungi have been identified as etiological agents of lung infections. In literature, species of 
Aspergillus [8], Candida [14], and Cryptococcus [9] are the most important. As a result, several mycelial fungi have 
arisen as etiological agents of respiratory illnesses, including Fusarium spp., Penicillium spp., dematiaceous 
filamentous fungus, zygomycetes, and yeasts. While these fungi are seldom seen in the respiratory tracts of immune-
competent people, they can spread to other systemic organs and cause life-threatening invasive fungal illnesses in 
those who are already sick [10]. PTB is primarily a poverty-related illness, with developing nations accounting for 
95% of cases and 98% of fatalities. Six nations account for 60% of the total, with India at the top of the list [11]. The 
high prevalence of fungal pulmonary co-infection with PTB adds to the burden of PTB in these nations, as the two 
illnesses are linked and cause a high rate of morbidity and death [12,13]. 
 
As a result, accurate fungal pathogen detection is crucial, particularly in PTB patients. There is a scarcity of 
information in north Karnataka about pulmonary fungal infections and their relationship to PTB. Moreover, 
pulmonary fungal infection and PTB have similar clinical and radiological presentations, distinguishing between the 
two illnesses is challenging. Coughing for more than three weeks is a typical sign of TB and fungal pathogen-related 
lung diseases[14].Because anti-TB medications do not impact fungal pathogens, a lack of definitive diagnosis 
between PTB and fungal lung infection may lead to empirical treatment, where anti-TB chemotherapy is used to treat 
fungal infections, with subpar clinical outcomes [15]. PTB patients do not get care for the identification or treatment 
of pulmonary fungal infections since respiratory fungal infections are typically fatal diseases in immune-
compromised people. The aim of our study was to isolate and identify the fungi causing infection among patients 
with PTB using phenotypic methods and to assess the prevalence of such infection at our centre.  
 
MATERIALS AND METHODS 
 
Study Design  
It was a cross-sectional study carried out during October 2020 to December 2021. 
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Ethical Consideration  
Ethical clearance was obtained from the institutional ethical review committee, consent from patients was obtained. 
 
Study participants 
Clinically, laboratory confirmed positive pulmonary tuberculosis patients; both new, old cases attending the 
Department of Tuberculosis [TB] Chest Diseases and the RNTCP laboratory at KLE'S Dr.Prabhakar Kore Charitable 
Hospital- medical research centre [MRC] and District Hospital in Belagavi were included in the research. 
 
Sample Collection  
 To avoid contamination from the oral cavity, patients were encouraged to rinse their mouths with an antiseptic 
mouthwash containing 2% chlorhexidine. In a sterile wide mouth jar; early in the morning, a deep, productive cough 
sample of 5 mL was collected, sealed in a container, and labelled with sampling information [16]. The container was 
immediately delivered to the laboratory for additional analysis once the sample was obtained.  
 
Isolation and Identification of Fungal isolates 
Obtained sputum samples were subjected for KOH mount, Gram staining and Ziehl-Neelsen [ZN] Staining. All 
samples were inoculated on two sets of sabouraud's dextrose agar containing gentamicin-chloramphenicol and 
incubated at 25°C in the BOD incubator for the growth of filamentous fungi and at 37°C for the growth of yeasts in 
the general purpose incubator[19].Within 24-48 hours, the yeasts were isolatedand identified using conventional 
laboratory methods such as the germ tube test, corn meal agar, chrome agar, urease test, capsular stain, Sugar 
assimilation and fermentation[17,18]. For moulds the inoculated specimens were incubated for up to 6 weeks, 
duringthistime growths were monitored and identified using lactophenol cotton blue mounts and slide culture 
procedures [19, 20].The absence of growth after 6 weeks of incubation was regarded as negative. 
 
RESULTS  
 
Out of 282 samples, 128 [45.4%] were positive for opportunistic fungi. out of these, 80 [28.4%] were yeasts, 48 [17%] 
were filamentous fungiand 154[54.6%] were culture negative.[Graph.1]. Out of 80 yeasts isolated, Candida 
albicanswere predominant 31 [38.8%] followed by Candida tropicalis 14 [17.5%], Candida glabrata 10[12.5%], Candida 
krusei 10 [12.5%], Candida parapsilosis  9 [11.3%], Cryptococcus neoformans 4 [5%] and Rhodotorulaglutinis 2 [2.5%] 
[Table-1]. Out of the 48 filamentous fungi, the predominant isolates were Aspergillus niger 10 [20.8%], followed by 
Aspergillus fumigatus 9 [18.8%], Fusarium spp.7 [14.6%], Penicillium spp.6 [12.5%], Aspergillus  flavus5 [10.4%], Mucor 
spp. 5 [10.4%], and Rhizopus spp. 5 [10.4%] and one sample showed dual infection [with two different molds, i.e., 
Aspergillus niger and Rhizopus Spp. in the same sample] [Table-2& Fig.2]. Direct microscopic examination revealed the 
budding yeast cells with pseudohyphae in 74 [26.3%] patients; the presence of septate hyphae with dichotomous 
branching in 20 [7.09%] patients; round or oval budding in 6 [2.1%] patients, mycelium is branched, sepatate, hyaline 
or coloured, inter-or intracellular and uninucleate to multinucleate in 7 [2.5%] patients, coenocytic hyphae in 5 [1.8%] 
patients, and broad hyphae, or scarcely septate with rhizoids and stolons in 5 [1.8%]. Fungal culture yielded 
Aspergillus spp. in 24 [8.5%] patients, Candida spp. in 83 [29.4%] patients, non-candida yeast in 6 [2.1%], Fusarium 
spp.in 7 [2.1%], Mucorspp. in 5 [1.8%], Rhizopus spp.in 5 [1.8%], and Penicillium spp.in 6 [2.1%]. Examination by direct 
microscopy failed to detect four [1.4%] samples which were later found to be culture positive for Aspergillus. By 
culture, Candida spp. was recovered in 83 [29.4%] patients, but in direct microscopy, budding yeast cells with 
pseudohyphae were seen only in 74 [7%] patients, so 9 culture positive [Candida] patients with the absence of 
pseudohyphae in direct microscopy were considered as commensals. Hence, the total number of candida species 
isolated in the present study was 74 [26.3%] only. The ages of the participants ranged from 11-80 years. The male 
participants were more than the female participants. In our study the age group of 21-40 years found more common 
for fungal pulmonary infection in both male and female participants [Table-3]. 
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DISCUSSION 
 
Pulmonary fungi are common infective processes that are becoming increasingly common in today's practise.  The 
use of broad-spectrum antibiotics, immunosuppressive, chemotherapeutic medicines, as well as an increase in the 
frequency of respiratory disorders such as chronic obstructive pulmonary disease, lung cancer, and tuberculosis, has 
raised the likelihood of contracting these diseases. Despite the fact that therapy is challenging, the outcomes are 
positive. As a result, it is even more critical now to have a thorough understanding of these diseases so that we can 
manage them scientifically. When diseases like opportunistic fungal infections are detected early, they may be 
efficiently treated, preventing the disease from progressing to the fibrotic stage and lowering the number of 
respiratory cripples [21]. Findings from this study revealed a prevalence of fungal pulmonary infection among 
tuberculosis patients as 45.4%. This was strongly proved by a study conducted by Mathavi, et al.,[22] Khanna, et 
al.,[6] Bansal, et al., Jain, et al.,[23] Nagavane, et al.,[27] and Bansod and Rai, et al., [21] where 38%, 36%, 53%, 49%, and 
46% of pulmonary tuberculosis patients were co-infected with fungal agents. 
 
The present study shows 26.2% of pulmonary tuberculosis patients to be co-infected with candida spp. This is 
consistent with the study done by Naz SA, et al., [24] in which 15.2% of co-infection with candida spp. was 
documented. One more study was conducted by VP Baradkar, et al., [25] which showed 26% co-infection with 
candida spp. which was very much similar to our study.  In our study, C.albicans was the most prevalent pathogen 
causing co-infection. Candida albicans accounted for 38.8 % of total Candida isolates. This is consistent with a research 
by Kalyani, et al., [26] [41.2%], Kali A, et al., [14] [50%], Khanna, et al., [6] [62%], and Nagavane, et al., [27] [34.7%], 
where C.albicans to be the most prevalent species causing co-infection in TB patients. Other than Candida albicans, 
C.tropicalis [17.5%], C.glabrata, C.krusei [12.5%], and C.parapsilosis [11.3%], these findings are in agreement with the 
study conducted by Chalana M, et al.,[28] and Hussein HM, et al.,.[28] apart from candida, in our study Cryptococcus 
neoformans[5%] and Rhodotorula glutinis [2.5%] were isolated, which were in accordance with Shesh Rao, et 
al.,[29]Kalyani et al.,.[26] Out of 48 filamentous fungi, the predominant isolate were A.niger [20.8%] followed by 
A.fumigatus [18.8%], Fusarium Spp.[14.6%], Penicillium spp.[12.5%], A.flavus [0.4%], Mucor spp.[10.4%], Rhizopus 
spp10.4%. These findings correlate with Yahaya H, et al., and Lane et al.,. [20] 
 
CONCLUSIONS 
 
It is impossible to overstate the frequency of fungal pulmonary infection in pulmonary TB patients. Despite the 
effective conclusion of antituberculous medication therapy, these opportunistic fungal infections are linked to the 
continuation of lung symptoms. Since these opportunistic infections are linked to high rates of morbidity and death, 
effective precautions must be taken for their early detection and treatment. 
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Table 1: Distribution of yeasts 
Isolates Frequency Percent (%) 

Candida albicans 31 38.8 
Candida glabrata 10 12.5 

Candida krusei 10 12.5 
Cryptococcus 
neoformans 4 5 

Candida parapsilosis 9 11.3 
Candida tropicalis 14 17.5 

Rhodotorulaglutinis 2 2.5 

Total 80 100 
 
Table 2: Distribution of Molds 

Isolates Frequency Percent (%) 

Aspergillus flavus 5 10.4 

Aspergillus fumigatus 9 18.8 

Aspergillus niger 10 20.8 

Fusarium Spp. 7 14.6 
Mucor spp. 5 10.4 

Rhizopus spp. 5 10.4 

Penicillium Spp. 6 12.5 
Aspergillus niger 

and  Fusarium spp. 
1 2.1 

Total 48 100 

 
Table 3: Occurrence of pulmonary mycosis according to gender and age 

Age 
Molds Yeast 

Male Female Male Female 
Frequency Percent % Frequency Percent % Frequency Percent % Frequency Percent % 

<=20 3 10.0 2 11.1 0 0.0 2 5.6 
21-40 15 50.0 7 38.9 22 50.0 19 52.8 
41-60 8 26.7 5 27.8 12 27.3 10 27.8 
61-80 4 13.3 4 22.2 10 22.7 5 13.9 
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Graph 1: Distribution of culture positivity A. flavus                                        A.fumigatus 
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The use of commercial herbal medicine for the treatment of various ailments especially diabetes mellitus 
has greatly increased recently due to the approval and recommendation from regulatory bodies. The aim 
of the current study was to evaluate microbial contamination and heavy metals in commercial 
antidiabetic herbal medicines in terms of measurement of pH, limit test for radical impurities, microbial 
load and pathogenic bacteria in thirteen Anti Diabetic Herbal Medicines (ADHMs) collected in and 
around from Thiruvarur  district, Tamilnadu, India. All the thirteen ADHMs had been found 
contaminated with different pathogenic bacteria and fungi namely Escherichia coli, Pseudomonas 
aeruginosa, Staphylococcus aereus and Aspergillus sps. According to the heavy metals evaluation of Pb was 
the highest metals present in all herbal medicine followed by Zn, Cu and Mn.  The heavy metal content 
was analyzed by using Atomic Absorption Spectrophotometer (Zn, Cu, Mn and Pb). Microbial 
contaminants in these commercial herbal preparations pose a potential risk for human health and care 
should be taken in every step involved in the preparation of these herbal preparations to assure safety.  
 
Keywords: Anti Diabetic Herbal Medicines, Diabetes mellitus, Escherichia coli, Pseudomonas aeruginosa, 
Staphylococcus aereus, Aspergillus sps.  
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INTRODUCTION 
 
Diabetes mellitus (DM) is a metabolic disorder of multiple causes characterized by chronic hyperglycemia with 
disturbances of carbohydrate, fat and protein metabolism resulting from defects in insulin secretion, insulin action, 
or both. The effects of diabetes mellitus include long–term damage, dysfunction, and failure of various organs (WHO 
1999). Diabetes mellitus is divided into three main types (American Diabetes Association 2019).Diabetes is a non 
communicable heterogeneous group of disorder and affects approximately 200 million individuals globally (Wild 
2000). The International Diabetes Federation, in the year 2015 estimated that about 415 million of the word populace 
is suffering from diabetes and predicted an increase to 642 million in the year 2040. Therefore, the need to develop 
effective treatment methods that are safe for diabetes treatment is a necessity (Neeta et al 2017). It is estimated that 
approximately 80% of the population in developing countries uses traditional herbal medicines as part of their 
primary health care.(Umair 2017)The majority of the populations, both from developed and developing countries, 
use herbal preparations for primary healthcare purposes (Vaikosen 2017). The use of herbal preparations is mainly 
through self-medication and they are available as medicinal preparations, nutraceuticals and cosmetics (Keter 2016). 
Herbal medicine are nothing but the formulations used for treatment of different diseases. They are sold as tablets, 
capsules, powders, teas, extracts, and fresh or dried plants. People use herbal medicines to try to maintain or 
improve their health.The safety of herbal preparations is still a concern due to contamination by pathogenic 
microbes, toxic heavy metals and non-metals, agrochemical residues, mycotoxins and endotoxins. The contaminants 
in herbal preparations turn to be carried along from soil where the medicinal plants were grown. The 
microorganisms adhere to leaves, stems, flowers, seeds, and roots of the medicinal plants used to prepare the herbal 
product. Sources of Contaminations in Herbal Products The practices of most ethnic herbal medicine include the use 
crude or raw herbs that are collected from the wild or from cultivated fields and their prepared or ready-made 
products. Toxic contaminants may come from the processes like storage, transit, growth condition, unhygienic use of 
medicines by patients. The manufacturing processes when the ready-made medicinal products are produced. 
 
MATERIALS AND METHODS 
 
Study area and sample collection A total of 13 different antidiabetic herbal medicines were purchased randomly 
from the retail herbal manufactures in and around Thiruvarur district, Tamilnadu, India. Unregistered herbal drugs 
commonly used for the treatment diabetes mellitus were purchased. These anti-diabetic herbal drugs were selected 
based on the manufacturer’s reputation and popularity among the general public.  
 
Determination of pH (Munro 1970) 
 The pH of different herbal preparations were determined by using pH meter. For pH determination, sample 
solution was prepared by dissolving 12.5g in 100ml sterile distilled water with soaking to obtain homogeneous 
solution. The present the data was performed as the average of triplicates.  
 
Limit Tests for Acid Radical Impurities 
Limit Test for Chlorides (Kar 2005) 
1 ml of herbal preparation was added 10 ml of diluted nitric acid and the solution was diluted to 50 ml with distilled 
water. 1 ml of silver nitrate solution (5% w/v) was added and the solution stirred immediately with the glass rod. 
The solution was allowed to stand for 5 minutes and thereafter the opalescence was observed. Simultaneously, the 
same procedure was carried out using 0.05845% w/v solution of sodium chloride as the standard solution. If 
opalescence produced in sample solution was less than the standard solution, the sample was considered to have 
passed the limit test of chlorides. 
 
Limit Test for Sulphates (Ahmed et al 2017) 
Two millilitres of dilute hydrochloric acid was added to 1 ml of herbal preparation and the solution diluted to 45 ml 
with distilled water. Five millilitres of barium sulphate reagent was added and the solution was allowed to stand for 
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5 minutes and thereafter the turbidity was observed. Simultaneously, the same procedure was carried out using 
0.1089% w/v solution of potassium sulphates as the standard solution. If turbidity produced in sample solution was 
less than the standard solution, the sample was considered to have passed the limit test of sulphates.  
 
Isolation of Microorganisms 
The Antidiabetic Herbal Preparations were taken and subject to serial dilution followed by spread plate method. 
 
Gram’s  Staining (Han’s Christian Gram, 1884)  
The colonies were subjected to Gram’s staining in order to identify them morphology and gram’s staining reaction of 
bacteria. A thin smear was prepared on a clean slide using the isolated individual colony. The smear was heat fixed 
and cooled. The dried smear was then flooded with the primary stain, Crystal Violet and allowed to stand for one 
minute. Then it was washed with water and flooded with gram iodine and allowed with 95% ethanol for few second 
and washed gently with running tap water. Afterwards the slide was flooded with a counter stain Safranin for one 
minute. After drying the stained smear was observed under microscope. 
 
Motility Test (Bailey and Scott, 1966)  
A drop of culture is placed on a concave slide that is encircled with petroleum jelly. The coverslip and drop are then 
inverted over the well of a depression slide. The drop hangs from the coverslip, and the petroleum jelly forms a seal 
that prevents evaporation. Then the slide was observed under the microscope. 
 
Biochemical Characteristics (Cappuccino and Shermann, 1998) 
Indole Test 
 Sterile tryptophan broth tubes were inoculated with test organisms and incubated at 37°C for 48 hours. After 
incubation 0.5 ml of Kovac's reagent was added to the test tube examined the colour change of cherry red colour 
positive test while no such colour formation indicates negative test.  
 
MR-VP Test  
MR-VP broth was inoculated with test organisms and incubated tubes at 37°C for 48 hours. Incubation for VP test 0.6 
ml of Barrit's solution A and 0.2ml of solution B was added in to each test tube and mixed well. Colour change was 
observed from crimson to ruby pink indicates VP positive. For MR test methyl red reagent was added and shaken 
gently for 30 seconds. Examined the colour change, if red colour present it indicates MR positive.  
 
Citrate utilization Test  
Citrate utilization test was performed to determine the ability of the microorganisms to utilize citrate as a source of 
carbon. Simmons's citrate agar medium was prepared and sterilized then a slant was prepared in a test tube. The 
bacterial culture was inoculated by stabbing to the base and streaking on the surface of slant and it was incubated at 
37°C for 48 hours. After incubation observe the colour change. A positive test is demonstrated by growth with a color 
change from green to intense blue along the slant. A negative test is demonstrated by no growth and no color 
change, and the color of the slant remains green.  
 
Catalase Test  
Catalase test was performed to detect the ability of the organisms to produce the enzyme catalase which degrades 
hydrogen peroxide. Trypticase soy agar was prepared, sterilized and slants were made. They were inoculated at 
37°C for 24 hours. After incubation, 3% hydrogen peroxide was added to tube. Nutrient agar medium was prepared 
sterilized and poured in to the petri plates. The isolated organisms were grown on the agar surface. Then 2 or 3 
drops of para aminodi methyl alanine oxalate to the surface of the inoculated plates. Formation of purple indicates 
positive where no colour change indicates a negative result. 
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Urease Test 
 5ml of prepared urea agar base transferred into each test tube and sterilized by using autoclaving at 121°C for 5 
minutes. Slant was made and each tube was inoculated with different bacterial culture. Later, it incubated at 37°C for 
24 hours observed the colour change.  
 
Triple Sugar iron Test  
The TSI Agar slope was prepared and a loop full of colony was streaked on TSI Agar slope surface in the butt 
portion, incubated at 37°C for 24 hours colour change of the slant and butt or both indicates the sugar utilization.  
 
Isolation of Fungi  
About 1 ml of antidiabetic herbal sample were serially diluted up to 10⁻¹- 10⁻⁷dilution, from that 10⁻³-10⁻⁵ appropriate 
diluted sample was plated to Potato dextrose agar (PDA). Then plates were incubated at 37°C for 3 days. Observe the 
fungi under the microscope.  
 
Identification of Fungi Wet mount Technique (During 1976)  
A drop of lactophenol cotton blue place on clean glass slide using sterilized needle and a small fungus with spore 
bearing structure mix with the stain by using needle, and place a cover slip over the slide. Then examine under the 
microscope. The pure culture of fungal species was maintained in potato dextrose agar slants stored for future 
purpose. Identification was compared with standard lab manuals.  
 
Lactophenol Cotton Blue Staining  
Filamentous fungi and spores did not observe gram stain. The lactophenol cotton blue (LPCB) mounting used to 
study the fungal culture. The filamentous spores were stained and appeared as blue. 
 
Microbial Enumeration  
Determination of Staphylococcus aureus (Adenike et al 2007) 
10 mg of the sample was added into Tryptic soy broth and incubated at 37°C for 24 hours. The sample was then 
streaked on Vogel- Johnson agar and incubated at 37°C for 24 hours. A single colony on each plate was then 
restreaked on Mannitol salt agar and incubated at 37°C for 24 hours. After the incubation, the colonial morphology 
was observed.  
 
Determination of Escherichia coli (Waterman 1973) 
Suspended 10 gm of the specimen in lactose broth or any other broth, which has no antibacterial effect to make 
100ml (may adjust PH at 7). It is called pretreatment sample, incubate 100ml of pretreatment material at 30-37°C for 
2- 5 hrs. Transfer amount of above homogenized pretreatment material containing 1gm or 1ml of the material being 
examined to 100ml of MacConkey broth and incubate at 43-45°C for 18-24hrs. Prepared subculture on a plate with 
MacConkey agar and incubate at 43-45°C for 18-24hrs. The growth of red non-mucoid colonies of Gram’s negative 
rods were surrounded by reddish zone of precipitation shows that there is possibility of presence of Escherichia coli. 
 
Determination of Pseudomonas aeruginosa (Van Doorne 1979)  
The diluted sample was streaked onto Cetrimide agar plate. After the incubation at 37°C for 24 hours, the green 
colonies were tested for oxidase reaction and sub cultured into Triple sugar iron medium allowed the microbe to 
grow and the growth of bacteria and the reaction results were observed. Total Aerobic Bacterial count and Total 
Coliforms (Feng et al., 2002) Total aerobic bacterial count was performed to assess the quality and shelf life of the 
herbal formulation. 25g of each sample was homogenized in 225mL of sterile saline water. After that, 0.1ml from 
twofold diluted samples was spread on a petri dish containing Trypticsoy agar and incubated at 35°C for total 
aerobic bacterial count (Maturin 2001). Assess the hygiene of the formulations, total coliform count was performed 
by spreading 0.1 ml of the sample (as used for total aerobic count) on MacConkey agar, EMB agar, Blood agar, 
Chocolate agar and was incubated at 42°C for 24 hours (Feng 2002).  
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Disk Diffusion Method for Antibiotic Susceptibility Test  
Preparation of 0.5 McFarland Standards (Dalynn Biologicals 2014)  
A 0.5 McFarland standard was prepared by adding 0.05 ml of BaCl2.2H2 O (1.175% w/v) to 9.95 ml of H2SO4 (1% 
v/v) with constant stirring. The absorbance of prepared 0.5 McFarland standards was measured at 625 nm to verify 
the correct turbidity. The McFarland standard was tightly sealed in the test tube and stored in the dark at room 
temperature. The McFarland standard was vigorously agitated with the vortex mixer before use.  
 
Kirby-Bauer Test Procedure (Wootton 2013)  
Using a sterile inoculating loop, two isolated colonies of the organism tested was suspended in 2 ml of a sterile 
saline. The saline tube was vortexed to create a smooth microbial suspension and this suspension was compared 
with 0.5 McFarland standards and adjusted by adding more microorganisms or adding more sterile saline until both 
0.5 McFarland standard and microbial suspension had the same turbidity. The plates of Mueller-Hinton agar (MHA) 
were inoculated by dipping the sterile swabs into the inoculum and streaking the swabs over the surface of MHA 
three times while rotating the plate through a 60°C angle after each application. The inoculum was left to dry for five 
minutes at room.  
 
Sample Preparation and Heavy Metal analysis  
Heavy metal was analysed in an element of specific hollow cathode lamp was selected and mounted on AAS (Elico 
618, Biominin Laboratories, STET Women’s college (Autonomous) Sundarakkottai). The flame was starts and the 
instrument was set at zero by using blank solution. Accurately, 25g of herbal preparation was transferred into silica 
crucible and kept in a muffle furnace for ash at 700°C for 1 hour. The sample was cooled down to room temperature 
and the heating process was repeated for three times. The ash was dissolved by adding 5-10 ml of concentrated HCl 
and finally, the sample was prepared for heavy metal analysis by filtering through Whatman filter paper.  For heavy 
metal analysis, the samples were aspirated through nebulizer and measure the absorbance against a blank as a 
reference. Specific hollow cathode lamps were analysed copper (wavelength 324.8 nm), Manganese (wavelength 
297.5 nm), Lead (wavelength 283.3 nm), Zinc (wavelength 213.9). Before analysis, the sample was diluted to 
appropriate factor according to the detection limit of the Atomic Absorption Spectrophotometer. Calibration curve 
was obtained using referent standard and all the measurements were run in triplicate for the samples and standards 
solutions. 
 
Qualitative Fungi Counts (WHO 2011)  
Fungi were isolated by using potato dextrose agar (PDA) after incubation at 30°C for 5 days. At the end of 5 days 
incubation, the fungal growth was observed under microscope (WHO, 2011). The present study was evaluated that 
the heavy metal and microbial contamination of Antidiabetic Herbal Medicine.  The majority of the populations, both 
from developed and developing countries, uses herbal preparations for primary healthcare purposes. A total of 
thirteen herbal preparations were randomly purchased from the different areas of Thiruvarur district, Tamil Nadu, 
India at market price and were subjected to toxic heavy metals and microbial load analysis. 
 
Measurement of pH  
The pH analysis were performed for antidiabetic herbal medicine namely ADHM 1-13. The pH ranges of the sample 
5.3±0.01, 5.8±0.02, 4.7±0.01, - 5.9±0.04, - 6.7±0.02, -4.9±0.03, 3.6±0.06, 5.39±8, 6.9±0.03, 3.9±0.06, 5.3±0.04, 4.7±0.09, 
6.1±0.04 were recorded respectively. 
 
Limit Tests for Radical Impurities 
 All the samples have passed the limits test for chlorides and sulphates except 5 samples (ADHM-2, ADHM- 5, 
ADHM-6, ADHM-9, ADHM-13) which failed the limit test for sulphates. 
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Isolation of Microorganism  
Nutrient agar and Potato dextrose agar were prepared. Then ADHM samples were inoculated into agar plates. The 
bacterial colonies were identified by Gram staining and Biochemical tests where as fungi identified by Lactophenol 
cotton blue mounting technique.  
 
Morphological Characteristics of Isolated Organisam 
Gram positive, spherical, non motile and non sporingcocci, approximately 1µm in diameter, arranged 
characteristically grape like cluster showing positive results for MR and Citrate test with alkaline and acid butt 
formation on TSI agar identified as S.aureus. Gram negative and rod shaped motile organisms showed results for 
Indole, MR and Catalase test alkaline salt and butt formation on TSI agar identified as E.coli with all above results 
obtained this organism were confirmed according to Bergey’s manual of systematic bacteriology. Gram negative, 
non sporing bacilli, motile approximately 1.5-3µm in diameter showed the positive results for Catalase, Oxidase and 
Citrate test and circular shape of formation on Triple sugar iron agar was identified as P. aeruginosa. 
 
Identification of Fungi   
From the Potato dextrose agar medium, the organism produced mature colonies with 2 to 6 days. The growth was 
initially as a yellow colony that soon developed into a black , dotted surface as conidia were produced with age 
colony become set black powdery where as the reverse remind butt or cream color. Microscopically this organism 
exhibited septate hyphae, long conidiophores that support spherical vesicles that had given rise to large metulae and 
smaller phialides from which long chains of brown rough walled conidia were observed. Hence the organism was 
identified as Aspergillus niger. 
 
Pathogen Determination 
Among 13 Antidiabetic herbal medicines were tested, ADHM-10, 5 and 3 had the highest level of contamination of 
P.aeruginosa followed by the presence of E.coli in ADHM-10 and 12. Remaining all the samples were showed the 
presence of pathogen. In the level of contamination of P.aeruginosa in ADHM 1- 6 × 10², ADHM 2 - 12 × 10², ADHM 3 
- 13 × 10², ADHM 4- 7 × 10², ADHM 5- 15 × 10², ADHM 6- 7 × 10² , ADHM 7-5 × 10² , ADHM 8- 11 × 10² , ADHM 9- 9 × 
10² , ADHM 10- 16 × 10², ADHM 11- 8 × 10² , ADHM 12- 3 × 10², ADHM-13- 4 × 10².  Followed by the level of 
contamination of E.coliin ADHM 1- 5 × 10, ADHM 2 – Nil, ADHM 3 - 3 × 10, ADHM 4-2 × 10, ADHM 5-2 × 10 , 
ADHM 6- Nil, ADHM 7-4 × 10, ADHM 8-1 × 10, ADHM 9- Nil, ADHM 10- 7 × 10, ADHM 11-3 × 10, ADHM 12- 6 × 
10, ADHM-13- 4 × 10. (Table 1) 
 
Total Aerobic Bacterial Count and Total Coliform Count  
Total Aerobic Bacterial Count and Total coliform count was performed to assess the quality and shelf life of herbal 
formulation. A highest colony was counted in ADHM-11. In ADHM 9, 6, 5 were showed the highest Total aerobic 
Bacterial count, such us 6.0 x 10⁻⁴/g, 5.6 x 10⁻⁴/g, 5.0 x 10⁻⁴/g respectively. (Table 2) 
 
Antibiotic Susceptibility Test  
Based on the level of frequency determination of pathogen namely, P.aeruginosa and E.coli was subjected to 
Antibiotic susceptibility test. Antibiotic Disk namely Ampicillin, Streptomycin and Tetracyclin were used. Zone of 
inhibition was measured for P.aeruginosa and E.coli. For Ampicillin, P.aeruginosa was showed zone of inhibition as 
24±2.02 Next to Streptomycin, was showed zone of inhibition 17.0±0.23 followed by Tetracyclin, was showed zone of 
inhibition 18.0±6.37. E.coli was showed zone of inhibition as 15.6±2.06 against Ampicillin. Streptomycin and 
Tetracyclin was showed zone of inhibition 15±5.26 and 16.4±2.62.Altogether antibiotics tested was Ampicillin 
showed the effective susceptibility of P.aeruginosaisolated from the samples namely ADHM-6 and ADHM-9.  
 
Heavy Metal Contents  
The heavy metal contents were analyzed for antidiabetic herbal medicine using Atomic Absorption Spectrometer.In 
the ADHM 13 showed the highest level of Zinc was 54.5 ppm than the permissible limit of WHO and US FDA. 
Permissible limit of Copper was 20.00 ppm, 20.00 ppm and 150.00 ppm of the regulatory bodies. Among the 
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Antidiabetic Herbal Medicine tested, ADHM 4 the level of copper was 15.7 ppm exceeded permissible limits. One 
third of the total ADHMs (ADHM-4, ADHM-6, ADHM-8 and ADHM-13) failed to comply with the safety limit of 
Lead 10.00 ppm, 10.00 ppm and 20.00 ppm. Altogether tested remaining samples were showed below detection level 
of heavy metals ADHM- 2, ADHM-5, ADHM-8, ADHM-11. Some of the identified metals (Zn, Cu, Mn and Pb) have 
important biological role in the body. (Table 3) 
 
SUMMARY AND CONCLUSION  
 
At present, broad popularity of Herbal products has increased few folds worldwide because, they are easy to 
purchase in street markets. It is estimated that 80% population of the developing world depends on herbal 
preparations as their primary healthcare. The aim of the current study was to evaluate microbial contamination and 
heavy metals in commercial antidiabetic herbal medicines in terms of measurement of pH, limit test for radical 
impurities, microbial load and pathogenic bacteria in thirteen antidiabetic herbal Medicines (ADHMs) collected in 
and around from Thiruvarur district, Tamilnadu, India. All the thirteen ADHMs had been found contaminated with 
different pathogenic bacteria and fungi namely Escherichia coli, Pseudomonas aeruginosa, Staphylococcus 
auerusandAspergillussps. According to the heavy metals evaluation of Pb was the highest metals present in all herbal 
medicine followed by Zn, Cu and Mn. The heavy metal content was analyzed by using Atomic Absorption 
Spectrophotometer (Zn, Cu, Mn and Pb). Microbial contaminants in these commercial herbal preparations pose a 
potential risk for human health and care should be taken in every step involved in the preparation of these herbal 
preparations to assure safety. The heavy metal content particularly Lead in all ADHM samples was alarming as 
almost all of them failed to comply with safety limit. The study is reflect the actual situation of the herbal medicine in 
Thiruvarur district and will raise the herbal contamination issue with the concerned authorities. The results of this 
study will come up with recommendations and advice to the concerned authorities to take the necessary corrective 
actions. 
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Table 1: Pathogen determination of ADHMs 

Sample Pseudomonas aeruginosa 
(10³ /gm) 

Escherichia coli 
(10 ¹/gm) 

ADHM-1 6 × 10² 5 × 10 
ADHM-2 12 × 10² - 
ADHM-3 13 × 10² 3 × 10 
ADHM-4 7 × 10² 2 × 10 
ADHM-5 15 × 10² 2 × 10 
ADHM-6 7 × 10² - 
ADHM-7 5 × 10² 4 × 10 
ADHM-8 11 × 10² 1 × 10 
ADHM-9 9 × 10² - 

ADHM-10 16 × 10² 7 × 10 
ADHM-11 8 × 10² 3 × 10 
ADHM-12 3 × 10² 6 × 10 
ADHM-13 4 × 10² 4 × 10 

 
Table 2: Total Aerobic Bacterial Count And Total Coliforms Count 

SAMPLES Total aerobic Microbial Count 
ADHM-1 2.7×10⁻⁴ 
ADHM-2 1.49×10⁻⁴ 
ADHM-3 4.8×10⁻⁴ 
ADHM-4 4.04×10⁻⁴ 
ADHM-5 5.0×10⁻⁴ 
ADHM-6 5.6×10⁻⁴ 
ADHM-7 4.9×10⁻⁴ 
ADHM-8 3.6×10⁻⁴ 
ADHM-9 6.0×10⁻⁴ 
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ADHM-10 3.7×10⁻⁴ 
ADHM-11 2.6×10⁻⁴ 
ADHM-12 5.1×10⁻⁴ 
ADHM-13 3.6×10⁻⁴ 

 
Table 3: Heavy Metal Analysis In Antidiabetic Herbal Medicine 

Sample 
Zn 

(ppm) 
Cu 

(ppm) 
Mn 

(ppm) 
Pb 

(ppm)  
ADHM-1 55.38 25.38 6.5 16.3⁺  
ADHM-2 BDL BDL 9.0 BDL 

 
ADHM-3 58.0 30.7 6.63 27.11* 

 
ADHM-4 61.5 23.5 7.75 61.3^* 

 
      ADHM-5 BDL BDL 10.7 BDL  

ADHM-6 53.75 21.5 8.5 53.3^* 
 

ADHM-7 64.9 34.7 3 33.75^*  
ADHM-8 BDL BDL 39.5 BDL  
ADHM-9 62.88 38.88 6.88 43.88 

 
ADHM-I0 77.2 27.25 8.5 29.88^*  
ADHM-11 BDL BDL 21.8 BDL 

 
ADHM-12 53.8 24.25 4.63 29.38*^  
ADHM-13 60.5 19.13 6 54.50*^⁺ 

 
BDL- Below detection level; +exceed WHO and US FDA permission limit; *exceed HAS  Singapore permission limit; 
^exceed Chines Pharmacopeia permission limit. 
 

 
Fig.1 : pH of Antidiabetic Herbal Medicine 
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\ 
Epilepsy is a chronic neurological disorder that is characterized by episodes of seizure. Levetiracetam 
(LEV) is a newer second-generation antiepileptic drug considered relatively safe compared with other 
antiepileptic drugs with multiple mechanism of action. Cutaneous side effects due to levetiracetam are 
rarely reported in the literature. Apart from levetiracetam inducing hyperpigmentation, on regular 
exposure of levetiracetam, we report a case of cutaneous reaction in young male patient who has 
prescribed with tablet LEV 500mg for epilepsy and the patient was shown skin reaction and treated early 
with a good outcome. Till date, there are only few cases reported involving skin reactions with LEV, our 
case is a LEV induced macula papular rash which is promptly diagnosed and successful treated in 
Tertiary care hospital. 
 
Keywords:  levetiracetam, maculopapular rashes, seizures, epilepsy. 
 

INTRODUCTION 

Levetiracetam is a newer second generation of anticonvulsant drug used in the treatment of Refractory partial 
seizures with or without secondary generalized seizures. It was introduced to the market in the year 2000. 
Premarketing clinical trials of the drug shows good tolerability with a wide safety margin. The FDA approved drug 
therapy recommended doses for adult is 500mg, Pediatric dose is 20mg given as oral Formulation(age ≥ 1 month) 
and for intravenous use (age ≥ 16) [1]. The mechanism of antiepileptic drugs is not clearly defined. Most relevant 
mechanism of action is modulation of synaptic Neuro transmitter release through binding to the synaptic vesicles 
protein SV2A in the brain(2). The Pharmacokinetic parameters of levetiracetam shows that it is absorbed very 
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rapidly, its bioavailability is 96% peak plasma drug concentration which is achieved 1hr for oral administration and 
5 to 15 min for  IV administration (3). It shows <10% Protein bound. The main metabolic pathway is the enzymatic 
hydrolysis of the acetamide  group. Metabolites have no pharmacological activity and are renally excreted (4). 
Approximately 34% of a levetiracetam dose is metabolised and 66% is excreted in urine unmetabolized, however, the 
metabolism is not hepatic but occurs primarily in blood by hydrolysis. As clearance is renal in nature it is directly 
dependent on creatinine clearance (6).LEV does not influence the plasma concentration of existing AEDs (phenytoin, 
carbamazepine, valproic acid, phenobarbital, lamotrigine, gabapentin, and primidone), and these AEDs do not 
influence the pharmacokinetics of LEV. The reported adverse drug reactions of LEV are somnolence, asthenia, 
coordination difficulties, and behavioural abnormalities. Psychosis has been reported infrequently with LEV with a 
reported frequency of <1%.Cutaneous side effects are rare, but drug rash with eosinophilia and systemic symptoms, 
reticulate drug rash, psoriasis from drug eruptions, urticarial vasculitis, angioedema, acute generalized 
exanthematous pustulosis, toxic epidermal necrolysis, and erythema multiforme have been reported (7).Our patient 
had maculopapular rash without systemic involvement, and he responded to Antihistamine drug therapy and 
showed complete healing by 2 weeks after drug discontinuation. Second-generation antiepileptic such as LEV has 
less potential for developing cutaneous side effects. Therefore, it is commonly prescribed as substitute antiepileptic 
in many cases of antiepileptic-related cutaneous ADR. Dermatologists should be aware of this rare cutaneous side 
effect of LEV for the prompt and early diagnosis 
Case presentation  
A 22-year-old patient was admitted to the ICU male department with chief complaints of cerebral palsy with 
developmental delay, high grade fever since 1month,patient had an history of face GTCs involving involuntary 
muscles ,post ictal confusion and skin rash -95days (drug induced).On physical examination patient is conscious  and 
corporate, Blood pressure - 100/60mmHg,Pulse rate-90/min, CNS-no neck stiffness ,CVS- S1,S2(Positive),RS -BAE 
(positive),Hairs and nails are normal, and scaling of skin were observed whole body Laboratory finding of colour 
Doppler test  reported multiple enlarged B/L cervical lymph nodes noted and increased central vascularity , 
Ultrasound scan of abdomen shows B/L grade 2 RPC,mild splenomegaly, mild ascites ,urine examination reported 
significant bacteria culture,other  laboratory findings are ALB-1.6g/dl(3.4-5.4g/dl),ALP-339IU/L(44-147IU/L),TSB-
4.94mg/dl(0.1-1.2mg/dl)based on this evaluation the patient was diagnosed with AFI with cervical lymphadenopathy 
with skin rash( drug induced ). The  history of the patient  shows scaling allover the body. 15 days before the patient 
had history offever and seizures 25 days back. Patient was treated with inj. Antibiotics and midazolam,after 15 days 
patient was afebrile and developed seizures for which patient was given Tabletlevetiracetam500mg, 3 days later 
patient developed papuleserythema, exfoliation all over the body. The patient also diagnosed in Dermatology DVL , 
on examinationthe patient showed diffused exfoliation all over the body as shown in the figure 1,2, 3. So, the patient 
was diagnosed with Maculo papular rash secondary to tablet Levetiracetam. Treatment  for this skin rash was to stop 
use of Tablet levetiracetam, consider alternative AED, Antihistamine like tab.CPM-4mg/OD/HS, liquid paraffin other 
drugs IV  fluids,injectionparacetamol-1gm/iv/BD, Injection  Cefodoxmine Proxetil.  
 
DISCUSSION  
Levetiracetam (LEV) is a novel antiepileptic drug (AED) which was discovered in early 1980s and soon, in 1999 FDA 
approved LEV for the management of partial onset seizure. In India, LEV tablet was approved in April 2005. (8) LEV 
is a novel second‑generation antiepileptic drug. It is chemically unrelated to other antiepileptic drugs and is the 
α‑ethyl analogy of the nootropic agent piracetam. (9) It acts by binding to synaptic vesicle protein 2A and thereby 
modulation of one or more of its actions, ultimately affecting neural excitability. (10) In this case diagnosis of 
levetiracetam induced macluopapular rash is done when the patient developed papules, erythema and exfoliation all 
over the body, 3 days after the administration of levetiracetam as shown in the figure (1, 2, and 3).  The patient had 
an episode of seizure along with fever 25 days before the administration of levetiracetam to which the physician 
prescribed antibiotics and inj.midazoam,15 days later the patient had another episode of seizure without fever to 
which another physician prescribed levetiracetam which relieved the patient with seizures but 3 days later the 
patient developed papules erythema and exfoliation present all over the back ,to relive the patient from the rashes 
physician advised to stop taking levetiracetam and advised to apply Liquid paraffin regularly on the rash spots , 
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Paracetamol and Monocef which led to hyperpigmentation of skin where the rashes appeared. Based on these 
reasons colour doppler test was performed which showed enlarged B/L cervical lymph nodes noted with increased 
central vascularity. Patient was then referred to dermatology on examination, diffused exfoliation was present all 
over the body to treat this the physician advised to stop tablet levetiracetam and consider alternative AED, Injpcm, 
inj nor- adrenalinT.cpm, inj.monocef and hourly BP monitoring was prescribed by the physician. Skin exfoliation 
was present for a few days then the physician prescribed liqparaffn to apply on the skin. The rashes were reduced 
due to the drugs and liquid paraffin but the place where rashes were present hyperpigmentation had been 
developed.  
 
CONCLUSION 
 
Levetiracetam is most recommended antiepileptic drug, but in rare cases it shows its adverse drug reactions like 
hypersensitivity reactions like cutaneous skin rashes eg: maculopapular skin rashes, so prescriber has to stop the 
drug and go for  other alternative therapy to the patient. Dermatologists should be aware of this rare cutaneous side 
effect of LEV for the prompt and early diagnosis 
 
ABREVATIONS 
LEV-levitriacetam, FDA-food drug administratin,SVA2-synaptic vesicles protein ,AEDs-Antiepileptic drug therapy, 
GTCs-Generalizes tonic chlonic seizures, CNS-Central nervous system, CVS-Cardiovascular system, RS-Respiratory 
sysem, BAE-Bilateral air entry, RPC-Recurrent pyogenic cholangitis, ALB-Albumin, ALP-Alkaline phosphate, TSB-
Total serum bilirubin, AFI-Acute febrile illness, DVL-Department Dermatology venereology and leprosy. 
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Fig.1: Describes Diffused Exfoliation on the Skin Fig. 2: Diffused Exfoliation on the Skin 
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Scoliosis is a spinal condition that is quite prevalent worldwide, especially among adolescents, with a 
prevalence ranging from 0.47% to 5.2%. This complex deformity affects the spine in three dimensions, 
resulting in frontal curves, fixed vertebral rotations, and a flattening of the sagittal physiological curves. 
It can cause problems in range, including asymmetry of the body, imbalance in the muscles, reduced 
flexibility, back pain, and negative impacts on psychological health and quality of life. A curvature in the 
spine can occur at any level of the spine and is classified as thoracic, thoracolumbar, or lumbar scoliosis, 
depending on the vertebrae affected.To review the effectiveness of the physiotherapy approach to reduce 
pain and spinal deformity in postural scoliosis among IT professionals.PubMed, Google Scholar, Pedro, 
Sci-Hub, and Cochrane from these databases articles were searched using the keywords. 25 articles were 
collected from the past thirteen years.Articles stated that the application of the physiotherapy approach is 
found to be an effective treatment in postural scoliosis among IT professionals.The literature review 
analyzed the effect of the physiotherapy approach on scoliosis among IT professionals. The wide range of 
reviews was used to conclude that physiotherapy exercises and thermotherapy are found to be a choice 
of treatment for postural scoliosis among IT workers. 
 
Keywords: Scoliosis, Postural deformity, physical therapy, Cob’s angle, Exercises 
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INTRODUCTION 
 
When the spine deviates from a neutral position, it can indicate poor posture. Prepubertal children who exhibit trunk 
symmetry and poor posture may be at risk of developing scoliosis, which is marked by uneven shoulders, spinal 
curvature, and uneven hips. Scoliosis can also be identified by the asymmetry in the activity of the paraspinal 
muscles [1]. It is a three-dimensional deformity of the spine that has no known cause. It involves a sideways 
deviation in the frontal plane, horizontal rotation, and an abnormal curvature in the sagittal curve reaches 50 
degrees, it is typically recommended to undergo surgery since such curves pose a risk of continued progression into 
adulthood [2]. Moderate scoliosis is often treated with bracing, and the effectiveness of the treatment depends on 
where the structural curves are located. Patients often find scoliosis-specific exercise to be a favorable non-surgical 
option. However, using electronic devices such as cell phones, video games, and desktop computers has become 
more prevalent in daily life, promoting sedentary behavior linked to various health issues such as cardiovascular 
disorders, hypertension, diabetes, and musculoskeletal disorders [3[. The growth spurt phase during childhood and 
adolescence, also known as rapid growth in adolescents, may lead to postural changes such as scoliosis, which could 
result in uncomfortable positions for students [4]. 
 
Scoliosis is diagnosed by a standing anteroposterior radiograph that shows a Cobb angle greater than 10°. The 
prevalence of scoliosis worldwide ranges from 0.93% to 12% in the general population. This progressive disease 
impacts spinal alignment, trunk mobility, and symmetry, ultimately reducing the quality of life and potentially 
causing respiratory problems. Additionally, severe cases of scoliosis have been linked to psychological disturbances 
[5]. Scoliosis can be classified as functional or structural depending on whether the curve is fixed during bending. 
Functional scoliosis is a temporary curvature in the spine without rotation of the vertebrae. On the other hand, 
structural scoliosis is a multifactorial disorder caused by a loss of flexibility in one or more segments of the curved 
spinal column [6]. Adolescents with mild idiopathic scoliosis have a 10-15% risk of their curve worsening, which is 
believed to be related to biomechanical and morphological changes in the trunk segment and the effects of improper 
mechanical forces [7]. 
 
The most common conservative treatment for patients with growth potential whose cobb angle is greater than 250 is 
bracing. Bracing applies an external pushing force to the trunk to straighten it and rotate the rib cage. The success of 
brace treatment is impacted by factors such as skeletal maturity, curve magnitude, in-brace correction, flexibility, and 
compliance with brace wearing [8]. However, bracing can be stressful for patients, cause a flatter back, and reduce 
the quality of life. Wearing braces for scoliosis during adulthood can lead to poor compliance due to discomfort, 
which may result in the development of various problems such as back pain, breathing dysfunction, contractures, 
and progressive deformity if scoliosis exceeds certain thresholds [9]. 
 
To address impairments and consequent disabilities, exercise can help. The study will involve outpatient 
physiotherapy with scoliosis-specific exercises, supervised by therapists for 30-minute sessions, 5 times per week for 
4 weeks. After that, the subjects will continue the exercise regimen at home for another 4 weeks, under the 
supervision of their parents. The program includes autocorrection in three dimensions, stabilization of corrected 
posture, training for daily activities, and education [10]. physiotherapy scoliosis-specific exercises are given It's based 
on Schroth's work and a scientific approach to scoliosis exercise. Three-dimensional active correction involves fixing 
the curvature in the coronal, horizontal, and sagittal planes simultaneously11. 
 
METHODOLOGY  
 
PubMed, Google Scholar, Medline, and Pedro were utilized to conduct a comprehensive literature search. It consists 
of keywords: postural scoliosis, physical therapy, IT professionals, and manipulative therapy. Thorough screening of 
articles that appeared as a result of the search was done. All potentially relevant papers were identified from the title, 
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abstracts, and full-text literature were assessed. Citation and references of relevant articles were also checked to find 
out the availability of more articles. 
 
INCLUSION CRITERIA  
Articles which are included only if are: 
 Articles explaining the physiotherapy approach in postural scoliosis 
 Articles published in recent years 
 Full-text articles 
 Articles published in English 
 
EXCLUSION CRITERIA 
 Articles of past 2010 
 Articles explaining surgical interventions 
 Articles discussing other than physiotherapy approach in postural scoliosis are excluded 
 
SELECTION OF INCLUSION AND EXCLUSION CRITERIA: 
Based on inclusion and exclusion criteria, 7 articles were selected. The study design of all these 7 articles was 
systemic. Articles in the English language were selected so that proper analyses of articles can be done. English being 
the preferable and favorable language, the chances of occurrence of an error in analyses of these articles can be 
reduced. Considering articles with non-English language might have led to improper understanding, improper 
analyses, and gathering of inappropriate information. Hence, articles in English language and with proper analyses 
and appropriate interpretation, analyses of data can be done, and correct information can be stated in this review. 
Articles published between the years 2010 – 2022 were included in this review, so that scenario of physical therapy in 
postural scoliosis will be known. Articles before 2010 were excluded. Articles with full texts were selected so that 
thorough information from these articles can be gathered. Articles that did not contain any data regarding 
Participants with other symptomatic musculoskeletal diseases in the lower limbs, symptomatic central and 
peripheral nervous system diseases, diabetes mellitus, and rigid deformities in the feet were excluded since it is 
irrelevant considering the scope of this study. The scope of this study is regarding the physical therapy in postural 
scoliosis among IT professionals and hence articles containing no relevant information regarding the mentioned 
scope of the study are excluded 
 
STUDY SELECTION STRATEGY 
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RESULTS 
 

SL 
NO 

   AUTHOR YEAR STUDY 
DESIGN  

  SAMPLE                 
SIZE 

   SUMMARY 

1 Alberto Romeno et al 2022 Experimental 
study 

20 A study was conducted on subjects 
with scoliosis, in which each 
participant received a personalized 
intensive daily physical activity 
program developed by an expert 
therapist. The program was 
implemented for a period of six 
months, during which pre- and post-
intervention radiographs and motor 
functioning were examined. The study 
found that the intervention successfully 
prevented scoliosis progression in the 
group, and was effective for 
individuals with scoliosis of different 
ages and levels of severity. 

2 Athawale V et al 2021 Experimental 
study 

    1  A 23-year-old female with a history of 
adolescent idiopathic scoliosis and 
right shoulder pain was the subject of 
an experimental study aimed at 
improving her self-image and daily 
activities. The subject underwent five 
weeks of physical therapy, which 
included thermotherapy, bracing, 
strengthening, and stretching exercises, 
to prevent further deformity and 
aggravation of symptoms. Proper 
follow-up was conducted to track 
progress, and the results showed 
significant improvement in muscle 
strength, pain relief, spinal mobility, 
postural control, and a decrease in 
further complications. 

3 Xin Li et al 2020 systematic 
review 

325 A systematic study was conducted to 
compare the effectiveness of core-based 
exercise to other nonsurgical 
interventions in people with scoliosis. 
The exercise group who performed 
core-based strengthening exercises had 
significantly lower Cobb angles and 
significantly better quality of life as 
measured by the Scoliosis Research 
Society-22 questionnaire than the 
control groups. 
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4 Yunli Fan et al 2020 Systematic 
review 

494 A systematic study is conducted in 
which Two randomized controlled 
trials and two clinical controlled trials 
suggested that reducing cobb angle by 
more than 5 degrees scoliosis-specific 
exercise alone and with bracing or 
traditional exercise had clinical 
significance. 

5 ShkurtaRrecaj-Malaj 
et al 

2020 Prospective 
research 

69 During 24 weeks, patients in both the 
brace-wearing and non-brace-wearing 
groups participated in 2 periods of 2-
week treatment regimens consisting of 
daily 60-minute exercises from the 
Schroth and Pilates methods. Each 
treatment period was followed by a 10-
week home program treatment. The 
patients' Cobb angle (x-rays) and ATR 
(scoliometer) were evaluated before 
treatment, at 12 weeks, and 24 weeks 
and significant improvements were 
observed in both groups. 

6 Jin Young Ko et al 2018 Prospective 
study 

25 To investigate the correlation between 
unilateral postural instability and 
paraspinal muscle weakness based on 
curve patterns, a prospective study was 
carried out. Surface electromyography 
(sEMG) was utilized to assess the 
muscular activation patterns of core 
muscles. The most noteworthy findings 
from the sEMG data revealed an 
increase in the activities of the 
ipsilateral 7th thoracic erector spinae 
during hand-up motion, the ipsilateral 
3rd lumbar erector spinae during leg-
up motion, and the 12th thoracic and 
3rd lumbar erector spinae during side-
bridging. By using asymmetric 
scoliosis-specific exercises to strengthen 
the paraspinal muscles on the concave 
side, the severity of scoliosis can be 
improved. 

7 Marc Marmarco et al 2017 Prospective 
study 

1 A 15-year-old female with idiopathic 
scoliosis and a 45 degrees cob angle 
underwent a prospective case study. 
She was a skeletally mature adolescent 
female (Risser 4) who received pattern-
specific scoliosis Rehabilitation (PSSR) 
and followed up for one year. As a 
result of the treatment, the patient 
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achieved a 13-degree reduction in her 
primary thoracic cobb angle, and there 
was also an improvement in posture 
and a reduction in trunk rotation. 
Specifically, there was a decrease of 
four degrees in the thoracic spine and 
five degrees in the lumbar spine. 

8 JosetteBettany-
Saltikov et al 

2017 Systematic 
review 

181 A review study was conducted to 
assess the latest evidence on treating 
spinal deformities in both adolescents 
and adults, such as scoliosis and hyper 
kyphosis. The study found that 
conservative treatment using 
physiotherapeutic scoliosis-specific 
exercises (PSSE) and rigid bracing was 
supported by level I evidence for 
treating adolescent idiopathic scoliosis 
(AIS). Currently, there is high-quality 
evidence that supports the use of PSSE, 
particularly those involving PSSR, in 
conjunction with bracing for treating 
AIS. 

9 Hans-Rudolf Weiss 
et al 

2016 Systematic 
review 

1 A systematic review study is conducted 
to evaluate the effectiveness of 
physical/postural 
reeducation/physiotherapy programs 
in growing scoliosis patients. These 
studies revealed that postural re-
education in the form of exercise 
rehabilitation programs may have a 
positive influence on scoliosis; 
however, the various programs were 
difficult to compare. There was a 
significant effect of Schroth scoliosis 
exercises in the management of AIS.  

10 Sanja Schreiber et al 2015 Randomized 
controlled 
study 

50 The objective of a randomized 
controlled trial was to assess the impact 
of Schroth exercises when combined 
with standard care on back muscle 
endurance and quality of life outcomes 
compared to standard care alone, 
among 50 AIS patients aged 10-18 years 
with curves of 10-45°, recruited from a 
scoliosis clinic. Participants were 
randomly assigned to receive standard 
care or supervised Schroth exercises in 
addition to standard care for six 
months. During the initial two weeks, 
five sessions were held to teach 
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Schrothexercises. A daily home 
program was modified under weekly 
supervised sessions. After three 
months, the back muscle endurance 
(BME) improved by 32.3 seconds in the 
Schroth group, and by 4.8 seconds in 
the controlled group. The difference 
between the two groups was 27.5 
which was statistically significant. 

 
DISCUSSION 
 
Body posture is defined as the ideal position adopted by human beings for their daily activities through their body 
structures and function to have better biomechanical efficiency with less energy expenditure. Scoliosis, which is a 
common spinal deformity worldwide, is often observed in adolescents of 0.47-5.2%. This condition can lead to 
various issues, including body asymmetry, muscle imbalance, reduced flexibility, back pain, and adverse effects on 
psychological well-being and overall quality of life. To prevent pain and deformity numerous treatments have 
emerged. Physiotherapy has been found to be the most effective treatment in scoliosis patients to reduce the 
deformity and severity of pain.After reviewing all the studies in which patients were treated with physiotherapeutic 
exercises which are done regularly with proper program period and follow up their deformity of the spine or the 
increased curve has shown lesser cob angle after the treatment.Above all articles shows the effectiveness of different 
physiotherapy exercise, thermotherapy, and other conventional therapy approaches in postural scoliosis. Among all 
of them physiotherapy approach highlights as the best treatment approach which can be given alone or with 
exercises compared to other treatment approaches. 
 
CONCLUSION 
 
The literature review analyzed the effect of the physiotherapy approach on scoliosis among IT professionals. The 
wide range of reviews was used to conclude that physiotherapy exercises and thermotherapy are found to be a 
choice of treatment for postural scoliosis among IT workers. 
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\ 
A simple, rapid and economical stability indicating RP-HPLC method has been successfully developed 
by applying for simultaneous determination of Sofosbuvir and Velpatasavir. The %RSD values obtained 
from the precision studies were also found to be less than 2, which indicate precise method. The high % 
recoveries indicate that the proposed method was highly accurate. The low values of LOD and LOQ 
indicates the high sensitivity of the proposed method. The absence of interfering peaks observed in the 
chromatogram of blank and placebo interference studies indicates specific method and degradants 
formed during stress degradation studies were also well separated and not interfere with estimation of 
the drugs by the proposed stability indicating RP-HPLC method.  
 
Keywords:  RP-HPLC, Degradation studies, Velpatasvir, Sofosbuvir and Validation. 
 

INTRODUCTION 
 
This combination is not official in any pharmacopoeia extensive literature survey results that only few analytical 
methods were reported like RP-HPLC and spectrophotometric methods for the determination of Sofosbuvir and 
Velpatasavir in alone or in combinations with the other drugs in biological fluids, bulk and pharmaceutical dosage 
forms but did not reveal any forced degradation studies for the fixed dose combination drug product of Velpanat. 
The proposed stability-indicating reversed-phase high-performance liquid chromatography method for 
simultaneous estimation of sofosbuvir and ledipasvir of bulk drug and formulation by using a RP-HPLC. 
 
 

ABSTRACT 
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DRUG PROFILES 
Sofosbuvir is used in prevention and treatment of viral infection. It is a nucleotide analog HCV NS5B polymerase 
inhibitor. It is used in a combination with Velpatasvir and is approved by USFDA. Fig. 1.1 
IUPAC name: Isopropyl (2S)-2-{[[(2R,3R,4R,5R)-5-(2,4-dioxopyrimidin-1-yl)-4-fluoro-3-hydroxy-4-methyl-
tetrahydrofuran-2yl]methoxy-phenoxy-phosphoryl]amino]propanoate. 
 
Molecular formula: C22H29FN3O9P 
Molecular weight: 529.453 g/mol 
Category: Anti-viral agent 
 
Mechanism of Action: The uridine nucleotide analog sofosbuvir is a phosphoramidate prodrug that has to be 
triphosphorylated within the cells to produce its action. The required enzymes for its activation are present in the 
human hepatic cells, therefore, it is converted to its active metabolite during the first-pass metabolism, directly at the 
desired site of action. 
Velpatasvir is a Direct-Acting Antiviral (DAA) medication used as part of combination therapy to treat chronic 
Hepatitis C, an infectious liver disease caused by infection with Hepatitis C Virus (HCV). Fig. 1.2  
 
IUPAC name: Methyl {(2S,5S)-2-(9-{2-[(2S,4S)-1-{(2R)-2-[(methoxy carbonyl)amino]-2-Phenylacetyl}-4-
(methoxymethyl)-2-pyrrolidinyl]-1H-imidazol-4-yl}-1,11-dihydroisochromeno[41,31:6,7]naphthol[1,2-d]imidazol-2-
yl)-5-methyl-1-pyrrolodinyl]-3-methyl-1-oxo-2-butanyl}carbamate. 
 
Molecular formula: C49H54N8O8 
Molecular weight: 883.019 g/mol 
Category: Anti-viral agent 
 
Mechanism of Action: Velpatasvir is used in combination therapy with other antiviral medications to treat chronic 
hepatitis C virus (HCV) infected patients with HCV genoptypes 1-6, and to treat HCV and HIV co-infected patients. 
This medication is a combination of sofosbuvir and velpatasvir and is used to treat chronic (long-lasting) hepatitis 
C, a viral infection of the liver. Chronic hepatitis C infection can cause serious liver problems such as scarring 
(cirrhosis), or liver cancer. 
 
Experimental/Methodology 
 
Preparation of solutions 
Preparation of pH- 4.5 phosphate buffer solution 
Accurately weighed 1.36gm of Potassium dihydrogen Ortho phosphate in a 1000ml of Volumetric flask add about 
900ml of milli-Q water added and degas to sonicate and finally make up the volume with water then added 1ml of 
Triethylamine then pH adjusted to 4.5 with dil. Ortho phosphoric acid solution. 
 
Preparation of mobile phase  
Mixture of pH - 4.5 Buffer and Acetonitrile in the ratio 57.74:42.26 %V/V, filtered through 0.45 μ filter under vacuum. 
 
Preparation of Diluent: 
Mixture Water and Acetonitrile in the ratio of 50 : 50 V/V, filtered through 0.45 μ filter under vacuum. 
 
Standard stock Preparation:  
Accurately Weighed and transferred 40mg of Sofosbuvir and 10mg of Velpatasvir working Standards into a 25 ml & 
25ml clean dry volumetric flasks, add 10ml of diluent, sonicated for 10 minutes and make up to the final volume 
with diluents.  
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Standard working Preparation: 
1ml from the above two stock solutions was taken into a 10ml volumetric flask and made up to 10ml (160µg/ml of 
Sofosbuvir & 40µg/ml of Velpatasvir). 
 
Sample Preparation: 
5 tablets were weighed and the average weight of each tablet was calculated, then the weight equivalent to 1 tablet 
was transferred into a 100 ml volumetric flask, 50ml of diluent was added and sonicated for 25 min, further the 
volume was made up with diluent and filtered by HPLC filters.(4000µg/ml of Sofosbuvir and 1000µg/ml of 
Velpatasvir). 
 
Sample working Preparation: 
0.4ml of filtered sample stock solution was transferred to 10ml volumetric flask and made up with diluent.(160µg/ml 
of Sofosbuvir 40µg/ml of Velpatasvir).  
 
Method Development  
To optimize chromatographic conditions, the effect of chromatographic variables such as different columns, mobile 
phase composition and flow rates were studied at constant conditions such as appropriate wavelength 268 nm, 
injection volume of 10μl and run time of about 6 minutes throughout the trials to achieve the best possible separation 
and resolution. The conditions which produce best resolution tailing factor, USP plate count were selected for the 
estimation. The resulting chromatograms were recorded and chromatographic parameters such as tailing factor, USP 
plate count and resolution were calculated. 
 
Method Validation  
System suitability studies  
The system stability test was carried out by injecting five replicate injections of 10μL of the standard solutions of SOF 
and VEL into the chromatographic system by using optimized chromatographic conditions. The system suitability 
parameters were evaluated for tailing factor, % relative standard deviation for retention time and peak areas, 
resolutions and theoretical plates were determined. 
 
Linearity of Detector Response  
The linearity of an analytical method was established by preparing a series of linearity solutions (25-150% Level) by 
diluting aliquots of 0.25, 0.5, 0.75, 1.0, 1.25 and 1.5 ml were taken from stock solution of concentration 40 µg/ml of 
Sofosbuvir and 10 µg/ml Velpatasvir and then diluted up to mark with diluent. Such that the final concentrations 
were in the range 40 - 240 µg/ml of Sofosbuvir and  10 - 60 µg/ml Velpatasvir. Volume of 10 µl of each sample was 
injected in five times for each concentration level in triplicate into the chromatographic system and the 
chromatographs were recorded. Calibration curve was constructed by plotting the peak area versus drug 
concentration. A linear relationship between peak area vs. concentration was observed in the range of study 
(concentration in µg/ml on X-axis and peak area response on Y-axis) from this calculate correlation coefficient, slope 
and intercept. 
 
Precision  
System Precision (repeatability/Intra-day precision)  
The system precision study was demonstrated by injecting 10µl solution of standard preparations six times into the 
chromatographic system and chromatograms were recorded. Calculated peak areas for Sofosbuvir and Velpatasvir 
and results were expressed as %RSD. 
 
 
 
 

Pratik Biswas et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57187 
 

   
 
 

Method Precision 
The method precision of the test method was conducted by 10µl solution of sample preparations six times into the 
chromatographic system and chromatograms were recorded. Calculated peak areas for Sofosbuvir and Velpatasvir 
and results were expressed as %RSD. 
 
Intermediate/Inter-Day Precision (Ruggedness)  
The intermediate precision of the method was carried out by injecting 10µl solution of standard preparations six 
times into the chromatographic system on different days and chromatograms were recorded. Calculated peak areas 
for Sofosbuvir and Velpatasvir and results were expressed as %RSD. 
 
Accuracy (Recovery)  
The accuracy of the method was studied by % recovery across its range by making 3 different concentrations at 50%, 
100% and 150% Levels using standard addition method where sample preparations were spiked with known 
amount of standard and then each concentration was injected triplicate into the chromatographic system and 
chromatograms were recorded. The % recoveries obtained from each Level for Sofosbuvir and Velpatasvir were 
calculated. 
 
Robustness  
The robustness of the proposed method was determined by deliberately varying the chromatographic conditions 
such as mobile phase compositions, flow rate, wavelength and column temperature. The standard solutions 
prepared as per the test method were injected triplicate into the chromatograph at variable conditions such as flow 
rate at ± 0.1ml/min, mobile organic phase composition by  ± 10%, wavelength by ± 5nm and column temperature by ± 
50C. System suitability parameters were evaluated from the obtained chromatograms. 
 
Specificity (Interference Studies)  
Specificity of the method for the interference of the blank and the placebo was conducted by injecting blank, placebo, 
standard and sample solutions in triplicate as per test method. The specificity of the proposed RP-HPLC method also 
assessed by comparing the chromatograms obtained from blank, placebo, standard and sample solutions.  
 
Forced Degradation Studies  
A stress study was conducted for the sample, Vonavir when exposed to the following stress conditions given in table 
1. All the stressed samples were suitable diluted to required concentration with diluent and injected twice into the 
RP-HPLC system by using optimized chromatographic conditions and the chromatograms were recorded and 
evaluated for the peak purity. The % of degradation of Sofosbuvir and Velpatasavir were calculated. 
 
Limit of Detection (LOD) and Quantification (LOQ) 
 
The study to establish the LOD and LOQ for Sofosbuvir and Velpatasvir was conducted. A series of vary dilute LOD 
and LOQ solutions were prepared as per the test method and injected triplicated into the HPLC system. 
Chromatograms were recorded. The LOD and LOQ were established based on Signal to Noise ratio. LOD was 
established by identifying the concentration which gives s/n ratio of about 3 where as LOQ was established by 
identifying the concentration which gives s/n ratio of about 10. 
 
Solution Stability Studies  
A study to establish the stability of standard and test solutions were conducted on bench top in initial, 12 hrs, 24 hrs 
and 48 hrs. This was achieved by preparing standard and test preparations as per the test method and injected twice 
into the chromatographic system under the optimized chromatographic conditions and chromatograms were 
recorded. The difference in % Assay was calculated for Sofosbuvir and Velpatasvir.  
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RESULTS AND DISCUSSION 
 
Optimization of the method: 
The optimization of the method development trials are summarized in table-2. The chromatogram of optimized 
chromatographic  conditions are given in figure 1.3. 
 
Validation of the Method 
System Suitability Studies  
System Suitability chromatography obtained is shown in fig-1.4 and results of the proposed method are presented in 
table-3.  The % RSD were found to be less than 2%. The theoretical plates were more than 2000 for the drugs. The 
tailing factor was found to be less than 2.0 and resolutions between adjacent peaks were found to be more than 5.0. 
 
Linearity of Detector response 
The detector response was found to be linear in the concentration range of 40 - 240 µg/ml for Sofosbuvir and 10 - 60 
µg/ml for Velpatasvir respectively.Linearity values are given in table 4.  
The calibration curves of Sofosbuvir and Velpatasavir are shown in figures 1.4& 1.5 respectively. 
 
Precision 
System Precision (Repeatability/Intra-Day precision) 
The %RSD of the peak areas for Sofosbuvir and Velpatasvir are shown in table-5. 
 
Method Precision 
The %RSD of the peak areas for Sofosbuvir and Velpatasvir are shown in table-6.  
 
Intermediate/Intra-Day Precision 
The %RSD was determined for Retention time and peak areas of Sofosbuvir and Velpatasavir are shown in table-7. 
Hence it can be calculated that the proposed RP-HPLC method was précise. 
 
Accuracy(Recovery) 
The % recoveries obtained from each concentration level for Sofosbuvir and Velpatasvir are shown in table-8 & 9.  
*mean of three determinations 
 
The mean % recovery from spiked samples was found to be in the range of 99.06 – 100.21% for Sofosbuvir and 98.9 – 
101.15 % for Velpatasvir respectively, which were within the acceptance limit.  
 
Robustness 
System suitability (Robustness) parameters from the obtained chromatograms were evaluated and are reported in 
tables 10 & 11.It was found that the system suitability parameters were within the limits at all variable conditions. 
concluding that the proposed RP-HPLC method is robust towards small variations. 
 
Specificity (Interference studies) 
The chromatograms obtained from the blank, placebo, standard and sample solutions were recorded and results of 
specificity studies are reported in table – 12. Chromatograms of blank and placebo solutions showed no peaks at the 
retention times of Sofosbuvir and Velpatasavir. So the proposed RP-HPLC method was said to be specific and free 
from interference due to excipients presents in the tablets. 
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Forced Degradation Studies 
From the forced degradation studies, a degradent was observed at retention time of 1.766 mins in Acid, 1.774 mins in 
Alkali, and 1.811 mins in Peroxide degradation studies. No significant degradent was observed under Thermal, 
Photolytic and Neutral degradarion studies were degraded below 5% without any major degradents.  
 
Limit of detection (LOD) And quantification(LOQ) 
The LOD values were found to be 0.51 µg/ml and 0.21 µg/ml for Sofosbuvir and Velpatasvir respectively and LOQ 
values to found to be 1.54 µg/ml and 0.63 µg/ml Sofosbuvir and Velpatasvir  respectively.  These low LOD and LOQ 
values indicate that the proposed RP-HPLC method is sensitive. 
 
CONCLUSION 
 
The results of this investigation reveals that a simple, rapid and economical stability indicating RP-HPLC method for 
the simultaneous determination of Sofosbuvir and Velpatasvir. The %RSD values obtained from the precision studies 
were also found to be less than 2, which indicates precise method. The high % recoveries indicate that the proposed 
method was highly accurate. The low values of LOD and LOQ indicates the high sensitivity of the proposed method. 
The absence of interfering peaks observed in the chromatogram of blank and placebo interference studies indicates 
specific method and degradants formed during stress degradation studies were also well separated and not interfere 
with estimation of the drugs by the proposed stability indicating RP-HPLC method. From this study it is concluded 
that the proposed stability indicating RP-HPLC method was found to be simple, accurate, precise, rapid and useful 
for the routine analysis of Sofosbuvir and Velpatasvir in bulk and pharmaceutical dosage forms. The obtained results 
were satisfactory as per ICH guidelines. 
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Table 1: Stress conditions for the proposed RP-HPLC method 

Type of degradation Stress condition 
Control Un degraded 

Acid degradation Refluxed with 2N HCl at 600C for 30 mins 
Alkali  degradation Refluxed with 2N NaOH at 600C for 30 mins 

Peroxide degradation Refluxed with 20% of H2O2 on heating mantle at 600C for 
30 mins 

Photolytic (UV) degradation Exposed to UV light at 241nm for about 3 days 
Thermal degradation Heated in an oven at 1050C for 6 hrs 
Neutral degradation Reflux on water bath 600C for 6 hrs 

 
Table-2.Optimized Chromatographic conditions for proposed RP-HPLC  method  

Instrument Waters 2695, High performance Liquid 
Chromatography 

Mobile phase PH 4.5 phosphate buffer : Acetonitrile 57.74:42.26 %V/V 
Flow rate 0.9833 ml/min 
Column Denali C18 150 x 4.6mm, 5. 
     Detector wave length 268nm 
Column temperature 30°C 
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Injection volume 10.0µl 
Run time 6 min 
Diluent Water : Acetonitrile (50:50) 
Mode of separation Isocratic mode 

 
Table-3.System suitability test parameters 

S.No 
Name of the 

drug Rt(min) 
USP 

Resolution USP tailing 
USP plate 

count %RSD 

1. SOF 2.204 - 1.29 5043 1 
2. VEL 2.893 5.1 1.11 6507 0.8 

 
Table-4.Linearity studies of the proposed method 

% Level of concentration 
Sofosbuvir Velpatasvir 

Conc. 
(µg/ml) Peak Area 

Conc. 
(µg/ml) Peak Area 

25 40 259292 10 37601 
50 80 516554 20 75330 
75 120 781496 30 114973 
100 160 1075515 40 151276 
125 200 1313854 50 188830 
150 240 1552672 60 224930 

 
Table 5. Regression characteristics of the proposed method 

Parameter 
Results 

Sofosbuvir Velpatasvir 
Linearity Range (µg/ml) 40 - 240 10 – 60 

Regression equation 
(y=mx+b) y = 6541.x + 687.0 y = 3761.x + 435.1 

Slope(m) 6541 3761 
Intercept(b) 687 435.1 

Correlation Coeefficient(r2) 0.999 0.999 
 
Table-6 .Results of Repeatability studies (Intra-Day precision) 

No. of Injection 
Retention time (mins) Peak Area 

Sofosbuvir Velpatasvir Sofosbuvir Velpatasvir 
1 2.199 2.891 1168835 151488 
2 2.200 2.892 1130764 150949 
3 2.200 2.893 1086508 151800 
4 2.200 2.894 1083063 149616 
5 2.202 2.895 1082279 151818 
6 2.203 2.897 1102529 151335 

Statistical 
Parameters 

Mean 1108996 151168 
SD 9708.7 825.7 

%RSD 0.9 0.5 
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Table-7.Results of Method precision Studies 

No. of Injection 
Retention time (mins) Peak Area 

Sofosbuvir Velpatasvir Sofosbuvir Velpatasvir 
1 2.199 2.891 1088835 151488 
2 2.201 2.892 1070764 150949 
3 2.200 2.893 1086508 151800 
4 2.200 2.894 1083063 149616 
5 2.202 2.895 1082279 151818 
6 2.203 2.897 1100529 151335 

Statistical 
Parameters 

Mean 1085330 151168 
SD 9708.7 825.7 

%RSD 0.9 0.5 
 
Table-8.Results of Intermediate (Inter-Day) precision studies 

No.of injection 
Peak Area(Day-1) Peak Area(Day-2) 

Sofosbuvir Velpatasavir Sofosbuvir Velpatasavir 

1 1075216 151360 1051376 150114 
2 1086978 151239 1058577 150559 
3 1074342 150655 1051557 150936 
4 1094871 151155 1056438 149090 
5 1097462 151964 1078279 148009 
6 1087626 150597 1052136 150733 

Mean 1088256 151162 1058061 149907 
S.D 9652.3 502.9 10332.1 1138.3 

%RSD 0.9 0.3 1.0 0.8 
 
Table- 9.Data of Accuracy Studies of Sofosbuvir 

S.No % Level of 
test conc. 

Peak Area 
Amount 
Added 
(µg/ml) 

Amount 
Recovered 

(µg/ml) 

% 
Recovery 

Mean % 
Recovery 

% 
RSD* 

1 50 1572532 80 79.36126 99.20 
100.21 0.88 2 50 1580129 80 80.5227 100.65 

3 50 1580878 80 80.63721 100.80 
4 100 2104206 160 160.6445 100.40 

100.1 0.19 5 100 2101429 160 160.22 100.14 
6 100 2100189 160 160.0304 100.02 
7 150 2608170 240 237.6915 99.04 

99.06 0.10 8 150 2607274 240 237.5545 98.98 
9 150 2610207 240 238.0029 99.17 
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Table- 10. Data of Accuracy Studies of Velpatasvir 

S.No % Level of 
test conc. Peak Area 

Amount 
Added 
(µg/ml) 

Amount 
Recovered 

(µg/ml) 

% 
Recovery 

Mean 
% 

Recovery 

% 
RSD* 

1 50 224864 20 19.67267 98.36 
98.9 0.64 2 50 225790 20 19.91888 99.59 

3 50 225156 20 19.75031 98.75 
4 100 301708 40 40.10447 100.26 

100.24 0.19 5 100 301384 40 40.01832 100.05 
6 100 301962 40 40.172 100.43 
7 150 379176 60 60.70218 101.17 

101.15 0.15 8 150 379479 60 60.78274 101.30 
9 150 378769 60 60.59396 100.99 

 
Table-11.Data of Robustness studies of Sofosbuvir 

Parameter Optimized 
Condition 

Used 
condition 

Peak area Retention 
Time 

Plate 
Count 

Tailing 
Factor 

Flow rate 
(±0.1ml/min) 

1ml/min 
0.9ml/min 1089408 2.432 5698 1.3 
1ml/min 1063264 2.433 5942 1.29 

1.1ml/min 1091925 2.435 5505 1.27 

Column temp. 
(±50c) 

300c 
250c 1126963 2.106 4996 1.32 
300c 1135070 2.110 5320 1.35 
350c 1135341 2.115 5550 1.26 

Mobile phase 
Composition 

(5%v/v) 
40:60 

35:65 1088254 2.260 6016 1.28 
40:60 1091799 2.263 5094 1.3 
45:55 1087613 2.265 5434 1.26 

 
Table-12.Data of Robustness studies of Velpatasavir 

Parameter Optimized 
condition 

Used 
condition 

Peak area Retention 
Time 

Plate 
Count 

Tailing 
Factor 

Flow rate 
(±0.1ml/min) 1ml/min 

0.9ml/min 157642 3.245 6991 1.19 
1ml/min 155840 3.246 7122 1.18 

1.1ml/min 155746 3.248 6910 1.19 

Column temp. 
(±50c) 

300c 
250c 162039 2.614 7010 1.23 
300c 161645 2.629 6957 1.27 
350c 162919 2.635 6358 1.26 

Mobile phase 
Composition 

(5%v/v) 
40:60 

35:65 150043 3.116 7412 1.2 
40:60 150843 3.131 7018 1.19 
45:55 153182 3.132 7047 1.18 

 
Table-13.Results of specificity studies 

S.No Solution 
Sofosbuvir Velpatasavir 

Rt (mins) PeakArea Rt (mins) PeakArea 
1 Blank - - - - 
2 Standard 2.197 1075216 2.891 151360 

3 Placebo - - - - 

4 Sample 2.201 1087626 2.892 151239 
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Fig. 1 Chemical structure of Velpatasvir Fig.2. Chemical structure of Tenofovir Disproxil 

  
Fig .3. Optimised conditions chromatogram Fig .4.Chromatogram of system suitability solution 

  
Fig. 5 .Standard calibration graph of Sofosbuvir Fig. 6.Standard calibration graph of Velpatasvir 
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\ 
In this study, multiple methods are used to examine coordinated plug-in hybrid electric vehicle (PHEV) charging in a 
grid and effective battery charge controllers. Since the transportation sector is a significant user of fossil fuel and 
produces a significant amount of pollution, the PHEV has gained popularity due to its lower gasoline emissions and 
lower fuel costs. Electric energy stored in batteries of PHEVs that could go up to 60 miles on a single charge might 
reduce CO2 emissions by 50% and petroleum use by over 75%. The PHEV's ability to plug into the grid and use grid 
electricity to charge the battery pack is the major feature that sets it apart from Hybrid Electric Vehicles (HEV). When 
the PHEV motor acts as a generator, a high power bidirectional DC-DC converter is added to charge the battery. An 
efficient battery charge controller may shorten the time needed for charging, which lowers the PHEV demand on the 
grid. Effective battery charging reduces the burden on the grid, which is examined using a variety of controllers, 
including fuzzy logic controllers, adaptive neuro fuzzy inference systems, and a newly proposed Intelligent 
Controller based on Self-Computational Emotional Learning. 
 
Keywords: SCELIC, HEV, Converters. 
 
INTRODUCTION 
 
A two-way power transfer from the AC to the plug-in electric car (PEV) the Vehicle to Grid (V2G) and Grid to 
Vehicle (G2V) functions require the electrical grid. Different power converters and controllers act as crucial 
mediators throughout these procedures between the electric grid and PEV. Several studies have shown how to use 
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controllers to manage the battery power in PEVs. The typical controllers currently in use, however, have a number of 
technical drawbacks, including sensitivity to controller gain, correct mathematical modelling, a lack of adaptability, a 
slow reaction time to a rapid outburst, and slow interval execution processing. An Adaptive Neuro-Fuzzy Inference 
Strategy (ANFIS) to control the battery charging controller in PHEV is modelled and simulated in this work. 
Charging controllers are complicated, non-linear machines. These fuzzy-based systems expand a control signal that 
responds to the rule base firing, which is followed by the haphazardly generated prior experiences. As a result, the 
controller's outcomes are similarly erratic, and the best ones might not be obtained.The usage of an ANFIS controller 
allows for the selection of the relevant membership functions and, in turn, the selection of the suitable rule base 
depending on the condition. This chapter's standout result is the result of this coordinated technique for a 
methodology for control purposes. In the industrial sectors, power electronics-based drives can perform better 
thanks to artificial intelligence approaches like PI, ANN, Fuzzy Logic, hybrid networks, and more recently. The back-
propagation method is used in the developed ANFIS scheme to identify a suitable rule basis using neural network 
techniques. The developed controller performs better thanks to this integrated approach in several areas, including 
reliability and cost-effectiveness. 
 
Analysis of  HEV 
The purpose of this study is to model an ANFIS controller and show why it is preferable to the traditional PI 
controller. This study also demonstrates the ANFIS controller's advantage over the traditional controller in terms of 
battery characteristics. The identical power exchange scheme is carried out using two ANFIS (ANFIS1 and ANFIS2) 
controllers in place of the two PI controllers to demonstrate the benefits of the ANFIS controller over the PI 
controller. The battery power and current curves with a PI controller showed an initial surge and a continuing 
distortion as shown in fig.1. This distortion keeps happening as long as the battery is still being used for charging 
and discharging purposes. Although the bi-directional power exchange operation is not hampered by this initial 
surge and distortion, the battery could still be in danger. 
 
Due to the PI controller's reliance on sensory input, the BELBIC experiences internal instability. By using a 
synthetically intelligent ANFIS controller as sensory input, the proposed Self Computational Emotional Learning 
Based Intelligent Controller (SCELIC) solves the BELBIC problem. The suggested control scheme is contrasted with 
controllers like PI, FLC, and ANFIS to assess SCELIC's performance in a charging controller. In contrast to statistical 
techniques, an artificial neural network is a nonlinear model that is simple to use and comprehend. Fuzzy logic offers 
good interpretability and can include the knowledge of experts. The blending of the two paradigms results in the 
development of learning, improved understanding, and integration of prior knowledge. 
 
The membership values for fuzzy systems can be learned using ANN and then utilised to create IF-THEN rules. This 
idea of integrating a hybrid neural/fuzzy system, which delivers the benefits of both systems, is applied in this 
chapter's development of the ANFIS controller. The ANFIS has a fuzzy reasoning-based architecture. Fuzzy rules are 
used to arrange structured knowledge, but neural networks' adaptability and learning capabilities are not utilised. 
Results from this fuzzy logic and neural network combination are quite noteworthy. A novel technology known as 
neuro-fuzzy networks has been devised by combining the learning capabilities of neural networks with the 
knowledge representation provided by fuzzy logic. At the level of mathematics, ANN is a strong learner. Fuzzy logic 
can be very interpretable and can also take into account the knowledge of a skilled person. The two ideal models' 
ability to adapt, make accurate interpretations, and take into account existing information are forfeited in the 
hybridization process. Fuzzy systems' membership values can be learned using ANN, as can IF-THEN rules and 
decision logic. A hybrid neural/fuzzy system, which captures the advantages of both paradigms, is the real system of 
the two (Du &Swamy2006). 
 
An ANFIS, as was previously noted, combines the two popular intelligent control algorithms fuzzy inference and 
adaptive neural networks. Combining them allows us to refer to a fuzzy inference system with its node functions, 
weights, and connections as a neural network while still using its semantics Fig.2. A circle node only consists of a 
node function; however a square node (Layer 1 and 4) signifies it has adaptive parameters (Maamounet al.2007). 
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The block diagram of the developed ANFIS control scheme is shown in Fig. 3.The fuzzification unit converts crisp 
data into linguistic variables. The base block is ruled using these transformed data as inputs. The 25 criteria were 
developed based on prior information or experience. Because there are numerous rules, implementation execution 
times vary. In this study, a minimum of 25 principles for efficient control are selected. The neural network block is 
linked to the rule-based block. For neural network training, the back-propagation method is employed to choose the 
appropriate set of the rule basis. Training is a critical step in selecting the best rule foundation in order to develop the 
control signal. The control signal needed to provide the best results is generated when the appropriate rules are 
chosen and applied.The controller receives the input that has been fuzzy satisfied. It is suggested that an ANFIS 
controller create a duty ratio for a charging controller. The process of producing pulses is then contrasted with high 
frequency saw tooth waves. Fig.4 depicts the fundamental diagram of the ANFIS controller. 
 
ANFIS is a Takagi-Sugeno model-based fuzzy inference system. This model creates a fuzzy inference system using a 
predetermined input and output data set. First and foremost, a training data set with the appropriate input/output 
data pairs of the target systems to be modelled is crucial for ANFIS learning. The data pairings, training data sets, 
checking data sets, and fuzzy inference system are the design parameters required for ANFIS training. ANFIS 
training begins with the selection of some epochs. After carrying out all 25 phases, which are dependent on 
numerous regulations, the learning results are confirmed. Here, the speed error and change in speed error serve as 
the modelled ANFIS's two inputs, while the reference voltage serves as the output and is utilised to regulate the 
inverter's output. 
 
SIMULATION RESULTS 
 
It is made up of a five-layer fuzzy neural network that uses the feed forward method. Each layer has an own 
meaning.The ANFIS controller's output, which generates pulses for the charging controller and is likened to a saw 
tooth, produces. Fig.6. displays the pulses generated by the ANFIS controller for the battery charging controller  
Fig.7. illustrates how an ANFIS-based charging controller can increase SOC with a starting SOC of 30%.Fig.7 shows 
the effect of the ANFIS controller, which raises SOC by 30% to 30.008 in 5 seconds. The analysis for the PI and FLC 
controllers was completed for 2 seconds in the previous reference. To put it into perspective, the ANFIS controller 
raises SOC to 30.0032% in 2 seconds. The charging controller's performance determines charging efficiency and 
effectively uses the energy produced quickly by the motor. Fig.8 shows a comparison of the pulses from an ANFIS, a 
fuzzy logic controller, and a PI controller. 
 
The charging controller pulse width is evidently controlled by the PI, Fuzzy controller, and ANFIS, and the ANFIS 
controller enhances the pulse width and displays the SOC of batteries employing PI, FLC, and ANFIS-based 
charging controllers. Fig.9 shows that the SOC is increased by the PI-based charging controller, going from 30% to 
30.0035%. In the same time frame, the FLC-based charging controller raises it to 30.0048%, while the ANFIS 
controller raises it to 30.0075%. It demonstrates that the battery is charged more quickly by an ANFIS-based charging 
controller than by a PI or FLC controller. 
 
CONCLUSION  
 
The amount of energy required to charge the battery in a PHEV impacts its efficiency and performance. When the 
motor in a PHEV acts as a generator, a high power bidirectional DC-DC converter is inserted to charge the battery. 
This form of charging lessens the amount of power drawn from the grid and eases grid issues brought on by PHEV 
charging. Different controllers, including PI, FLC, ANFIS, and the recently suggested innovative SCELIC, have been 
examined as charging controllers for effective battery charging that decreases the amount of time needed to charge 
the battery and lowers the burden that PHEVs place on the grid. 
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Fig.1: Grid-Connected Smart Home With A Power 
Converter And Smart Appliances And Pevs. 

Fig.2. Single Input Single Output ANFIS 
 

 
 

Fig.3. Block Diagram Of The ANFIS Control Scheme Fig.4.Basic Diagram Of ANFIS Controller 

 
 

Fig.5a Structure of ANFIS charging controller Fig.5bTraining data 
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Fig.5c Training error Fig.5d  FIS output 

 
 

Fig.6.Triggering pulses from ANFIS controller Fig.7.SOC by the Effect of ANFIS Based Charging 
Controller 

 
 

Fig.8. Comparisons of Pulses of PI Controller, FLC and 
ANFIS 

Fig.9. Comparisons of the SOC of Batteries using PI, 
Fuzzy Logic Controller and ANFIS 
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In this paper, we define binary -continuous function  and study some new form of binary -continuous 
functions. And also we investigate the relationships between these type of binary -continuous functions. 
 
Keywords: binary   -continuity, binary  -semi continuity, binary - -continuity, binary −
regular continuity. 
 
 
INTRODUCTION 
 
The concept of binary topology from X to Y is introduced by S. NithyananthaJothi and Ρ. Thangavelu [12]. In the 
year 1979, S. Kasahara [2] imposed the operation γ of a topology  concept. H. Ogata [19] proposed a new concept of 
γ -open set and he also analysed the related topological assets of the associated topology .Jamal M. Mustafa [8]  
found   Binary Generalized Topological Spaces.  We have already presented Binary γ - open set in [7 ]. 
In  this paper ,we have defined and explored properties of binary γ -continuity.  
 
Binary -continuous function 
We follow:   B − TS -binary − topological space,  b - binary −open set, b O- binary −open sets, b −binary 
−  , −set of all binary −open sets,  -O - gamma open set, -C - gamma closed set, −TS - - topological 

space, b -continuous-  binary -continuous, − -binary  -interior, −cl - binary -closure 
 
Definition 2.1: 
Let ( , ,  ) be a B − TS and (W, μ) be −TS. A function f: W→  ×   is called b -continuous at a point w∈W if for 
any b (ℷ,ℵ) in ( , ,  )with f(w)∈(ℷ,ℵ) there exists a -O   H in (W, μ) such that w ∈H and f(H) ⊆(ℷ,ℵ). 
f is called b -continuous if it is b -continuous at each w∈W 
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Theorem 2.1: 
Let ( , ,  ) be a B − TS and (W, μ) be −TS. A function f:W→  ×   is  b -continuousiff ((ℷ,ℵ)) is -O in (W, μ) 
for every b (ℷ,ℵ) in ( , ,  ) . 
Proof : 
Let f be b -continuous and (ℷ, ℵ) be b  in ( , ,  ). 
Now  ((ℷ, ℵ)) is empty, then clearly  ((ℷ, ℵ)) is -O. Suppose ((ℷ, ℵ)) is non empty, then w ∈ ((ℷ, ℵ)), f(w)∈ 
(ℷ, ℵ). Since f is b -continuous at w, there exists a -O H in (W, μ) such that w nd f(H)⊆  (ℷ, ℵ). 
It follows that w  ∈  ⊆ ((ℷ, ℵ)). Hence ((ℷ, ℵ)) is -O in (W, μ). 
Conversely ((ℷ, ℵ)) is -O in (W, μ). Let w∈W and b (ℷ,ℵ) in ( , ,  ) and f(w) ∈ (ℷ, ℵ). Then ((ℷ, ℵ)) is -O in 
(W, μ)(our assumption) and  w ∈ ((ℷ, ℵ)) with 
f( ((ℷ, ℵ)))⊆  (ℷ, ℵ) 
Therefore, f is b -continuous at w ∈W. Hence f is b -continuous. 
 
Theorem 2.2: 
Let ( , ,  ) be a B − TS and (W, μ) be −TS.  Let f: →  ×    be a function such that ( (( , ))) = (( , ))  
for all ⊆   and ⊆  . Then f is b -continuous iff (( , )) is -C in (w, µ) for every b  −   ( , ) 
in ( , , ).  
Proof: 
Let f be b -continuous and ( , ) be b  −   in , ,  ). 
Then ( , ) is b .  Since f is b -continuous, (( , )) is -O in (w, µ). Therefore( (( , )))  is -O. ⟹ (( , 

)) is -C in (w, µ). Conversely, let ( , ) be a b  in ( , ,  ). Then ( , ) =( , ) is b  −   in ( , , 
 ). By hypothesis, (( , )) is -C in (w, µ). ⟹( ( , ))  is -C in (w, µ). 

Therefore (( , )) is -O in (w, µ). Hence f is b -continuous. 
 
Theorem 2.3: 
Let ( , ,  ) be a B − TS and (W, μ) be −TS such that ( , ) and ( , ) are b  −  s in ( , ,  )  
where ( , ) is b  −   in ( , ,  ).Then f: →  ×   is b -continuous, (( , )) is -C in (w, µ) 
Proof: 
Let f be a b -continuous and ( , ) be b  −   in ( , ,  ).  Then ( , ) =( , ) ∈ . Since f is b -
continuous, (( , )) is -O in (w, µ). Since ( , ) and ( , ) are b O in , ( , )and (( , )) are -O in 
(w, µ). 
By [ [12], lemma4.3] and above theorem, ( ( , ))  is -O in (w, µ). Therefore  (( , )) is -C in (w, µ).    
 
Theorem 2.4: 
f: →  ×   is b -continuous iff for every ⊆   and ⊆  , 

( −  int ( , )) ⊆ − ( ( , )). 
Proof: 
Suppose f: →  ×   is b -continuous. Let ⊆  and ⊆  . 
Then by [ [7]proposition 2.1], − ( , ) is b O in ( , ,  ) and also − ( , ) ⊆ ( , ). Therefore 

 ( − ( , )) is -O in (W, ). 
Now − ( , ) ⊆ ( , ) ⟹  ( − ( , ))⊆  (( , )) 
⟹ − (  ( − ( , ))⊆ − (  (( , ))) 
⟹  ( − ( , ))⊆ − (  ( , )) 
Conversely, assume that  ( − ( , ))⊆ − (  (( , ))) , for every ⊆   and ⊆  . 
Let ( , ) be b O in ( , ,  ). Then − ( , ) = ( , ) 
⟹  (( , )) =  ( − ( , ))⊆ − (  (( , ))) 
⟹  (( , ))  ⊆ − (  (( , ))). Therefore  (( , )) is -O in (W, ). Hence f is b -continuous. 
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Definition 2.2: 
A subset ( , )of  B − TS ( , ,  ) is called 

1. A binary − semi open set if ( , )⊆  − ( − ( , )). 
2. A binary − preopen set if ( , ) ⊆ − ( − ( , )). 
3. A binary − −open set if ( , )⊆ − ( − − ( , ) ). 
4. A binary − regular open set if ( , )= − ( − ( , )). 

The complement of a binary − semi open (resp, binary −pre open , binary − −open, binary − regular open 
)set is called binary − semi closed(resp , binary − pre closed, binary − −closed,binary − regular closed ). 
 
Definition 2.3: 
Let ( , ,  ) be a B − TS and (W, ) be a γ −TS. A function f: →  ×  is  called 

1. Binary − semi continuous if (( , )) is -O in (W, ) for every binary − semi open set ( , ) in ( , ,  ). 
2. Binary − pre continuous if (( , )) is -O in (W, ) for every binary −pre open set ( , ) in ( , ,  ). 
3. Binary − − continuous if (( , )) is -O in (W, ) for every binary − −open set ( , ) in ( , ,  ). 
4. Binary − regular continuous if (( , )) is -O in (W, ) for every binary − regular open set ( , ) in 

( , ,  ). 
 
Theorem 2.5: 

(i) Every binary − open set is binary − −open, 
(ii)  Every binary − −open set is binary −pre open. 
(iii)  Every binary − regular open set is binary − open. 

Proof: 
 

(i) Let ( , ) be binary −open set 
Then − ( , ) = ( , ) 

− ( − ( , ) = − ( , )) 
( , ) ⊆ − ( , ) = − ( − ( , )) 
( , )⊆ − ( − ( , )) 
Now − ( , ))⊆ − ( − ( − ( , )) 
( , )⊆ − ( − ( − ( , )) 
Therefore ( , )is binary − −  
(ii) Let ( , ) be binary − −  . 

Then ( , )⊆ − ( − ( − ( , ))) 
⟹ ( , )⊆ ( − ( − ( , )). 
(iii) Using the definition 2.2(4), we get the result. 

 
Remark2.6: 
(i) Every binary − −open is not b . (ii) Every binary −pre open is not binary − −open and (iii) Everyb  is 
not binary −  open set. 
 
Example 2.4: 
Let ={a, b, c, d},   ={1,2, 3, 4, 5}                        

 ={(∅,∅), ({a},{1}),  ({b},{2}),  ({a, b},{1, 2}), ( , )} on ×   . 
 Let : → 2 x2  be an operation defined as follows: 

 For every ( , )∈ , then (( , )) =
( , )  if  ( , ) = ({b}, {2})

( , ) ∪ ({c}, {2})  ( , ) ≠ ({ }, {2}) 

Therefore,  ={ (∅,∅) , ( , ), ({ }, {2}) }. 
(i) ({a, b},{2}) is binary − −open but not b . (ii) ({a, b},{4, 5}) is binary − preopen but not binary − −open and 
(iii) ({b},{2}) is b  but not binary −  open set. 
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Theorem 2.7: 
( , ) is binary − −open set iff it is binary − semi open. 
Proof: 

Let ( , ) be binary − −open set. Then ( , )⊆ − ( − ( − ( , ))). 
−  ( , )⊆ − ( − ( − ( − ( , )))). 

( , )⊆ − ( , )⊆ ( − ( − ( , )). 
Therefore, ( , )⊆ ( − ( − ( , )). 
Conversely, assume that ( , )⊆ ( − ( − ( , )), then − ( ( , ))⊆ − ( − ( −

( , ))). By theorem 2.5, ( , ) is binary − −open set. 
Result 2.1: 
Every binary − regular open is binary − ρre open, binary −semi open. 
 
Theorem 2.8: 
Let ( , ,  ) be a B − TS and (W, μ) be −TS.  Then b -continuous function f: →  ×   is binary γ- regular 
continuous. 
Proof: 
Let f: →  ×   be a b -continuous and ( , ) be a binary γ-regular  in ( , ,  ). Then ( , ) is b . Since f is b -
continuous, (( , )) is gamma open in (W, ). Therefore, f is binary γ-regular continuous. 
 
Theorem 2.9: 
Let ( , ,  ) be a B − TS and (W, μ) be −TS. Then f: W→  ×   is binary γ-semi continuous iff it is binary γ- - 
continuous. 
Proof: 
Let f: W→  ×   be a binary γ-semi continuous and ( , ) be a binary γ- −  in ( , , ). Then by the similar 
argument used in the proof of theorem (2.8), we get f is binary γ- - continuous. Using the same argument, converse 
part is proved. 
 
Theorem 2.10: 
By using the similar argument of proof of theorem (2.8), we get the following result 
(i) Every binary γ- pre continuous function is binary γ- - continuous and binary γ- regular continuous. (ii) Every 
binary γ- - continuous function is binary γ- continuous. 
 
CONCLUSION 
 
We have presented Binary γ-continuous function and some types of continuous functions. In future, we are going 
to work on continuous mapping from binary gamma topology to binary gamma topology, its quotient map . 
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In this paper, we introduce a -cubic -open set which is the union of -cubic -open sets and -cubic 

-open sets in -cubic topological spaces. Also, we discuss about near open sets, their properties and 
examples of a -cubic -open set. Moreover, we look into some of their primary properties and examples 
of -cubic -interior and -closure in a -cubic topological space.  

 
Keywords and phrases: -cubic -open sets, -cubic -closed sets, -cubic ( ) and -cubic ( ). 
 
AMS (2000) subject classification: 03E72, 54A10, 54A40. 
 
 
INTRODUCTION 
 
Fuzzy set was developed by Zadeh in 1965 [8]. After introduction of fuzzy set, The theory of fuzzy has explored in 
many applied branches of sciences. i.e, Information science, Decision making theory, Artificial intelligence etc. In 
1975 [9], Zadeh made an extension of the concept of a fuzzy set by an interval-valued fuzzy set. Interval-valued 
fuzzy sets have been actually used in real-life applications. For example, Sambuc [7] in Medical diagnosis in thyroid 
pathology, Kohout [5] also in Medicine, Fuzzy set has many extensions i.e, Intutionistic fuzzy set (in brief, IFS) [2], 
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Bipoloar fuzzy set (in brief, BFS) [10], Cubic set(in brief,  )[4]. Cubic set has applied to many branches of 
mathematics. Cubic set and operation on cubic sets was introduced by Y.B.Jun in 2012[4] and Fuzzy topological 
spaces was introduced by C. L. Chang in 1968 [3]. 

 
Preliminaries 

 
The basic definitions and the properties of neutrosophic soft topological spaces are discussed in this section. 
Definition 2.1 [9] A closed sub-interval of I = [0,1] is called interval number. a = [a , a ] where 0 ≤ a ≤ a ≤ 1. [I] 
denotes the set of all interval numbers. 
 
Definition 2.2 [9] Let X be a non-empty set. A function A: X → [I], from X to all interval number is called interval 
valued fuzzy set ( IVFS) in X. [I]  denotes the set of all IVFS in X. ∀A ∈ [I] andx ∈ XA(x) = [A (x), A (x)]is called 
degree of membership of x in A. individually A : X → I and A  : X → I is Fuzzy set in X. Simply A  is called lower 
fuzzy set and A  is called upper fuzzy set. 
 
Definition 2.3 [4] Let X be a non-empty set, Then a structure A = {〈x, μ(x), λ(x)〉/x ∈ X} is cubic set in X in which μ is 
interval valued fuzzy set ( IVFS) in X and λ is fuzzy set in X. Simply a cubic set is denoted by A = 〈μ, λ〉 and C  
denotes the collection of all cubic sets in X. 
 
Definition 2.4 [4] Let X ≠ ϕ, Then a cubic set A = 〈μ,λ〉 is said to be internal cubic set (ICS) if μ (x) ≤ λ(x) ≤
μ (x)∀x ∈ X. 
 
Definition 2.5[4] Let X ≠ ϕ, Then a cubic set A = 〈μ,λ〉 is said to be an external cubic set (ECS) if λ(x) ∈ (μ (x),

( ))∀ ∈ . 
1.  A cubic set = 〈 , 〉 in which ( ) = 0 and ( ) = 1 (resp. ( ) = 1 and ( ) = 0)∀ ∈  is denoted by 0̈(resp.1̈).  
2.  A cubic set = 〈 , 〉 in which ( ) = 0 and ( ) = 0 (resp. ( ) = 1 and ( ) = 1∀ ∈  is denoted by 0(resp. 1) .  
Let = 〈 , 〉 and = 〈 , 〉 be two cubic sets in , Then we define;   
1.  = ⇔ =  and =  
2.  ⊆ ⇔ ⊆  and ≤  
3.  =< , 1− >= {〈 , ( ),1 − ( )〉/ ∈ } 
4.  ( ) =  
5.  0 = 1 and 1 = 0 
6.  (⋃  ) = ⋂   and (⋂  ) = ⋃   
7.  P-Union ⋃  ∈ℕ = {〈 , (⋃  ∈ℕ )( ), (∨ ) ∈ ℕ( )/ ∈ 〉} 
8.  P-Intersection ⋂  ∈ℕ = {〈 , (⋂  ∈ℕ )( ), ∈ ℕ(Λ )( )/ ∈ 〉} 
 
Definition 2.6 [1] A P- cubic topology (in brief Pct ) is the family ℱ  of cubic sets in X which satisfies the following 
conditions;   
1.  0, 1 ∈ ℱ . 
2.  Let ∈ ℱ , Then ⋃  ∈ ℱ . ∈ ℕ 
3.  Let , ∈ ℱ , Then ⋂  ∈ ℱ . 
 
The pair ( X;) is called P-cubic topological space (in brief, P  ). 
 
Definition 2.7 [6] A set  is said to be a -order Cubic set (in brief, )  
1.  regular open set (briefly, ) if = ( ).  
2.  regular closed set (briefly, ) if = ( ).  
 
Definition 2.8 [6]  A set  is said to be a  
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1.  interior(resp.  interior ) of  (briefly,  (resp.  )) is defined by  (resp. ) = ⋃  { : ⊆
&  is a  (resp. ) in }.  

2.  closure(resp.  closure ) of  (briefly,  (resp.  )) is defined by  (resp. ) = ⋂  { : ⊇ &  
is a  (resp. ) in }.  

 
Definition 2.9[6] A set  is said to be a  
1.   open set (briefly, ) if ⊆ ( ( )).  

 

3  -order -open sets in  
Definition 3.1  A set  is said to be a  
    1.  -pre open set (briefly, ) if ⊆ ( ).  
    2.  -semi open set (briefly, ) if ⊆ ( ).  
    3.  -open set (briefly, ) if ⊆ ( ) ∪ ( ).  
    4.  ∗-open set (briefly, ∗ ) if ⊆ ( ( )).  
    5.  -open set (briefly, ) if ⊆ ( ( )).  

 
The complement of a -open set (resp. , , & ∗ ) is called a neutrosophic soft - (resp. 

, -pre, -semi & ∗) closed set (briefly,  (resp. , & ∗ )) in .  
 

The family of all  (resp. , , , , ∗ & ∗ ) of  is denoted by 
( ) (resp. ( ), ( ), ( ), ( ), ( ) ∗ ( )& ∗ ( )). 
 

Definition 3.2   A set  is said to be a  
    1.   interior(resp.  interior  &  interior) of  (briefly,  (resp. &  )) is defined by 

 (resp. & ) = ⋃  { : ⊆ &  is a  (resp. & ) in }.  
    2.   closure (resp.  closure  &  closure) of  (briefly,  (resp. & )) is defined by 

 (resp. & ) = ⋂  { : ⊆ &  is a  (resp. & ) in }.  
 

Proposition 3.1  The statements are hold but the converse does not true.  
    1.  Every  (resp. ) is a  (resp. ).  
    2.  Every  (resp. ) is a  (resp. ).  
    3.  Every  (resp. ) is a  (resp. ).  
    4.  Every  (resp. ) is a  (resp. ).  
    5.  Every  (resp. ) is a  (resp. ).  
    6.  Every  (resp. ) is a ∗  (resp. ∗ ).  

 
Proof. 
    1.  If  is a , then = ⊆ . ∴  is a .  
    2.  If  is a , then = . So, = ⊆ ( ). 
∴  is a .  
    3.  If  is a , then = . So, = ⊆ ( ). 
∴  is a .  
    4.  If  is a , then ⊆ ( ) ⊆ ( )∪ ( ). 
∴  is a .  
    5.  If  is a , then ⊆ ( ) ⊆ ( ) ∪ ( ). 
∴  is a .  
    6.  If  is a  then ⊆ ( ) ∪ ( ). So ⊆ ( ) ∪ ( ) ⊆

( ( )). 
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∴  is a ∗ .  
 

It is also true for their respective closed sets. 
 
Example 3.1  Let  be a non-empty set and ℱ  be the collection of cubic sets in  then ( ,ℱ ) be -cubic topological space 
{0, 1, , , } where = 〈[0.2,0.4],0.3〉, = 〈[0.5,0.7],0.6〉, = 〈[0.8,0.9],0.8〉, = 〈[0.3,0.6],0.5〉, = 〈[0.6,0.8],0.7〉, =
〈[0.6,0.8],0.7〉, = 〈[0.8,0.9],0.8〉, = 〈[0.1,0.4],0.4〉, = 〈[0. ,0.2],0.2〉, = 〈[0.1,0.5],0.4〉, = 〈[0.3,0.4],0.4〉, then  
    1.   is  but not  
    2.   is  but not  
    3.   is  but not  
    4.   is  but not  
    5.   is ∗  but not  
    6.   is ∗  but not        
    7.    is        but not        
    8.    is        but not        
    9.    is        but not        

 
Remark 3.1  The diagram shows       ’s in      .  

 

 
Theorem 3.1   The statements are true.  
    1.  ⊇ ∪ ( ).  
    2.  ⊆ ∩ ( ).  
    3.  ⊇ ∪ ( ).  
    4.  ⊆ ∩ ( ).  
 
Proof. (i) Since  is , we have   

( ) ⊆ ( ( )) ⊆ . 
 Thus ∪ ( ) ⊆ . 
The other cases are similar.            Ξ 

 
Theorem 3.2  is a  iff = ∪ .  
 Proof. Let  be a . Then ⊆ ( ) ∪ ( ). By Theorem 3.1, we have  

 ∪ ⊆ ∩ ( ( )) ∪ ( ∩ ( )) 
 = ∩ ( ( )) ∩ ( ) 
 = . 

 
Conversely, if = ∪  then, by Theorem 3.1  
 = ∪  
 ⊆ ( ∩ ( )) ∪ ( ∩ ( )) 
 = ∩ ( ( ) ∪ ( )) 
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 ⊆ ( ) ∪ ( ) 
 and hence  is a .            Ξ 
 
Theorem 3.3  The union (resp. intersection) of any family of ( ) (resp. ( )) is a ( ) (resp. 

( )).  
 Proof. Let { : ∈ } be a family of ’s. For each ∈ , ⊆ ( ( )) ∪ ( ( )).  
 ⋃  ∈ ⊆ ⋃  ∈ ( ( ))∪ ( ( )) 
 ⊆ ( (∪ )) ∪ ( (∪ )) 
 
The other case is similar.           Ξ 
 
Remark 3.2  The intersection of two ’s need not be .  
 
 
Example 3.2 Let  be a non-empty set and ℱ  be the collection of cubic sets in  then ( ,ℱ ) be -cubic topological space 
{0, 1, , , } where = 〈[0.2,0.4],0.3〉, = 〈[0.5,0.7],0.6〉, = 〈[0.8,0.9],0.8〉,  = 〈[0.1,0.6],0.6〉, = 〈[0.3,0.5],0.4〉, 
are ’s but ∩ = 〈[0.1,0.5],0.4〉 is not  
 
 
 
Proposition 3.2  If  is a  
    1.   and = 0 , then  is a .  
    2.   and = 0 , then  is a .  
    3.   and , then  is a .  
    4.   and , then  is a .  
 
 Proof. (i) Let  be a , that is  
 ⊆ ( ) ∪ ( ) = 0 ∪ ( ) = ( ) 
 Hence  is a . 
(ii) Let  be a , that is  
 ⊆ ( ) ∪ ( ) = ( ) ∪ 0 = ( ) 
 Hence  is a . 
(iii) Let  be a  and , that is  
 ⊆ ( ) ∪ ( ) = ( ). 
 Hence  is a . 
(iv) Let  be a  and , that is  
 ⊆ ( ) ⊆ ( ) ∪ ( ). 
 Hence  is a .            Ξ 
 
Theorem 3.4  is a  (resp. ) iff =  (resp. = ).  
 Proof. Suppose = = ⋂  { : ⊆ & isa }. This means ∈ ⋂  { : ⊆ & isa } and hence  
is . 
Conversely, suppose  be a  in . Then, we have ∈ ⋂  { : ⊆ & isa }. Hence, ⊆  implies 

= ⋂  { : ⊆ & isa } = . 
Similarly = .            Ξ 
 
Theorem 3.5  Let  and  in , then the  sets have  
    1.  (0 ) = 0 , (1 ) = 1 .  
    2.   is a  in .  
    3.  ⊆  if ⊆ .  
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    4.  ( ) = .  
 
 Proof. The proofs are directly from definitions of  set.            Ξ 
 
Theorem 3.6  Let  and  in , then the  sets have  
    1.  (0 ) = 0 , (1 ) = 1 .  
    2.   is a  in .  
    3.  ⊆  if ⊆ .  
    4.  ( ) = .  
 
 Proof. The proofs are directly from definitions of  set.            Ξ 
 
Proposition 3.3   Let  and  are in , then  
    1.  = [ ] , = [ ] .  
    2.  ( ∪ ) ⊇ ∪ , ( ∩ ) ⊆ ∩ .  
    3.  ( ∪ ) ⊇ ∪ , ( ∩ ) ⊆ ∩ .  
 
 Proof. 
    1.  The proof is directly from definition.  
    2.  ⊆ ∪  or ⊆ ∪ . Hence ⊆ ( ∪ ) or ⊆ ( ∪ ). Therefore, ( ∪

) ⊇ ∪ . The other one is similar.  
    3.  ⊆ ∪  or ⊆ ∪ . Hence ⊆ ( ∪ ) or ⊆ ( ∪ ). Therefore, 

( ∪ ) ⊇ ∪ . The other one is similar.            Ξ 
 
 
Proposition 3.4  If  is in , then 
    1.  ⊇ ( ) ∩ ( ).  
    2.  ⊆ ( ) ∪ ( ).  
 
 Proof. (i)  is a  and ⊆ , then  
 ⊇ ( ( )) ∩ ( ( )) 
 ⊇ ( ) ∩ ( ). 
 
(ii)  is a  and ⊇ , then  
 ⊆ ( ( )) ∪ ( ( )) 
 ⊆ ( ) ∪ ( ). 

Ξ 
 
Theorem 3.7  Let  be in , then  
    1.  = ∩ .  
    2.  = ∩ .  
 
 Proof. (i) It is obvious that, ⊆ ∩ . Conversely, from Definition 3.2, we have  
 ⊇ ( ( )) ∩ ( ( )) 
 ⊇ ( ) ∩ ( ). 
 Since  is , by Theorem 3.1, we have  
 ∩ = ∪ ( ) ∩ ( ∪ ( )) 
 = ∩ ( ( ) ∩ ( )) 
 = ⊆ . 
 Therefore, = ∩ . 
(ii) is similar from (i).            Ξ 
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Theorem 3.8  Let  be in . Then  
    1.  (1 − ) = 1 − .  
    2.  (1 − ) = 1 − .  
 
 Proof. (i) Let  be  in  and  be any set in . Then 

= ⋃  {1 − : 1 − ⊆ , 1 − isa in } = 1 −⋂  { : ⊇ 1 − , isa in } = 1 − . 
Thus, (1 − ) = 1 − . 
(ii) Let  be  in  and  be any set in . Then = ⋂  {1 − : 1 − ⊇ , 1 − isa in } = 1 −
⋃  { : ⊆ 1 − , isa in } = 1 − . Thus, (1 − ) = 1 − .            Ξ 
 
CONCLUSION 
 
 We have studied about -cubic -open set and -cubic -closed set nd their respective interior and closure operators 
in cubic topological space in this paper. Also we have studied some of their fundamental properties along with 
examples in . Moreover, we have discussed about near open sets of -cubic -open set in . In future, we 
can extend these results to -cubic - continuous mappings, -cubic -open mappings and -cubic -closed 
mappings in . 
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Natural dyes are found to be environmentally friendly and possess many advantages over their synthetic 
counterparts. Among various clothing, cotton may act as a nutrient, becoming a suitable medium for 
bacterial and fungal growth. Therefore, an attempt has been made to study the dyeing capacity and 
antibacterial activity of some plants like Ocimum santum, Acalypha  indica, Phyllanthus reticulatus, Impatiens 
balsamia and Clitoria ternatea and the mordant used were Terminalia chebula and Acacia sinuate on cotton 
fabric. The work comprises the preparation of dye and mordant from the parts of different plants by 
means of aqueous extraction. The dyeing ability of A. indica, O. sanctum, P. reticulatus, C. Ternatea and I. 
Balsamia showed good results when the mordant T. chebula was used. Among the fabricated clothes, O. 
sanctum and A. Indica showed good antibacterial activity with the zone of inhibition 1.00 mm, 0.5 mm 
respectively. It can be inferred from this study that the naturally dyed clothes showed high compatibility 
with the environment, softer colour shades, naturalness, cost effective and antibacterial activity. 
 
Keywords: Dye, Mordant, Fabrication, Antibacterial, Gram positive and Gram negative 
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INTRODUCTION 
 
Medicinal plants are part and parcel of human society to combat diseases, from the dawn of civilization (Chaudhary 
et al., 2010). Extracts of medicinal plants can be obtained from plant parts such as roots, berries, bark, leaves 
and wood. Many natural plant extracts have antimicrobial activity and wound healing properties. Antimicrobial 
agents either inhibit the growth (-static) or kill (-cidal) the microorganisms. The art of making natural dyes is one of 
the oldest practices and dates back to the dawn of civilization which does not cause any kind of pollution 
(Kannanmarikani et al., 2015). Because of the excellent antimicrobial and eco-friendly dyeing properties exhibited by 
the plant extracts, these are used as textile finishing agents (Sarojyadav and Neelam M Rose, 2020). In India, there are 
more than 450 plants that can yield dyes.  Clothing is our necessary thing which should be free from microbes to 
avoid many life threatening diseases. Over the last few decades, considerable research effort was made to produce 
antibacterial coatings on the surfaces of various objects such as garments and medical devices (Danese, 2002 and 
Lewis et al., 2005). The current interest is to develop efficient, non-toxic, durable and cost effective antimicrobial 
finishing clothes with increased applications in medical, health care, hygienic products as well as protective cloth 
materials (Czajka, 2005 and Molloy et al., 2008).  
 
Cotton fibres are particularly suitable for manufacturing textiles for sports, non-implantable medical products and 
health care/hygienic products (Czajka, 2005). However the ability of cotton fibres to absorb large amount of moisture 
and act as nutrient which makes them more prone to microbial attack under certain conditions of humidity and 
temperature. (Gao et al., 2008 and Gorensek et al., 2007). Therefore, cotton fibres are treated with numerous chemicals 
to get better antimicrobial cotton textiles (Son etal, 2006 and Tarimala et al., 2006).Plant based antimicrobial 
compounds have great therapeutic potential as they have lesser side effects as compared with synthetic drugs and 
also little chance of development of resistance.  Therefore, the present study has been carried out to investigate the 
dyeing capacity and antimicrobial activity of some medicinally important plants viz., Ocimum sanctum, Acalypha 
indica, Phyllanthus reticulatus, Impatiens balsamina and Clitoria ternatea. 
 
MATERIALS AND METHODS 
 
Mordant Selection and Preparation 
Seeds of Terminalia chebula L. (Combretaceae) and Acacia sinuate (Lour.)Merr.  (Fabaceae)(Fig.1) were selected for the 
present studywhich was used as mordant. The selected mordants were bought from herbal medicine shop in 
Pollachi. 50 grams of seed powder was added in 500 ml of water and allowed to boil for an hour. Then it was filtered, 
dried and stored for further use.  
 
Collection of Plant Samples for Natural Dye Preparation 
The leaf powder of Ocimum santum (Lamiaceae) and Acalypha indica L. (Euphorbiaceae) (Fig.2), fresh flowers of 
Impatiens balsamia L. (Balsamiaceae) and Clitoria ternatea (Fabaceae), fresh fruits of Phyllanthus reticulates Poir. 
(Phyllanthaceae) were chosen for the present study due to its high dye yielding capacity and antimicrobial property. 

Natural Dye Extraction 
The collected leaf samples were shade dried and finely powdered using mixer grinder. 20 grams of the powdered 
sample was mixed with 200ml of water and boiled for an hour. The fresh flower and fruit samples were grinded by 
adding water in pestle and mortar and filtered using cotton cloth. The filtrates were stored for further use. 
 
Preparation of Cotton Fabric 
Pure and sterile cotton clothes (5x5cm) were used as substrate and soaked in both mordants separately for 7 hours. 
Dried cotton clothes were dyed with natural extract obtained from Ocimum sanctum, Acalypha indica, Phyllanthus 
reticulatus, Impatiens balsamia and Clitoria ternatea. The dye ability of soaked cloth was studied by increasing the time 
from 0 hour to seven hours. 

Sowmiya et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57215 
 

   
 
 

Antibacterial Activity 
The effectiveness of dyed clotheswere tested for antibacterial activity against gram negative Escherichia coli and gram 
positive Staphylococcus aureus. Parallel streak method was adopted for the present study which is a qualitative test 
used to detect diffusible bacteriostatic activity on textile material. Muller-Hinton agar medium was used for parallel 
streak method. 
 
RESULTS AND DISCUSSION 
 
The naturally dyed cotton fabrics showed good dyeing ability at different time intervals (Fig.3). After washing the 
dyed fabric using mild detergent, it was subjected to antibacterial activity. A good antibacterial activity was shown 
by Ocimum sanctum dye with the zone of inhibition 1.0 mm and Acalypha indica dye with the zone of inhibition 0.5 
mm when used Terminalia chebula as mordant. The flowers of Impatiens balsamia and Clitoria ternatea and fruits of 
Phyllanthus reticulatus showed less antibacterial activity(Fig.4). Hence from the present study, it is suggested that 
antibacterial activity was found in naturally extracted plant dyed cotton cloth. The raw materials for making this eco 
friendly dye are cheaper when compared to other chemicals, so the commercial production must be encouraged at 
industrial level. The extract of Acalypha indica showed good dyeing ability and exhibit effective antibacterial activity 
on five antibacterial pathogens (Saravanan, et al., 2013). Senthilkumar and Karthi (2018) studied the antibacterial 
activity on two pathogens such as Escherichia coli and Staphylococcus aureus and the zone of inhibition is 26 and 27 
mm respectively. Sumithra (2017) reported the aqueous extract of Tribulus terrestris and Leucas aspara showed zero 
antibacterial activity. But, our present study showed antibacterial activity for Ocimum sanctum and Acalypha indica for 
aqueous extraction. 
 
CONCLUSION 
 
In the present study, Eco-friendly natural dyes were prepared from leaves of Ocimum santum (Lamiaceae) and 
Acalypha indica L. (Euphorbiaceae), flowers of Impatiens balsamia L. (Balsamiaceae) and Clitoriaternatea(Fabaceae), 
fruits of Phyllanthus reticulatus Poir. (Phyllanthaceae).In which, Ocimum sanctum dyed cotton fabrics howed high 
antibacterial activity when compared to dyed cotton fabrics.It can be inferred from this study that the naturally dyed 
clothes showed high compatibility with environment, softer color shades, naturalness, lower toxicity, cost effective 
and antibacterial properties. 
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Fig. 1- Plants selected for mordant preparation 

 
Fig. 2- Selected plants for Natural dye preparation 
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Fig. 3- Soaked cotton clothes in different natural dyes 

  
Fig. 4- Antibacterial activity of soaked cotton clothes 
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\ 
Antiplatelet agents reduce platelet aggregation and avoid the formation of the platelet plug.  The 
objective of the study was to evaluate the effectiveness of the anti-platelet drug in various age groups, 
sex, and different social habit condition, identify the anti-platelet medication use and identify the most 
effective antiplatelet drug in various diseases conditions like ischemic stroke, cardiovascular disease, and 
other diseases.  150 patients from the Gandhi medicine department were included in this prospective 
observational study conducted for six months.  A total of 150 cases were collected. In this, 61-70 and 71-
80 age groups, patients have shown more usage of antiplatelet drugs. Out of 150 cases, female patients 66 
(44%), and male patients 84 (56%). in this study, more antiplatelet therapy was used in Ischemic stroke at 
36.67%. maximum number of diseases was found to be Ischemic stroke 55 (36.67%), The most commonly 
prescribed monotherapy antiplatelet was aspirin and dual therapy aspirin and Clopidogrel were 
prescribed. The male patients received more both mono and dual antiplatelet therapy as compared to 
female patients. Patients with both alcohol consumption and smoking habits were receive more anti-
platelet therapy. According to our findings, monotherapy of aspirin was found to be the most effective 
treatment, followed by dual therapy of aspirin and Clopidogrel. Patients with social habits such as 
alcohol consumption and smoking were found to require anti-platelet therapy more than normal people. 
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Timely treatment and disease counseling, as well as medication, are critical parameters for improved 
patient care, and disease, for better patient care. 
 
Keywords:  Antiplatelate agents, mono therapy, dual therapy, aspirin, Clopidogrel 

 

INTRODUCTION TO ANTI-PLATELET 
 
Anti-platelet drugs inhibit platelet accumulation and prevent platelet plug formation. The Platelet plug structures 
close to vascular injury to quit draining which can likewise cause neurotic atherosclerosis and apoplexy [1]. Anti-
platelets are the most effective medication in blood clotting and they are known as blood thinners [2]. Anti-platelet 
drugs prevent the formation of secondary messenger (Cox-1 inhibitor), by interacting with intracellular signaling 
pathways (PDE inhibitor and PG12 analogs) and blocking membrane receptor (P2Y12 receptor antagonist and the 
PARI antagonist) or through inhibiting platelet aggregation (GPIIbIIIb inhibitor) [3]. Antiplatelet agents reduced 
mortality and morbidity in cardiovascular disease, cerebrovascular disease, Angina (chest pain), stroke, and 
peripheral arterial disease [4]. Anti-platelet drugs have been shown to contribute to an increase risk of death and 
increase utilization of unscheduled care.  
 
Drug Utilization and Evaluation  
A drug utilization evaluation (DUE) program is defined as a structured, authorized ongoing system for 
improvement in the standards of drug use in healthcare [5]. According to the world health organization (WHO), 
DUE is a systematic program of evaluating the medicine that helps in ensuring appropriate medication use. If 
therapy is found to be inappropriate, interventions are necessary to optimize the therapy [6]. DUR is applicable in 
various settings like the hospital, other health facilities, and also community practice environments [7]. Drug 
utilization studies are investigative tools for determining the role of the drug in therapeutic efficacy, cost-
effectiveness, and minimization of adverse effects [8]. Recently inappropriate drug use is found common and 
received the support of numerous studies in research to determine the safety and also the efficacy of drug use [9]. 
Research in drug utilization helps in managing specific drug problems and also evaluating the appropriateness of 
drug treatment [10]. 
 
OBJECTIVES 
 
1. To identify the anti-platelet medication usage. 
2. Effectiveness of single-agent vs dual-agent anti-platelet medication in ischemic stroke, cardiovascular disease 

and other diseases. 
3. Effectiveness of anti-platelet drug in various age groups, sex, and co-morbidity condition. 
4. To know the most common anti-platelet drug used for monotherapy and dual therapy. 
 
METHODOLOGY 
 
A prospective observational study was conducted by CMR College of pharmacy in association with  Gandhi medical 
college, Secunderabad. In this study, we enrolled 150 subjects, which included 84 male patients and 66 female 
patients who were treated with antiplatelet therapy in the general medicine department. This study was conducted 
for six months, from Oct 2021 to March 2022. We obtained relevant information necessary for our project and 
recorded it in the patient profile forms. Then we reviewed individual case sheets and observed the frequency of 
antiplatelet prescriptions in the general medicine department and analyzed them as a control measure. 
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Inclusion Criteria 
1. In patients of the General medicine ward. 
2. Patients who are able to cooperate. 
3. Patients aged above 10 years are collected. 
 
Exclusion Criteria  
Patients below 10 years of age, pregnant women and lactating women are excluded from the study.  A retrospective 
study was conducted by CMR college of Pharmacy in association with department of General Medicine in Gandhi 
Medical College, Secunderabad. The study was conducted over a period of 6 months from Oct 2021 to March 2022. 
The databases were collected from General medicine department on daily basis after getting approval from the 
institutional ethics committee. Data of patients matching inclusion criteria were recorded. 
 
RESULTS  
 
In our study, the utilization and efficacy of anti-platelet medications were examined in a total of 150 patients who 
had been prescribed them based on inclusion and exclusion criteria. The male was prescribed more antiplatelet 
therapy than female patients shown in table 1. The majority of the patients 23.34% were 61-80 years of age shown in 
table 2. 55(36.67%) ischemic stroke patients took antiplatelet drugs shown in table 3. Aspirin was the most prescribed 
monotherapy antiplatelet drug shown in table 4. Aspirin + clopidogrel was the most prescribed dual therapy 
antiplatelet agent 13.33% shown in table 5. Aspirin was the most prescribed monotherapy drug highest to the patient 
with ischemic stroke shown in table 6. Aspirin with clopidogrel dual therapy was given more in ischemic stroke 
shown in table 7. Monotherapy antiplatelet is the most widely used shown in table 8. Male patients were prescribed 
the highest amount of monotherapy antiplatelet drug shown in table 9. Male patients were prescribed the highest 
amount of dual antiplatelet drug shown in table 10.  36% of patients both alcoholic and smokers were prescribed 
antiplatelet drugs shown in table 11. 
 
Out of 150 patients, males were more prescribed anti-platelet therapy than females which constitute about 84 (56%) 
and 66 (44%). In the age group of 10-30years, we found 5 (3.33%) patients, followed by 10 (6.6%) patients at 31-
40years of age, 20 (13.33%) patients at 41-50years, 25 (16.66%) patients  found at 51-60years, 35 (23.34%) patients in 
61-70years, 35 (23.34%) patients in 71-80years, 10 (6.67%) patients in 81-90years and 10 (6.67%)  patients in 91-100 
years of age used anti-platelet therapy. We found about 55 (36.67%) ischemic stroke patients took antiplatelet drugs, 
25 (16.67%) patients of Altered Sensorium, ADHF patients about 23 (15.33%), then 15 (10%) Hemiparesis patients, 10 
(6.66%) DCMP patients, and 22 (14.67%)  MI patients have taken antiplatelet drug therapy. In our study we found 
that aspirin was the most used anti-platelet agent which was prescribed for 50 (33.33%) of the study population, then 
Clopidogrel was prescribed for 20(13.33%) of the population, and atorvastatin was prescribed for 20 (13.33%) of the 
study population. In our study, we found that Aspirin + clopidogrel was the most used dual anti-platelet therapy 
which  was      prescribed for about 30 (20%) of the total study population. The drug aspirin was prescribed more in 
monotherapy, in which it was given highest to the patients with ischemic stroke 19 (38%) followed by altered 
Sensorium 10(20%) and 8(16%) acute decompensated heart failure. The combination drug of aspirin with clopidogrel 
was prescribed more in dual therapy, in which it was given highest to the patients with ischemic stroke 12(40%) 
followed by altered Sensorium 7 (23.33%) and acute decompensated heart failure 6(20%). In our study, we found that 
90(60%) patients were given monotherapy and 60(40%) patients were given dual therapy of the anti-platelet drug. In 
our study, we found that 50(55.55%) male patients and 40 (44.45%) female patients were prescribed  monotherapy of 
anti-platelet drugs. In our study, we found that 35 (58.34%) male patients and 25 (41.66%) females were prescribed 
dual antiplatelet therapy.  

In our study 35(23.33%) patients were found to be alcoholic, 30 (20%) patients were smokers, 54 (36%) were found to 
be both alcoholic & smokers and 31(20.66%) patients were both no smokers & alcoholic. 
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DISCUSSION  
 
Antiplatelets are most widely used in Acute coronary disease, ischemic stroke, coronary angioplasty, Atrioventicular 
valve with warfarin, peripheral arterial disease, Autism spectrum disorder for at least six months, angina pectoris, 
Preventing colorectal cancer, Mucocutaneous lymph node syndrome, arthritic disorder, Post heart bypass surgery, 
prevention of ischemic heart disease, Acute pericarditis, Atrial fibrillation, etc [11]. An observational study of six 
months duration was conducted at a tertiary care hospital in Secunderabad. The study was conducted to evaluate the 
drug utilization and effectiveness of mono and dual antiplatelet therapy. In the six-month study period, anti-platelets 
were most commonly prescribed for treatment as well as prophylaxis mainly on the general medicine ward. During 
this period 150 patients were administered different antiplatelets for many indications with diagnoses varied from 
Ischemic stroke, Altered Sensorium, Acute decompensated heart failure, Myocardial infarction, and Hemiparesis.In 
our study population of 150 patients, 84 (56%) were male and 66 (44%) were female patients prescribed antiplatelet 
therapy. Our study found that males are prescribed antiplatelet therapy more often than females. The study 
highlights the age group of 61-80 years showing the highest number of cases that received anti-platelet therapy. 
Kamarova M et al 2022 conducted a study and found that aspirin and clopidogrel, two antiplatelet medications, were 
more effective in stroke patients [11]. In our research, we also found out that ischemic stroke patients (36.67%) 
received more antiplatelet therapy followed by altered Sensorium (16.67%) and then acute decompensated heart 
failure (15.33%). Aspirin (33.33%) was found to be the most prescribed antiplatelet agent in monotherapy, followed 
by clopidogrel and atorvastatin. This study shows that the anti-platelet agents which are prescribed highest in dual 
therapy were found to be aspirin along with clopidogrel (20%), which is then followed by clopidogrel with 
atorvastatin. In our study, we found that patients received more monotherapy, 90 (60%) than dual therapy, 40%. In 
monotherapy, males were found to be prescribed more anti-platelet agents 50(55.55%) than females. In dual therapy, 
males 35 (58.34%) were prescribed more anti-platelet therapy compared to females. This study shows that the drug 
aspirin was prescribed more in monotherapy, in which it was given highest to the patients with ischemic stroke i.e 
(38%) followed by altered Sensorium (20%) and acute decompensated heart failure (16%). The combination drug of 
aspirin with clopidogrel was prescribed more in dual therapy, in which it was given highest to the patients with 
ischemic stroke followed by altered Sensorium and acute decompensated heart failure, and the same was also 
reported by Youwen Yang et al (2021) [12]. Our study shows that the social habits of both alcohol consumption and 
smoking were more prone to receive anti-platelet therapy dominantly than patients with only alcohol consumption 
or only smoking habit. 
 
CONCLUSION  
 
We have demonstrated from our study that monotherapy with aspirin was the most effective treatment, followed by 
dual therapy with aspirin and clopidogrel in cases of ischemic stroke, altered sensorium, acute heart failure, 
hemiparesis, dilated cardiomyopathy, and myocardial infarction. Anti-platelet therapy was required more frequently 
among patients with social habits like alcohol consumption and smoking. Furthermore, we found the ischemic stroke 
patient required more  mono and dual antiplatelet therapy. As opposed to dual antiplatelet therapy, monotherapy 
antiplatelet drugs showed the best results. 
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Table 1: Gender Wise Distribution 
SL.NO. Years of age Number of cases Percentage % 

1 10-30 5 3.33% 
2 31-40 10 6.66% 
3 41-50 20 13.33% 
4 51-60 25 16.66% 
5 61-70 35 23.34% 
6 71-80 35 23.34% 
7 81-90 10 6.67% 
8 91-100 10 6.67% 
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Table 2: Age based Distribution 

SL.NO. Gender No. of Cases Percentage% 
1 Male 84 56% 
2 Female 66 44% 

 Total 150 100 % 
 
Table 3: Diseases Wise Dispersion 

SI.No Diseases No. of  Patients Percentage % 
1 Ischemic Stroke 55 36.67% 
2 Altered Sensorium 25 16.67% 
3 ADHF 23 15.33% 
4 Hemiparesis 15 10% 
5 DCMP 10 6.66% 
6 MI 22 14.67% 
 Total 150 100% 

 
Table 4: Most Prescribed Monotherapy Anti-Platelet Agents 

 
 
 

 

Table 5: Most Prescribed Dual Therapy Antiplatelet Agents 
 

 

 

 

Table 6: Monotherapy of Aspirin Distribution 
 

 

 

 

 

 

 

 

SI.No Anti-platelet Agent Frequency Percentage (%) 
1 Aspirin 50 33.33% 
2 Clopidogrel 20 13.33% 
3 Atorvastatin 20 13.33% 

SL.No Anti-platelet Agent Frequency Percentage % 
1 Clopidogrel + Atorvastatin 20 13.33% 
2 Aspirin + clopidogrel 30 20% 
3 Atorvastatin + Aspirin 10 6.66% 

Sl.No Diseases Comorbidity condition Total Percentage 

  DM HTN BOTH   

1 Ischemic Stroke 7 6 6 19 38% 

2 Altered Sensorium 4 3 3 10 20% 

3 ADHF 5 1 2 8 16% 
4 MI 1 3 0 4 8% 
5 Hemiparesis 2 1 1 4 8% 
6 DCMP 2 2 1 5 10% 

 TOTAL 21 16 13 50 100% 

Ramya Balaprabha et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57224 
 

   
 
 

Table 7: Dualtherapy of Aspirin with Clopidogrel Distribution 
 

SL.NO DISEASES 
COMORBIDITY 

CONDITION TOTAL PERCENTAGE 
DM HTN BOTH 

1 Ischemic Stroke 5 4 3 12 40% 
2 Altered Sensorium 4 2 1 7 23.33% 
3 ADHF 3 2 1 6 20% 
4 MI 1 2 1 4 13.33% 
5 Hemiparesis 0 1 0 1 3.33% 
 TOTAL 13 11 6 30 100% 

 
Table 8: Antiplatelet Drug Therapy 

SL.No Therapy Frequency Percentage% 
1 Monotherapy 90 60% 
2 Dual Therapy 60 40% 
3 Total 150 100% 

 
Table 9: Monotherapy Gender Wise Distribution 
 

SL.No Gender frequency percentage 
1 Male 50 55.55% 
2 Female 40 44.45% 
3 Total 90 100% 

 
Table 10: Dual Therapy Gender Wise Distribution 
 

SL.No Gender Frequency Percentage 
1 Male 35 58.34 
2 Female 25 41.66 
3 Total 60 100% 

 

Figure 11: Dual Therapy Gender Wise Distribution 
SL.No Social Habits Male Female Total Percentage 

1 Alcoholic 25 10 35 23.33% 
2 smoker 20 10 30 20% 
3 Both alcoholic and smoker 39 15 54 36% 
4 Non alcoholic and non  

smoker 
0 31 31 20.66% 
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Individual chromosomes in mammalian cell nuclei between cell divisions are distributed non-randomly 
with respect to the nuclear centre. Their spatial organization has been argued to be a consequence of 
inhomogeneous transcription-linked activity, of a magnitude set by the gene densities of individual 
chromosomes, coupled to the confinement provided by the nuclear envelope. Simulations of model 
confined chromosomes support this hypothesis, but yield little intuition for the physical mechanisms 
underlying such segregation. To address this, we study a simplified version of our model for 
chromosome positioning, examining the systematics of spatial segregation in a two-component mixture 
of active and passive mono-disperse polymers in a confined spherical geometry.  The segregation of 
active and passive components is clearly manifested in the centre of mass distribution. When the lengths 
of individual polymers are varied, keeping the overall density fixed, active and passive components are 
found to segregate even when the polymers are reduced in size to individual dimers. However, a mixture 
of active and passive monomers does not show segregation. Surprisingly, these results can be largely 
reproduced in equilibrium (i.e., purely passive) mixtures, where the active polymers are replaced by 
passive ones, provided we ensure that the radius of gyration we assign them is appropriate to the active 
component. This suggests that activity-based segregation may at least partly be understood as an 
entropic effect. We provide simple physical arguments justifying these results. 
 
Keywords: active polymer; out of equilibrium; computer simulations 
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INTRODUCTION 
 
Understanding the large-scale architecture of the eukaryotic cell nucleus may help us better address the influence of 
epigenetics, i.e., transcriptional control through effects not contained in DNA sequence, on transcription programs 
specific to each type of cell. Chromosomes in eukaryotic cell nuclei within interphase are organised into largely non-
overlapping regions, termed “chromosome territories”[1-7]. Such territories are themselves positioned 
probabilistically, but in a non-random manner, with chromosomes often organized radially by gene density[8]. Thus, 
the gene-rich chromosome 19, which contains a large number of housekeeping genes, tends to be centrally located, in 
contrast to the gene-poor but similarly sized chromosome 18, which is more peripheral in its positioning[9,10]. Since 
regions proximal to the nuclear envelope constitute a largely repressive environment, a minimal level of epigenetic 
control over transcription programs may simply derive from coupling between cell-type-specific transcription levels 
of individual chromosomes with their radial locations. Alternatively, chromosome positioning based on their size 
has also been suggested with the centre of mass of larger chromosome located more peripherally than shorter 
one[11-13] and some methods have also been developed to reproduce the positioning scheme[14-16]. 
 
Being able to quantitatively predict, from first-principles, the probabilistic “positioning code” appropriate to specific 
cell types appears to be a well-defined goal. In prior work, we proposed that non-random chromosome positioning 
was a natural consequence of combining non-equilibrium activity levels associated with individual chromosomes, 
together with overall confinement[15-18]. In doing so, we were largely motivated by numerical observations of 
segregation in mixtures of active and passive components of self-propelled particles. We were also guided by in vivo 
experiments[19], in both bacteria and eukaryotes, which indicated that local chromatin fluctuations derived 
overwhelmingly from non-equilibrium (ATP-dependent) effects as opposed to thermal ones. We noted that these 
and many similar results appeared to have been largely ignored in all previous work on higher-order chromatin 
structure, which either tended to proceed along the lines of studying the equilibrium problem or studied very 
specific model polymer systems evolving towards thermal equilibrium[20-25], such as the fractal globule state.   
 
Although there is no natural analog of “self-propulsion” in the chromatin context, segregation based on activity 
appears to be generic in non-equilibrium contexts, only requiring that activity is inhomogeneous across individual 
components.  Accordingly, in a standard coarse-grained polymer model (the SCD model[26]) for individual 
chromosomes, we assigned each monomer a level of activity that reflected its gene density[17]. To implement these 
ideas quantitatively, we argued that local transcription levels reflecting levels of activity should be directly related to 
gene densities, provided we averaged over a sufficiently large genomic region. Our choice of coarse-graining over 
1Mb segments along the genome was consistent with the observation that genomic segments at the 1Mb scale were 
likely to be the fundamental building blocks of chromosome territories. Our model predictions[17] agreed very well 
with the experimental data. We showed that chromosomes were positioned radially according to their activity (and 
therefore gene density) levels, with the more active, and thus more gene dense, chromosomes positioned towards the 
nuclear centre. Our predictions for the radial distribution of gene-densities for chromosome pairs 18/19 as well as 
12/20 agreed closely with data from 3-d FISH experiments.  Further, we showed that compactness of individual 
chromosomes, as enforced via a standard random loop model for chromosomes, combined with activity-based 
segregation to yield a territorial organisation of chromosomes. Thus, the combination of inhomogeneous activity and 
confinement, as conjectured, provides a simple way of reproducing consensus features of large-scale nuclear 
organisation. 
 
One drawback of very system-specific biophysical models is that it is hard to gain intuition for results which are not 
tied to the specific system but whose underpinnings might be more general. For example, our biophysical model for 
chromosomes confined to the nucleus considered 23 chromosomes (and their partners, since there are 23 pairs of 
chromosomes in each non-sex cell), each of a different length. Our assignment of activity to each monomer in each 
chromosome directly reflected the number of genes contained in each 1 Mb segment of the chromosome.  Our model 
thus, of necessity, had to account for both substantial polydispersity  as well as activity which differed from 
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monomer to monomer on the same chromosome, making it hard to isolate those factors responsible for activity-
based segregation. Accordingly, to clarify the origins of segregation in our model system, we decided to explore 
simpler variants of our model in which some of these complexities could be reduced or eliminated. Our hope was 
that a simpler physical understanding might result from doing so. This simpler model, and the results it yields, are 
described in this paper. First, to eliminate possible complications due to polydispersity, we consider only mono 
disperse polymers. Second, we take the activity to be uniform within each polymer, (although we could allow 
activity to vary between different polymers), eliminating complications due to inhomogeneous activity. A final 
simplification comes from considering a 50:50 mixture of uniformly active and passive polymers. We confine these 
polymers (a total of 512 monomers, split equally among an even number of model polymers all of the same size) to a 
spherical geometry, ensuring that the radius of the sphere was such that the density reproduced the density in our 
simulations of chromosomes. We subdivide these monomers among polymers in various ways, ensuring their 
monodispersity and the 50-50 split of active and passive ones. Thus, we considered 2 polymers of size 256, 4 of size 
128 etc, down to 256 dimers divided equally between active and inactive ones. 
 
We use standard over-damped, Brownian dynamics simulations for our model confined polymers, measuring a 
variety of quantities for the active and passive components individually, including the distribution of polymer 
density, the distribution of polymer centres of mass, the radii of gyration, and polymer conformation. At the largest 
scales, active and passive polymers differ in their radius of gyration, with the active ones begin stretched more than 
their passive counterparts. As we describe below, we are able to recreate these patterns of active-passive 
segregation[27-31] in a purely equilibrium two-component system of polymers, by imposing the following 
constraint: we choose the radius of gyration of one component to equal the radius of gyration we calculated for the 
active fraction of polymers in the non-equilibrium case. We reasoned that the increased size of one component vis a 
vis the other, together with confinement, might lead to segregation as an entropic consequence. Our results appear 
consistent with this hypothesis. 
 
MATERIALS AND METHODS 
 
As described above, we consider a fixed total number of monomers in the system (512), initially considering 16 
polymers consisting of 32 monomers each. (In the nucleus, there are 23 pairs of chromosomes, each differing in size 
as well as in gene content.) We fix the size of the simulated system by choosing the radius of the confining sphere  
so as to keep the density same as in our simulations of chromosomes. Neighbouring monomers belonging to the 
same polymer are connected by springs, which maintain their connectivity. The spring interaction has the form[17], 
 

 ( , ) = (| − |) (1) 
 
where,  is the spring constant. 
 
In addition, each monomer interacts with other monomers through the Gaussian core potential, commonly used in 
representations of polymer brushes[32]. (In our earlier simulations, this potential represented the effects of coarse-
graining microscopic chromatin configurations to the 1 Mb level.) The Gaussian core potential takes the form: 
 

, = exp − − /σ    (2) 
 
where its strength is specified by the constant  and the effective range through the parameter σ. Thus, we consider 
self-repelling, but not self-avoiding polymers, a choice rationalised in Ref.[17] as arising from the presence of a large 
number of DNA topology modulating enzymes present in the interphase nucleus.  is the pair potential at zero 
separation between the two monomers and is chosen, as is standard for polymer brushes, to be of the order of  
where  is the Boltzmann constant and  the equilibrium temperature, which we scale to unity. The interaction of 

Nirmalendu Ganai 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57230 
 

   
 
 

each monomer with the confining sphere is chosen such that it vanishes when the monomer is inside the sphere, 
while taking the form[17] 
 

( ) = (| |− ) ,                      | | > ,           (3) 
 
outside it. Thus, the confinement is not a “hard” confinement, but a soft one, reflecting the properties of the dense 
lamina network that lines the interior of the nuclear envelope. We choose  =  0.168 σ is the scale factor and 

= , ensuring that all polymers are reasonably tightly confined within the sphere. We begin our 
simulations from random configurations of monomers across the volume of the confining sphere, but check that the 
same final steady-state distributions are obtained irrespective of starting configurations.  We employ a standard 
over-damped Brownian dynamics algorithm, via an Euler discretization of the equation 
 
ζ = + η                                                                      (4) 
 
where ζ represents the drag coefficient,  is the position of the  monomer,  includes all non-stochastic forces 
acting on the monomer i.e., forces originating from other monomers and from the wall and η  is the stochastic forces 
due to the thermal fluctuations. The noise is zero-mean and Gaussian distributed, following standard procedures in 
Brownian dynamics. It is of the form 
 
η ( )η ( ) = 2 ζδ δ( − )                               (5) 

 
In Eq.5,  represents the effective temperature associated with each monomer. In thermal equilibrium, =  for 
all monomers, ensuring the fluctuation-dissipation relation: = /ζ. Out of equilibrium, this relation no longer 
holds, and we may consider an effective temperature which depends on the monomer index and the polymer label. 
In our simulations of this simplified model, we choose all passive polymers to have an effective temperature , 
while varying the temperature associated with active monomers = α , with α a scale factor varying between 1 
and 50.We have also tested a variant of this system in which we study a two-component system, in equilibrium, but in 
which the two components have different radii of gyration. This simulates one effect of activity - it stretches out our 
active polymers relative to our passive ones - and we wished to see whether a purely equilibrium system would also 
display similar behaviour. 
 
Units 
Our units of time are chosen in such a way that the value of ζ =  1.0. We measure energies in units of , taking 

= 1.5 . All length scales are set in units of σ. The radius of the confining sphere is taken to be ≃ 8.84σ and 
the spring constant is measured in units of = 6 / , where = 3.6σ. When we allow this spring constant, in 
the fully equilibrium case, to vary across one sub-component, thus reproducing the radius of gyration in the active 
case, we choose = 0.1 . We choose a time step  =  0.01, testing that it leads to stable results. These parameters, 
apart from the choice of , follow the scalings of Ref.[17]. 
 
Analysis 
Our simulations are typically run for 2.4 × 10  time steps. We do not record data for typically 0.4 × 10  time steps 
from the initial state, to ensure that the steady state is reached. All data are averaged over 10  independent 
configurations, taken at intervals of 2.0 × 10  time steps. We confirmed that the same steady state was obtained 
irrespective of initial configuration. Since the probability of finding the centre of mass of a polymer at a radial 
distance  from the centre of the spherical confinement is a function only of the modulus of , i.e.,| | ≡ , we compute 
the probability of finding this centre of mass within a fixed radial distance from the origin. We calculate a centre of 
mass distribution function ( ), equal to the probability (density) for finding the centre of mass of  polymer 
within a radial shell of thickness  at a radial distance  from the centre of the sphere. This is normalized, as usual, 
as 
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∫ ( ) = 1                                                 (6) 
 
We also measure the radius of gyration of each polymer chain of N monomers through  
 

 =  ∑ 〈(  −  ) 〉                          (7) 
 
where represents the position of  monomer of a polymer and  is the centre of mass of that polymer, given by 
 

=  ∑                                            (8) 
 
The radius of gyration of each polymer is similarly averaged over 10  independent configurations, and then further 
averaged over all polymers of the same type (active/inactive). 
 
RESULTS AND DISCUSSION 
 
Two-Component Active-Passive Mixtures 
Fig.2 exhibits plots of the centre of mass distribution ( ) of active (blue) and passive (red) polymers as a function 
of radial distance . These distributions are all normalized to unity upon integration over .  In the plots shown, the 
temperatures assigned to the active component are varied along columns (i)-(v), for which 

= 1.0, 2.0, 10.0, 20.0 & 50.0  respectively. The rows (a)-(e) show our results for varying =  32, 16, 8, 4&2. The 
total number of monomers is fixed at 512. All systems are 50:50 mixtures. Fig.2 shows that the peaks of the centre of 
mass distribution of active and inactive polymers, i.e., the mode of the distributions, are at different positions. This 
reflects the spatial segregation of active and passive components with respect to their centres of mass. Our results 
indicate that the peak position of ( )  is more interior than the inactive one. From Fig.2, we see that spatial 
segregation survives to the level of dimers (Fig.2(e)(iii), (iv)&(v)) but is reduced substantially as the temperature of 
active polymers is decreased(see Fig.2(e)(ii)). Decreasing the number of monomers in each chain, i.e., increasing the 
number of polymers contained within the sphere, the distribution ( ) becomes more broader while still 
manifesting segregation. 
 
Fig.3 shows the density distribution of active and inactive polymers, as a function of radial distance . In the 
chromosome case, this is the analog of DNA density associated with specific chromosomes, a quantity reflecting the 
disposition of the polymer chain about its centre of mass. Note that, as in Fig.2, there is a segregation in density 
between the active and passive cases, although this is less evident in the densities than in the centres of mass. 
Structurally, how do active polymers differ from passive ones? We extracted the radius of gyration for active and 
passive components, showing  for the active component in Fig.4(a). The radius of gyration increases with the 
active temperature at the same fixed number of monomers, simply reflecting the increase in the average bond length. 
Fig.4(a) also reflects the fact that radius of gyration increases as monomer numbers are increased. Scaling arguments 
suggest that the data should collapse when plotted against the combination  which is verified in Fig.4(b). 
 
Passive Two-Component Mixtures with Different Radii of Gyration 
The difference between the radius of gyration of active and passive polymers comes from the fact that activity, which 
functions like an effective temperature seen by each monomer differs between active and passive polymers. We 
asked whether we could reproduce our results for activity-based segregation from considering a two-component 
system in which one component had a large radius of gyration than the other. We can vary the radius of gyration by 
changing the spring constant for springs connecting monomers. Using this, we study an equilibrium, two-
component equal mixture of two polymer species, each with a different radius of gyration. We choose the radius of 
gyration of one component so as to reproduce our results for the active case, while retaining the other the same. 
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The first row of Fig.5 exhibits the effects of varying the spring constant of one species, keeping the spring strength of 
the other fixed ( = 0.1 ; see Units section). We observe that the spatial segregation becomes more stronger as we 
increase the spring strength of the harder polymer. Segregation, quantified through the separation of the two peaks, 
decreases as the spring constant of the softer polymer is increased while the spring strength of harder polymer is 
kept constant at = 100.0 . This is also reflected in Fig.8 where the radius of gyration decreases with increasing 
spring constants. Maximum segregation is seen in Fig.5(a)(v) where = 0.1  and = 100.0 . For these values of 
spring constants, the difference between the radius of gyration is also maximal, as confirmed in Fig.8.  
 
CONCLUSION 
 
In this paper, we have shown that activity-based segregation can be reproduced and studied in a simplified model. 
This model eliminates much of the complexity of an earlier model constructed so as to describe gene-density-based 
segregation in interphase chromosomes, including eliminating effects due to polydispersity and inhomogeneous 
activity. This allows us to concentrate on the underlying mechanisms driving such segregation. We found that the 
radius of gyration of the active polymers exceeded those of the passive ones, implying that one effect of activity was 
to stretch out configurations of individual active polymers with respect to their passive counterparts. We then 
simulated 50:50 mixtures of equilibrium mono disperse polymers, choosing the spring constant of one component 
such that it reproduced the radius of gyration corresponding to the active polymers. Unusually, we found that our 
results for active-passive segregation could be reproduced in that case as shown in Fig.7(a) and Fig.7(b).  
 
Phase separation in two-component equilibrium systems of different sizes is often most simply interpreted in terms 
of entropic effects. One such effect is the depletion interaction [33-36], operating in a system of smaller sized and 
larger sized particles, where the tendency of the system to maximise, its overall entropy leads to a segregation of 
differently sized components, and even crystallisation of one component in the presence of the other [37].Our results 
on activity induced positioning of chromosomes may therefore be viewed as a special case of a depletion effect 
leading to spatial segregation of polymers in confinement. However, the complete picture is much more 
complicated. Single monomers with a size ratio equal to that of the radii of gyration of the polymers do not segregate 
(Fig.7(c)), showing that the polymeric nature (non-Rouse models) [38,39] plays a crucial part.Thus, both activity as 
well as entropic effects may play an important role in inducing segregation. 
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TABLE(S) AND FIGURE(S) 
 

 
Figure 1: Snapshot configurations of  confined -mers. (a) Non-equilibrium :  binary mixture 
where one of the constituents is at an ambient temperature = .   while the other is in contact with a 
bath at = .  . For clarity, we have shown only two polymers from each constituent, red and blue 
respectively. (b) Snapshot of an equilibrium :  mixture of -mers with two different values of 
stiffness    (red) and .    (blue). 
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Figure 2: Plot of the centre of mass distribution ( ) of polymers as a function of radial distance   for 
various active temperatures along columns (i)-(v) with = . , . , . , .  & .   respectively and 
for different =  , , ,  &  along rows (a)-(e). Note that the total number of monomers is kept fixed at 

 and all systems are 50:50 mixtures. Data corresponding to active (blue line)  and inactive (red line) 
polymers are plotted together. 

 
Figure 3: Probability distribution ( ) of the monomer density within each spherical shell, plotted against  
the radial distance  from the centre of the sphere, shown for various  and . The arrangement and the 
colour key is the same as in Fig.2. 
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Figure 4: (a) Radius of gyration  of active polymers plotted against the number of monomers   for fixed 
active temperatures. Five plots are shown for five different active temperatures 

= . , . , . , . & .  . (b) Plot of  as a function of the combination . 

 
Figure 5: Plot of the centre of mass distribution ( ) of polymers as a function of radial distance  for 
various spring constants. Top row columns (i)-(v) show data with the harder spring constant =

. , . , . , . & .   (see “Units” for the value of ) respectively keeping the softer spring constant 
fixed at = .  . Bottom row   = . , . , . , .  & 50.0  with  fixed at  . Data corresponding 
to the soft (blue line)  and stiff (red line) polymers are plotted together. We reiterate that in all cases, :  
mixture of softer and harder polymers is taken and all the polymers are same in length (Number of 
polymer =   and Number of monomer in each polymer chain = 32). 

 
Figure 6: Probability distribution ( ) of the density within each spherical shell, plotted against  the radial 
distance  from the centre of the sphere. The arrangement and the colour key is the same as in Fig.5. 
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Figure 7: (a) and (b) are the comparison of the centre of mass distribution ( ) of 32-mers and dimers 
with radial distance  for equilibrium and non-equilibrium cases. In (a), blue and red lines with filled 
circle are for the non-equilibrium case where data of active (blue line - = .  , = .  ) and 
passive (red line - = .  , = .  ) 32-mers are plotted together while pink and green lines with 
open circles are the equilibrium case of 50:50 mixture of soft (pink line - = .  , = .  ) and stiff 
(green line - = .  , = .  ) 32-mers. In (b), blue and red lines with filled circle are for the non-
equilibrium case where data of active (blue line - = .  , = .  ) and passive (red line - 

= .  , = .  ) dimers are plotted together while pink and green lines with open circles are 
the equilibrium case of 50:50 mixture of soft (pink line - = .  , = .  ) and stiff (green line - 

= .  , = .  ) dimers. Here, radii of gyration of active and passive polymers (32-mers and 
dimers) have same values as that of soft and stiff polymers (32-mers and dimers) respectively. The 
probability distributions of passive spheres of two different sizes are plotted against the radial distance  
in (c). Radius of smaller and bigger spheres are .   and .   which are equal to the radii of 
gyration of passive and active polymers respectively. Data corresponding to the bigger (blue line)  and 
smaller (red line) spheres are plotted together. 

 
Figure 8: Variation of radius of gyration  with different spring constants. (a)  plotted against  with 

= .  . (b) Variation of  with  while = .  . 
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The study is focused on the effect of vitamin D3 metabolite 25-hydroxycholecalciferol, supplementation 
in the diet of 18 weeks of age commercial Lohman White® layers. The study was laid out in a Completely 
Randomized Design (CRD) with two treatments replicated three times with 360 birds in each treatment. 
The control group (T0) used the pure layer farms' existing in-house feed formulation, while Treatment 1 
utilized the in-house diet supplemented with vitamin D3 metabolite 25-hydroxycholecalciferol at 500 
grams/ton inclusion rate. Data of the layers' feed intake, final weight, number of eggs produced, 
eggquality through the determination of calcium and phosphorus content, and egg weight were 
gathered. There was no significant difference between the treatment and the control regarding the feed 
intake and number of eggs produced. There is, however, a highly significant difference in the final 
weight. The diet supplemented with vitamin D3 metabolite also showed improvements in the egg quality 
,calcium and phosphorus content of the eggs. 

 
Keywords: Vitamin D3, metabolite, supplementation, layer diet, egg production  
 
 
INTRODUCTION 
 
A successful poultry layer operation can be attained when the three major important aspects which are production 
performance, immunity, and animal health. are met [1]. To attain high production performance, proper nutrition 
should be provided to the birds because it plays a major role in an animal's welfare [2]. The major nutrients such as 
proteins, fats, carbohydrates, vitamins, minerals, and water are crucial for the animal's vital functions, but vitamins 
have additional benefits. Adequate levels of vitamins are required to enable the animal to efficiently utilize all other 
nutrients in the feed[3].  The chicken needs vitamin D, a crucial fat-soluble vitamin, for appropriate calcium and 
phosphorus metabolism. It is important for developing and maintaining strong, healthy bones in animals. Vitamin D 
regulates the homeostasis of calcium (Ca) and phosphorous (P) and influences the calcification process by increasing 
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the uptake of minerals by the bones [4]. There are circumstances, however, when skeletal health can be a problem 
and vitamin D alone is not enough. Bone disorders are important welfare and economic issues in commercial layer 
operations. The deficiency of this vitamin in chicks causes rickets, severe weakness of the legs, causes low feathering, 
poor bone mineralization, and reduced structural integrity in adult chickens. Moreover, layers that are specifically 
caged to maximize land use will lack access to the sun, a major source of vitamin D. The birds sometimes suffer and 
result in poor bone mineralization and other related issues due to lack of sun exposure. Also, because eggs are laid at 
a very high rate, and egg formation requires calcium deposition, this will lead to the loss of bone calcium. To address 
these kinds of problems, supplements or alternative vitamin sources are introduced to the animals. Supplementation 
of an already activated form of vitamin D3, such as one of the D3 metabolites, has been offered to counteract such 
problems. The first metabolite, 25-hydroxycholecalciferol, represents the first metabolite in the cascade of vitamin D 
mobilization and has become commercially available to the poultry industry [4]. 
 
Vitamin D3 (cholecalciferol) has been widely used as a feed additive to improve poultry's calcium and phosphorus 
metabolism and bone development [5]. It is the natural vitamin D manufactured in the skin from 7-
dehydrocholesterol[6]. The active form of vitamin D is not widely distributed in nature, but vitamin D precursors are 
present in many vegetables. Poultry can only utilize vitamin D3 since vitamin D2 has no physiological value in this 
species. Rich sources of vitamin D3 include the liver and viscera of fish. Vitamin D3 metabolite, also known as 25-
hydroxycholecalciferol [25-OH-D3], provides a more bioactive form of vitamin D3 to the animal, which was said to 
have advantages over vitamin D3: improvements in weight gain, feed efficiency, and shell quality, laying persistence 
and reductions in bone disorders. Vitamin D3 photo-conversion of 7- dehydrocholesterol is produced in the skin 
following sunlight and isomeration[7]. Aside from this, the supplemented diet represents most animals' major source 
of Vitamin D. Vitamin D3 has to be first absorbed from the intestinal tract and transported to the liver to be converted 
to the vitamin D3 metabolite 25-hydroxycholecalciferol. This is then transported to the kidney for conversion into 
several metabolites, the most important of which is 1, 25-dihydroxycholecalciferol [1, 25-(OH) 2-D3]. A few studies 
focused on the effects of 25-OHD on the growth production records. Thus this study was conducted. The study 
aimed to show the effect of vitamin D3 metabolite 25-hydroxycholecalciferol supplementation on commercial layers. 
Specifically, it aimed to determine the effects of vitamin D3 metabolite 25-hydroxycholecalciferol supplementation in 
layers in terms of the following production parameters,such as feed intake,gain in weight,  as well as in terms of the 
following egg quality parameters, such as egg weight, the calcium and phosphorus  content in the eggshell. 

 
MATERIALS AND METHODS 
 
IACUC protocol  
Before the conduct of the study, the proposal was submitted for approval of the Institutional Animal Care and Use 
Committee(IACUC) of Cebu Technological University. 
 
Experimental design and treatments: 
This study was laid out in a Completely Randomized Design (CRD) with two experimental treatments; the control 
group consists of the current farm formulation and treatment group with vitamin D3 added to the in-house diet, 
replicated three times with 360 samples in replicate.  
 
Management of experimental animals: 
A total of 2160 eighteen (18) week-old Lohman White pullets were randomly allotted to two (2) dietary treatments 
with three (3) replicates per treatment (360 birds/replicate) raised in a three-tier cage layer house with manual chain 
feeders and nipple drinkers. The two dietary treatments were: (T0), the in-house pre layer one basal diet formulation 
as a control group, and (T1) pre-layer to layer one basal diet supplemented with vitamin D3 metabolite (25-hydroxy-
cholecalciferol) at 500 grams/ton inclusion rate added on top. The experiment duration was seventy-five (75)  days 
which started April 2021 up to June 2021. 
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The standard farm management system, feeding program, biosecurity procedure, and medication program were 
followed throughout the feeding trial. The corresponding diets were fed following the farm's feeding program. 
Drinking water was made available at all times throughout the experiment. 
 
Data gathering procedure 
The feed consumption and layer production performance was recorded daily. The body weight of the birds was 
recorded weekly. The average daily feed intake (ADFI) was computed by dividing the total feed intake (total FI) by 
the total number of feeding days and the current population, .The average daily gain (ADG) was determined by 
dividing the weight gain by the total number of feeding days.  Eggshell sampling for calcium and phosphorus 
content analysis was done at the end of the trial. A total of 150 grams of dried eggshell samples per replicate of the 
control and treatment group was subjected to laboratory analysis for calcium phosphorus content at Fast 
Laboratories, Mandaue City, Cebu, Philippines. 
 
Statistical Analysis 
Data gathered was analyzed using t- test and was further subjected to a Least Significant Difference (LSD) test, if 
found to be significant. The eggshell was analyzed for calcium and phosphorus content and results were then 
subjected to comparison test statistics to determine if there was a significant difference among the treatments. 
 
RESULTS AND DISCUSSION 
 
Effects of Vitamin D3 metabolite 25-hydroxycholecalciferol supplementation on production parameters in layers 

 
Feed intake of layers 
Table 1 reflects the feed intake of the layers affected by adding vitamin D3 metabolite 25-hydroxycholecalciferol to 
the basal diet. Results showed no significant difference in feed consumption between the two treatments. The 
average feed intake for both treatment and controlis the standard feed intake of the birds. However, it is noted that 
the birds in treatment one consumed eight (8) kilograms less than those fed a house diet. Although there is a 
difference in their respective feed intake, it is notable that it is not significant enough and negligible. 
 
Weight Gain of Layers 
 
The effects of vitamin D3 metabolite 25-hydroxycholecalciferol supplementation on the weight gain of layers is 
shown in table 2. The computed t - value (41.59) is greater than the tabulated t - value (4.604) = 0.01, and the result is 
highly significant. This shows that the supplementation of vitamin D3 metabolite 25-hydroxycholecalciferol on the 
basal diet highly affected the weight of the layers. As shown in the feed intake data, although both treatment and 
control met the target feed intake, the body weight of the birds fed with a diet supplemented with vitamin D3 
metabolite was considerably higher. This seem to indicate a more efficient feed conversion performance by the 
treated birds and can be attributed to more efficient absorption of nutrients by the animal's body.Recently, the 
supplementation of  25-hydroxycholecalciferol [25-OH-D3], a metabolite of vitamin D3, has received more attention in 
the feed industry due to its higher bioavailability and potential benefit for bone mineralization in poultry. The 
metabolite is formulated in a stable form that is safe and approved for use in the poultry feed industry[8]. This is 
because  25-hydroxycholecalciferol [25-OH-D3] bypasses the metabolic step that must be undergone by standard 
vitamin D3. Furthermore, the intestinal binding proteins show a higher affinity to 25-hydroxyvitamin D3 than to 
vitamin D3, thus resulting in a more efficient and faster uptake and utilization  by the birds. 
 
The result agrees with several studies showing that 25-OH-D3 has higher biological activity and is a more efficient 
source of vitamin D3 in poultry diets than cholecalciferol. For instance, it was reported that the substitution of 
cholecalciferol by 25-OH-D3 in the chickens'diet beneficially affected body weight gain and feed conversion ratio 
(FCR)[8 ]. It was also reported the beneficial influence of the partial substitution of vitamin D3 in the chicken diet by 
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25-OH-D3 on growth performance and meat quality.[9] .It was also reported that the complete substitution of 
cholecalciferol by 25-OH-D3 154 improves FCR, increases eggshell percent, and thickens eggshells[10]. 

 
Number of eggs produced 
The number of eggs produced by the layers as affected by vitamin D3 metabolite 25-hydroxycholecalciferol 
supplementation are presented in Table 3. The computed t - value (0.000000019) is not equal to the tabulated z - value 
(4.604) @ α = 0.05 and 0.01. The result means that there is no significant difference between the treatment and the 
control in terms of the volume of eggs produced. For the duration of the experiment,  the expected number of eggs 
produced by both control and treatment 1 met the expected target set by the farm. However, the results in  treatment 
1 showed seventy-nine (79) more eggs were laid, which shows two percent  (2% )higher egg production than the 
standard. Supplementation of vitamin D3 metabolite 25-hydroxycholecalciferol somehow helped improve egg 
production because it is in a form that is readily available for use by the birds. This means that instead of spending 
more energy on converting vitamin D to its active form, the readily available vitamin D3 metabolite lessens the birds' 
energy expense for maintenance; thus, it can result in a slight increase in egg production. The resultis agreeable with 
the findings of another study with broiler breeder hens that diet supplementation with 25-OH-D3 can improve 
eggshell quality without much of an influence on laying performance and egg hatchability[11]. 
 
Effects of vitamin D3 metabolite 25-hydroxycholecalciferol supplementation on the quality of eggs 
The effects of vitamin D3 metabolite 25-hydroxycholecalciferol supplementation on the quality of the eggs are 
ascertained by the calcium and phosphorus content, and weight of the eggs. These aspects highly affect the eggshell 
strength and quality of an egg. Dried mashed eggshells were sent to a laboratory to test for calcium and phosphorus 
content. The egg weight was collected by getting its weight average. 
 
Calcium content 
 
Table 4.The calcium content of the eggs as affected by supplementing layers’ basal diet with vitamin D3 metabolite 
25-hydroxycholecalciferol is presented in Table 4. The t – calculated for the calcium content of the eggs, which is 
reflected to be 13.22719, is greater than the tabulated t at α = 0.01. This indicates a significant effect when 
supplementing vitamin D3 metabolite 25-hydroxycholecalciferol in the calcium content. The study shows that egg 
quality can be improved by supplementing vitamin D3 metabolite. In chickens, calcium is necessary for several 
metabolic processes and healthy eggshells [12]. The eggshell's calcium content is directly correlated to egg quality 
meaning the more calcium content, the higher the eggshell strength. Additionally, vitamin D3 and phosphorus are 
linked to its actions. Blood calcium is quickly mobilized during eggshell production. Due to its importance in 
maintaining calcium homeostasis, eggshell formation, and egg production, vitamin D3 is frequently given to layer 
meals [13]. The result also agreed with the findings of another study with broiler breeder hens that diet 
supplementation with 25-OH-D3  can improve eggshell quality without much of an influence on laying performance 
and egg hatchability [11] 
 
Phosphorus content 
Like calcium, phosphorus content also correlates with egg quality. Phosphorus balances with calcium for the 
layers’various  biological processes. The effect of vitamin D3 metabolite 25-hydroxycholecalciferol supplement on the 
phosphorus content of the eggshells produced is reported in Table 5. The t – calculated for the phosphorus content of 
the eggs with a value of 17.5368 is greater than the tabulated t at α = 0.01. The results suggest a highly significant 
effect of vitamin D3 metabolite supplementation on the phosphorus content of eggshells. Notably, the phosphorus 
content is enough to confirm that the treatment has improved and is of better quality in terms of egg quality. Farm 
trials conducted by DSM Nutritional products have shown that optimal early frame development and proper 
maintenance during the production cycle are linked to improved shell quality, can help better bone growth, can 
support efficient calcium/phosphorus metabolism, and increases egg production percentage and lay persistence. 
Long-term and early supplementation of 25OHD has positive effects on egg production and egg quality [14]. 
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Egg Weight 
Egg weight is another factor to be considered in a commercial layer farm. Though egg weight performance differs 
from breed to breed, there are still ways to improve egg weight performance. The effect of vitamin D3 metabolite 
supplement on the weight of the eggs produced is presented in Table 6. The computed t - value (-2.439) is smaller 
than the tabulated t - value (4.604) @ α = 0.01; hence the result is not significant. This means that the supplementation 
of vitamin D3 metabolite 25-hydroxycholecalciferol on the basal diet did not affect the weight of eggs produced by 
the layers. The experiment was conducted in the early laying stages (from 19 weeks to 28 week-old layers) of the 
birds; it can be noted that egg weight varies depending on the birds' age. As the laying hens grow older, egg weight 
also increases. Both the egg weight of treatment one and control is in line with the expected egg weight average by 
the bird's age. 
 
The experimental diet containing 500 grams per ton of vitamin D metabolites improved the weight of birds by 5.5 %, 
egg production by 2 %, and egg quality through increased calcium and phosphorus content of the eggshell. To 
address the vitamin D deficiency in caged commercial layers, other methods like supplementing vitamin D3 
metabolite can be practiced since sunlight exposure is inaccessible. 
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Table I. Feed intake of layers supplemented with Vitamin D3  metabolite 25-hydroxycholecalciferol vs. control. 
 

Parameters 
Feed Intake  (kg) 

TOTAL ttab tcalc 
R1 R2 R3 

Treatment 1902 1902 1901 5705 
4.604 0.0000005ns Control 1904 1904 1905 5713 

TOTAL 2806 2806 2806 11, 418 
Legend: df @ α 0.01 = 4;  ** highly significant @ α 0.01 * significant @ α 0.05 ns not significant 
 
Table II. Weight of layers supplemented with vitamin D3 metabolite 25-hydroxycholecalciferol vs. control. 
 

Parameters 
Weight gain  (g) Total weight 

gain (g) Mean ttab tcalc 
R1 R2 R3 

Treatment 426 448 437 1311 437 
4.604 41.59** Control 377 425 439 1240 413 

TOTAL 803 873 876 2551 425 
Legend: df @ α 0.01 = 4;  ** highly significant @ α 0.01  * significant @ α 0.05 ns not significant 
 
Table III. Number of eggs produced with layers supplemented with Vitamin D3 metabolite 25-
hydroxycholecalciferol vs. control. 
 

Parameters 
Egg Production 

TOTAL Mean ttab tcalc 
R1 R2 R3 

Treatment 4015 4004 3999 12018 4006 
4.604 0.0000000519ns Control 3925 3927 3929 11781 3927 

TOTAL 7940 7931 7928 23799 3967 
Legend: df @ α 0.01 = 4;  ** highly significant @ α 0.01 * significant @ α 0.05 ns not significant 
. 
Table IV. Calcium content of the eggs as affected by supplementing layers’ basal diet with vitamin D3 metabolite 
25-hydroxycholecalciferol 

Parameters 
Calcium Content  (%) 

TOTAL Mean ttab tcalc 
R1 R2 R3 

Treatment 42.5 40.7 41.6 124.8 41.60 

4.604 13.22719** Control 41.3 40.0 41.8 123.1 41.03 

TOTAL 83.8 80.7 83.4 247.9 41.32 
Legend: df @ α 0.01= 4;  ** highly significant @ α 0.01 * significant @ α 0.05 ns not significant 
 
Table V. Phosphorus content analysis of egg shells as affected by supplementing layers’ basal diet with vitamin 
D3 metabolite 25-hydroxycholecalciferol 

Parameters 
Phosphorus Content  (%) 

TOTAL Mean ttab tcalc 
R1 R2 R3 

Treatment 0.148 0.145 0.153 0.446 0.1487 

-4.604 -17.5368** Control 0.135 0.125 0.149 0.409 0.1363 

TOTAL 0.283 0.270 0.302 0.855 0.1425 
Legend: df @ α 0.01= 4;  ** highly significant @ α 0.01 * significant @ α 0.05 ns not significant 
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Table VI. Weight of the eggs as affected by supplementing layers’ basal diet with vitamin D3 metabolite 25-
hydroxycholecalciferol 

Parameters 
Egg weight (grams) 

TOTAL Mean ttab tcalc 
R1 R2 R3 

Treatment 53.3 52.6 53.3 159.2 53.1 

-4.604 -2.439ns Control 53.3 52.0 53.6 158.9 53.0 
TOTAL 106.6 104.6 106.9 318.1 53.05 

Legend: df @ α 0.01= 4;  ** highly significant @ α 0.01    * significant @ α 0.05 ns not significant 
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The aim of this study was to review articles, to find out effect of early mobilization and chest 
Physiotherapy on postoperative pulmonary complications (PPCs)in subjects undergoing abdominal 
surgery. A bibliographic review was performed in international databases (PubMed, google scholar, 
CINAHAL, MEDLINE, SCOPUS and PEDro) from 2012 to 2022. Ten clinical studies were included in this 
review. The evaluation of internal validity of this study was based on the PEDro scale. Results: The 
results showed that application of standardized early mobilization program on the day of surgery along 
with chest Physiotherapy can have positive effects on reducing postoperative pulmonary complications 
(PPCs). However, there were differences in few of the included studies regarding the implementation of 
early mobilization program and the technique applied for chest Physiotherapy. Postoperatively, early 
mobilization program along with chest Physiotherapy should be implemented from the day of surgery 
and must be considered one of the main factors to reduce postoperative pulmonary complications and 
enhance patients’ recovery. 
   
Keywords: Abdominal surgery, Early Mobilization, Postoperative complications, Pulmonary functions, 
Breathing exercises, Chest Physiotherapy  
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INTRODUCTION 
 
Indications for “abdominal surgeries” include the identification and treatment of numerous diseases, the removal of 
malignant tissue, the treatment of visceral tissue perforations, the removal of inflammatory bowel segments, benign 
growths, or vascular aneurysms, among other procedures [1]. Following abdominal procedures, it is normal to 
experience postoperative complications that may demand for invasive treatments such as re-exploration or intensive 
care management enforcing strict pre-operative and post-operative care guidelines [2]. According to AIHW report, 
abdominal surgery is the most frequently performed procedure in Australia and New Zealand [3]. Over 230 million 
major surgeries are performed annually around the world, with postoperative complications ranging from 1% to 
23% in major surgeries [3][4]. Following abdominal surgery, postoperative pulmonary complications (PPCs) have 
been associated to higher rates of morbidity and mortality, longer hospital stays, and higher healthcare costs [1]. 
Following upper abdominal procedures, there is a high risk of developing PPCs that ranges from 17% to 88% and is 
up to 15 times more likely than following a lower abdominal incision [1][4]. A PPC is frequently referred to as "a 
pulmonary abnormality that produces identifiable disease or dysfunction, that is clinically significant and adversely 
affects the clinical course"[3]. The respiratory system is negatively impacted by abdominal surgery and general 
anaesthesia in a number of ways, including altered respiratory muscle drive and function, decreased lung volume, 
including tidal volume, total lung capacity, and vital capacity, impaired mucociliary clearance, and 
impaired efficiency to cough [4]. Atelectasis, hypoxemia, hypercapnia, bronchospasm, dyspnoea, pneumonia, 
respiratory dysfunction, and pleural effusion are examples of the frequent postoperative pulmonary issues[1][4]. 
Additionally, there is decrease in oxygen arterial pressure (PaO2) and oxygen haemoglobin saturation (SPO2) [1][4]. 
The “Enhanced Recovery after Surgery Society” and other perioperative care recommend and strongly advise 
"enforced" early mobilization (i.e., beginning out-of-bed activities from the day of surgery) as part of the fast-track 
approach [5][6]. Early postoperative mobilization, such as sitting, standing, and ambulation programmes, have been 
strongly recommended for patients after major surgery to speed up their recovery. It is claimed that these 
programmes improve functional capacity, lower postoperative complications, and shorten hospital stays [7]. More so 
than just breathing exercises, early mobilization improves pulmonary functions like forced vital capacity, maximum 
voluntary ventilation, and arterial oxygenation [8]. 
 
Chest Physiotherapy, which incorporates deep breathing exercises, mobilization, postural drainage, percussion, 
vibration, or shaking to improve bronchial drainage, as well as the use of mechanical breathing devices like the blow 
bottles, incentive spirometer (IS), autogenic drainage, ACBT, IPPB and CPAP plays a significant preventive role in 
dealing with postoperative complications [1]. It attempts to enhance the patient's breathing pattern, promote lung 
expansion, respiratory muscle strength, retain pulmonary function including functional residual capacity and 
inspiratory reserve volume, and improve oxygenation without escalating pain or leading to additional issues [1]. It 
reverses physiological and/or functional abnormalities that could happen in postoperative after surgery, preventing 
or treating PPCs [1]. 
 
So, the aim of this study was to review articles to find out the effect of early mobilization and chest Physiotherapy on 
postoperative pulmonary complications in subjects undergoing abdominal surgery. 
 
MATERIALS AND METHODS 
 
Article search process 
After searching databases (PubMed, Google Scholar, CINAHAL, MEDLINE, SCOPUS, and PEDro) using the 
following keywords: abdominal surgery, early mobilization, postoperative problems, pulmonary functions, 
breathing exercises, and chest physical therapy, a review of the relevant literature was conducted in September 2022. 
The inclusion criteria for the articles were: (1) published material(2) studies conducted from year 2012 to 2022(3) 
articles related toearly mobilization/ambulation and chest Physiotherapy on postoperative pulmonary complications 
after abdominal surgery(4)studies examining the postoperative complication rates, length of stay in hospital, 
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readmission rate, performance-based functional outcomes, patient-reported outcome measures, ABG analysis, 
respiratory functions, pulmonary functions, chest Physiotherapy, vital status, oxygen saturation, pain, quality of life, 
and patient disposition. The exclusion criteria were: (1) articles not published in English(2) systemic reviews, meta-
analysis(3) articles in which mobilization programme not described or started more than postoperative day one(4) 
articles that did not have a comparison patient group (either a control or pre/post intervention data). 
 
Evaluation of internal validity of articles included in this review 
The PEDro scale was used as the basis for the internal validity assessment. The articles with a PEDro score of 4 or 
higher were considered for this review. 
 
Search results 
The search strategy generated a total 50 articles from the searches. The online searches were conducted on 16 June 
2022 and 10 August 2022 respectively. All articles were collected and duplicates were removed (15 articles). 35 
articles were then reviewed by reading the abstracts to determine whether they met the inclusion and exclusion 
criteria. Finally, from the final scanning process,10 studies resulted, which were included in this review. The study 
selection process is shown in Figure 1. 
 
RESULTS AND DISCUSSION 
 
The following are the studies included in the review as well their main findings: 
In study of Anna Svensson-Raskh et al., (2021)did a study were 214 abdominal surgery patients participated, and 
were randomized to one of the three groups: mobilization and standardized breathing exercises, mobilization only, 
or control. They reported that mobilization out of bed, with or without breathing exercises, after 2 hours of elective 
abdominal surgery enhanced participants' SPO2 and PaO2 [6]. Saba Balvardi et al., (2021) conducted a study with 100 
individuals enrolled in a trial, and they were randomly assigned to receive usual care (preoperative education) or 
facilitated mobilization (sitting in a chair for at least two hours on the day of surgery and being active (walking 
and/or sitting) for at least six hours from POD 1 until discharge). The researchers observed that staff-directed 
facilitation of early mobilization an did not result in improved postoperative pulmonary function or reduced PPCs 
within an enhanced recovery pathway for colorectal surgery [9]. 
 
Ajay Kumar Dhiman et al.,(2021) did a study and 52 participants were allocated into two study groups: the 
conventional group treatment and the ERAS (Enhanced recovery after surgery) protocol. The study demonstrated 
that early recovery programmes can be successfully performed with noticeably reduced hospital stays without any 
increase in postoperative problems in patients undergoing emergency laparotomy for abdominal trauma[10]. Md. 
Feroz Kabir et al., (2021) did a study with 60 participants, divided the participants into two groups: 30 in the chest 
physiotherapy group (control) and 30 in the chest physiotherapy along with early mobility group (experimental) 
and found that administering CPT along with early mobility exercise significantly decreased the length of hospital 
stay, increased peripheral oxygen saturation, and improved functional independence following abdominal surgeries 
[1]. Monika Fagevik Olsen et al., (2021) conducted a study in which 83 open pancreatic surgery patients were 
randomly assigned to the same-day mobilization group or the next-day mobilization group. The group that was 
mobilized the same day as surgery showed a larger improvement in oxygenation after mobilization, which may help 
to lessen complications and speed functional recovery [11]. 
 
Sana Bashir et al., (2019) concluded that in patients who have upper abdominal procedures, breathing exercises with 
spirometry and early post-operative mobilization prevent PPCs, improve post-operative vital status, blood gases, 
and QOL, and decrease post-operative pain and length of hospital stay [12]. Aml Sabra Abu Bakr et al., (2018) 
included 80 elderly patients and concluded that early ambulation benefited elderly patients undergoing 
laparotomies by decreasing postoperative RTIs (respiratory tract infections), improving respiratory parameters, and 
shortening hospital stays [13]. 
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AHMED M. ABD EL-RAUF et al.,(2017) did a study were 40 subjects with upper abdominal surgery and were 
divided into two groups: early mobilization and regular chest physiotherapy or in routine chest physiotherapy. The 
study demonstrated that following elective open upper abdomen surgery, early mobilization is useful in enhancing 
pulmonary functions (FVC, FEV 1, and PEF) [14]. SamahM. AbdElgaphar et al., (2015)conducted study with 60 upper 
abdominal surgery patients who were divided into two groups both received early ambulation, while those in study 
group received breathing exercises.  According to the study, adding breathing exercises during the first few days 
after surgery enhances ventilatory performance, lowers pulmonary complications, and shortens postoperative 
hospital stays [15]. The main characteristics of the studies included in the review are presented in Table 1. 
 
Synthesis of results included in this review 
Due to the proximity of the incision close to the diaphragm and the “extensive neural-network” in the abdominal 
region, abdominal surgery causes more severe complications in the postoperative period [16]. According to Boden et 
al., (2018), the reported complication rate following major abdominal surgery which ranges from 30-60% with an 
astomosis leakage, bleeding and cardiovascular issues being the most common and challenging. “Early Mobilization 
is one of the fundamental evidence-based practices in the Fast Track Surgery (FTS)”. The total time/duration spent 
out of bed by subjects in the post-operative period is just as important as early mobilization, and the ERAS protocol 
recommends that the patient should stay out of bed for two hours on the 1stPOD and six hours per day until 
discharge on the subsequent days (Gustafsson et al., 2019)”. Chest Physiotherapy has been recommended as a critical 
element in the prevention and improvement of PPCs following abdominal surgery and has been regularly used in 
both preoperative and postoperative care [4]. In the early postoperative phase, breathing exercises along with early 
ambulation increase the dynamic ventilator parameters (FVC%/FEV1/PEF), reduce pulmonary complications, 
 shorten postoperative hospital stays and also raises the peripheral oxygen saturation level [14]. As a result, it is 
recommended that “pulmonary physiotherapy” should be added to the standardized early mobilization programme 
as it improves pulmonary functions after upper abdominal surgery. 
 
“The current study concluded that executing an early mobilization programme is practical, safe, and has no 
associated adverse consequences. However, in clinical practise, the frequency, length, and intensity of mobilization 
programmes vary in different settings. Additionally, it is important to research the long-term effect of early 
mobilization on the respiratory system”. Studies have shown that "setting-goals" for the mobilization process has a 
motivating effect on patient’s mobilization This was demonstrated in the study by Fadime Koyuncu et al., were 
patients in the intervention group were more likely to reach the established/targeted mobilization goals than those in 
the control group [16]. In all clinical settings, differences were found in the “definition of PPCs, the occurrence and 
severity of consequences (none, mild, moderate, and severe), and follow-up”. PPCs need to be measured and defined 
using standardized and thoroughly validated measures as 1.The European Perioperative Clinical Outcome (EPCO) 
taskforce or 2.The Clavien-Dindo classification of surgical complications. “Studies showed that when the therapeutic 
maneuvers which improve lung volume are used properly the risks, severity and frequency of postoperative 
complications after abdominal surgery are reduced. The results of the investigations are influenced by the lack of 
standardization in terms of exercise type, number of series, repetitions, intervals, frequency, and timeframes. To 
determine the scope of benefit and the relative efficacy of various chest physiotherapy modalities for postoperative 
patients, well-designed trials must be conducted”. 
 
“Aiming to establish consensus-based, best practice guidelines on the ideal frequency, duration, and intensity of 
mobilization in various settings, well-designed trials and future work must concentrate on 1. clinical reasoning and 
2. decision -making process in gradually mobilizing patients to maximise therapeutic response”. Following the 
establishment of these, compliance and result data are required to better comprehend what prescription of early 
mobilization should be administered in clinical practice [6]. Additionally, it has been demonstrated that getting out 
of bed immediately following abdominal surgery has an impact on the patient's physical and mental health [6]. 
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CONCLUSION 
 
This narrative review summarises the key studies on a range of elective and emergency abdominal surgeries in order 
to reduce and avoid postoperative pulmonary complications. In accordance with the review, postoperative 
early mobilization along with chest physical therapy with breathing exercises shorten hospital stays, enhance 
pulmonary and ventilatory functions, improve peripheral and arterial oxygenation, and increase functional 
independence and contributes to improvement in the patient's QOL. Implementing an early mobilization protocol in 
accordance with ERAS recommendations minimizes the incidence of postoperative pulmonary complications, pain 
levels, physiotherapy inputs, and readmission rates. 
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Table 1: Main characteristics of included studies 

AUTHOR,  
YEAR 

STUDY 
DESIGN 

INTERVENTION OUTCOME MEASURE RESULT 

Anna 
Svensson-

Raskh et al. 
(2021) [6] 

randomiz
ed 

controlled 
trial 

N= 201 
Group 1 (n=68) early mobilization 
and breathing exercises, Group 2 

(n=69) early mobilization 
Group 3 (n=64) 
no intervention 

Primary: SPO2,PaO2 
Secondary: PaCO2, 

spirometry, respiratory 
insufficiency, 

pneumonia, length of 
hospital stay 

There were significant 
improvements in SPO2 and PaO2 

Group 1 and 2. Secondary 
outcome measures did not differ 

between groups. 

Saba 
Balvardi et 

al. 
(2021) [9] 

randomiz
ed 

controlled 
trial 

N=100 
Group 1 (n=50) postoperative 

care, Group 2 (n=50) facilitated 
postoperative mobilization 

FVC, FEV1 and peak 
cough flow 

There was no between- group 
difference in recovery of FVC or 

peak cough flow. 

Ajay Kumar 
Dhiman  

et al. 
(2021) [10] 

randomiz
ed 

controlled 
trial 

N=52 
Group A- ERAS protocol, Group 

B- conventional care 

Primary: length of 
hospital stay 

Secondary: complication 
rate, re-admission rate 

Statistically significant 
improvement in Group A in terms 
of reduction in length of hospital 

stay and complication rate. 

Md. Feroz 
Kabir et al. 
(2021) [1] 

Quasi-
experime
ntal study 

N=60 
Group I (n=30) early mobilization 
along with routine CPT, Group II 
(n=30) received only routine CPT 

Respiratory function, 
length of hospital stay, 
pain intensity, oxygen 

saturation, level of 
functional independence 

Significant improvement in Group 
I in terms of length of hospital 
stay, O2 saturation, respiratory 

functions, functional 
independency level. 

MoikaFagev
ik Olsen 

et al. 
(2021) [11] 

randomiz
ed 

controlled 
trial 

N=83 
Group A- (n=42) mobilized on the 

same day of surgery, Group B- 
(n=41) mobilized on the next-day 

of surgery Both groups were 
given breathing exercises with 

PEP device 

ABG- SaO2, PaO2, PaCO2, 
PH, Spirometry- FVC, 

PEF and FEV1 

FiO2, SaO2/FiO2, PaO2/FiO2, and 
alveolar-arterial oxygen gradient, 

before and after mobilization, 
were superior in Group A. 

Sana Bashir 
et al. 

(2019) [12] 

randomiz
ed 

controlled 
trial 

N= 30 
Group 1 (n=15) deep breathing 
exercises, incentive spirometer, 

early mobilization, Group 2 
(n=15) early mobilization 

HR, RR, 
SPO2, PH, PO2, PCO2, 

HCO3, SaO2, SF-36 

Significant improvement (p<0.05) 
was observed on RR, PH, PO2, 

pain levels, chest x-rays, 
auscultation prior to discharge. 
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Aml Sabra 
Abu Bakr et 

al. (2018) 
[13] 

Quasi-
experime
ntal study 

N= 80 
Group 1 (n =40) early ambulation, 

Group 2 (n =40) control group 

Patient interview 
structured questionnaire, 

patient's physical and 
respiratory assessment, 
early ambulation record 

Reduction in postoperative RTIs, 
improved respiratory parameters 
and decreased length of hospital 

stay in Group 1. 

AHMED 
M.EL-RAUF 
(2017) [14] 

randomiz
ed 

controlled 
trial 

N=40 
Group 1 (n=20) received early 
mobilization and routine CPT 
Group 2 (n=20) routine CPT 

FVC, FEV1, PEF 

Significant improvement in 
pulmonary functions measured 
variables FVC, FEV1 and PEF in 

Group 1. 
Samah 
M.Abd 

Elgaphar et 
al. (2015) 

[15] 

Quasi-
experime
ntal study 

N=60 
Group 1 (n=30) received routine 

physical therapy (early 
ambulation);Group 2 (n=30) 
received breathing exercises 

SPO2, FVC and FEV1 
Significant improvement in FEV1, 
reduced PPCs, shorter length of 

hospitalization in Group 1. 

 

 
Fig 1: The study selection process flow chart 
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The present study reveals the aquatic weeds and their ecological traits of Mandvi taluka, district Surat of 
South Gujarat. In Mandvi taluka, natural and artificial seasonal wetlands serve as an entrance for 
migratory waterfowl. The recent research reports the biodiversity of wetlands viz. Maya Tadav and 
several ponds of Mandvi taluka during research time. In research total of 23 diverse aquatic species have 
been reported from the wetlands. It includes marshy, emergent, free-floating, and submerged 
hydrophytes. Significantly most common species belong to families like Poaceae, Araceae, Cyperaceae. 
Species such as Ipomoea aquatica, Typha angustifolia, Chloris barbata, Hydrilla verticillata L., and Cyperus are 
commonly occurring throughout the year in the area. 
 
Keywords: Aquatic Weeds, Wetlands, Mandvi, South Gujarat. 
 
 
INTRODUCTION 
 
According to (Odum, E.P. (2005)), the wetland is among the center of situations inside the world. Within the aquatic 
plants are key modules for the well-functioning of wetland organic frameworks for natural yield and reinforce many 
life shapes and hence donate parcels of stuffs and comforts for the subsidiary individuals. Wetlands are vital for the 
conservation of biodiversity for several of the uncovered species that survive on them and for on a very basic level 
passing fowls .The study of Wetland are done in Gujarat by Dabgar, P.J.(2012), Deshkar S. L, (2008), Kumar et al., 
(2006), Parmar A.J. and Patel N.K.(2010), 
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STUDY AREA 
Mandvi taluka is found in the Surat District of South Gujarat. Separated from the forest border of Umarpada, 
Mangrol, and Tapi district of Gujarat. Meadow, Wetlands, and Slopes secured most of the timberland range. Water 
bodies like Ambli Dam, Isar Dam, Godhdha Dam, Kevdi Dam, Kakrapad Dam, Lakhi Dam are artificial wetlands. 
Maya Tadav or ponds, Rataniya Tadav and Sathvav Tadav are natural damp arrive. The lake is perennial and the 
water level subsides altogether during summer. The bed is composed of clay and silica. 
 
MATERIAL AND METHODS  
 
The present work is the outcome of few years intensive survey with serious observation and collection. Bentham and 
Hooker system taxonomy was accepted for the current study. Moreover this survey was attempted to characterized 
aquatic angiosperm into emergent, submerged, marshy and free floating hydrophytes. Identification was done with 
help of flora. The field study were organize during year 2021-2022 every month survey carried out and collect the 
aquatic plants. The seasonal variation of plant species in wetland have been studied to find out the species 
abundance. The collected plants were identified and classified to their respective species level.  
 
RESULTS AND DISCUSSION 
 
The submerged aquatic plants are produce oxygen in the process of photosynthesis at the littoral zone of ponds. This 
oxygen is control by the dissolve oxygen in the ponds. As a result the balance of oxygen in the water and this water 
is suitable for pisciculture. The aquatic species found in ponds of Mandvi taluka are 22 species and 21 genera 
belonging to 13 angiospermic families. Floating hydrophytes habitat is dominant in the result of Table-1. Free-
floating hydrophytes like Eichhornia and Pistia and Rooted with floating Nelumbo, Nymphaea, and Rooted submerged 
Hydrilla, and Rooted emergent Typha and Cyperusspecies found throughout the year. Saggitaria and Scirpusspecies are 
dominant during the dry season.  
 
CONCLUSION 
 
The current research was predictable at the identification of aquatic vegetation growing in these ponds. Wetlands are 
also vital for the preservation of groundwater. Also, if not suitably conserved, the catchment zone of the wetlands 
gets clogged upstream, causing water-logging in close inhabited and has severe economic and health problems. 
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Table : 1 Aquatic weeds of Mandvi Taluka are enlisted as below. 
S.R.No Family Scientific Name V.Name Habit 

1 Convolvulaceae Ipomoea aquatic Forssk.  Emergent 

2 Hydrocharitaceae Hydrilla verticillata (L.f.) Royle.  Submerged 

3 Hydrocharitaceae Hydrocharis L.  Floating 

4 Hydrocharitaceae Vallisneria spiralis L.  Submerged 

5 Amaranthaceae Alternanthera pungens Kuntz.  Marshy 

6 Poaceae Chloris barbata Sw.  Marshy 

7 Poaceae Dactyloctenium aegyptium (L.)  Marshy 

8 Poaceae Paspalidium punctatum  Marshy 

9 Poaceae 
Hygroryza aristata (Retz.) 

Nees ex Wight &Arn. 
 Emergent 

10 Nymphaceae Nymphaea nouchali Burm.F. Poyanu Floating 

11 Nymphaceae Nymphaeapubescens Willd.  Floating 

12 Nymphaceae Nelumbo nucifera Gaertn. Lotus Floating 

13 Araceae Pistia stratiotes L. Jalshankhala Floating 

14 Araceae Spirodela polyrrhiza (L.) Schleid. Water velvet Floating 

15 Lemnaceae Lemna gibba Linn.  Floating 

16 Lemnaceae Wolffia arrhiza (Linn.) Wimmer  Floating 

17 Onagraceae Ludvigia octavalvis  Marshy 

18 Najadaceae Najas minor All.  Floating 

19 Scrophulariaceae Bacopa monnieri (Linn.) Wettest.  Floating 

20 Cyperaceae Cyperus esculentis  Emergent 

21 Pontederiaceae Eichhornia crassipes (Mart.) Solms. Kanphutti Floating 

22 Typhaceae Typha angustata Bony. & Chaub.  Floating 
 

   
Fig. 1 . Maya Tadav (Regama village) Sathvav Tadav 
(Sathvav village) 

Fig. 2 . Isar Dam(Isar village)   Kevdi Dam (Karutha 
village) 
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In this work we propose fuzzy logic controller based control of bidirectional power flow in grid 
interfaced converters. The bidirectional power flow control feature allows in converters to charge and 
discharge at the same time. In addition, five charging strategies have been chosen and developed to 
achieve high charging efficiency while simultaneously increasing the battery's life: Charging using 
different methods of control strategies. To implement different methods of charging approaches, the 
converter employs the direct quadrature (d-q) transformation. These functions can be performed by a 
digital signal processor without the use of additional circuit components. This paper also examines and 
analyses the differences in charging power between each technique. Finally, the proposed bidirectional 
charger's performance and practicality are confirmed by MATLAB/SIMULINK simulation results. 
 

Keywords : Bidirectional power flow control, Grid interfaced inverter, Digital signal processors, Fuzzy 
controller, Charging strategies. 
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INTRODUCTION 
 
Novel power innovations, consisting of sustainable electricity era frameworks, electric automobiles and high stage 
consumer hardware, have swiftly advanced in latest years to address petroleum derivative use and carbon dioxide 
emissions challenges [1]. In those applications, the battery module is commonly gift for energy capacity. A 
framework linked DC-AC converter is needed to transmit electric strength among the battery and the network, 
whilst the 3-stage H-span circuit might be the most often used arrangement for high-strength applications. [2]. 
Furthermore, the converter's bidirectional strength float regulation is a critical functionality for recognizing the 
battery's charging and discharging capacity [3]. Though it becomes mentioned in [4], dangle-primarily based 
charging/releasing is likewise a key mode. Furthermore, the bidirectional charger has turn out to be an crucial issue 
for electric vehicle (EV) programs [5]. 
 
Various charging strategies had been created to extend the charging execution in addition to the battery length [6]. 
The continuous present day constant current and voltage (CC-CV) method of charging is one of the  majority 
customarily used method of charging. When the battery voltage falls beneath a predetermined threshold, CC 
charging is chosen. When the battery voltage is better than the specified esteem, CV charging might be decided on, 
that is uncommon. Despite the reality that CC-CV charging can take care of speedy charging, the overheating 
phenomenon as a result of the consistent charging modern-day should injure cathode plates and shorten the battery's 
lifestyles. The PRC and SRC advances have been designed in reaction to this [7]. Electron debris in the battery can be 
homogeneously disseminated way to the PRC and SRC's 0 charging modern-day period functions. As a end result, 
the charging security and battery lifestyles may be multiplied. Aside from a changed PRC price, the Reflex ideas 
become advanced [8]. For the Reflex TM approach, the negative charging period will be remembered in comparison 
to standard PRC charging. According to [9], the bad charging duration can enhance the uniform appropriation of 
electrolyte fixing whilst also stabilizing the battery's artificial response. Furthermore, for fixed lead-corrosive 
batteries in electric powered motors, Reflex TM charging becomes hired [10]. The identical bidirectional method of 
charging idea can also to be applied to SRC charging [11]. Control and research of the SRC and PRC charging 
schemes were the focal point of a few articles [12]. To begin, the SRC charging mechanism and a look at of greatest 
charging recurrence for Li-particle batteries were presented in [13]. The impedance of a battery checked that took 
into consideration of DC a part of SRC charging. A two-phase Z-source booming far off charger with line recurrence 
sinusoidal charging became proposed in connection with [14]. Furthermore, [15] set up a web-primarily based 
following computation that may be used to continually disseminate and comply with the perfect charging recurrence 
for normal batteries for any purpose. Furthermore, demanding situations with Li-particle battery SRC charging have 
been proposed in [16]. Despite the achievement of these provided tactics, the bidirectional electricity glide manage 
combining SRC and PRC strategies together with a three-degree converter has been ignored. A three-phase battery 
charger the usage of PRC and CC charging turned into presented in [17]. In any event, the SRC charging function 
turned into no longer considered at the same time as bidirectional charging changed into being developed/it become  
no longer designed to release competencies. 
 
Test System under Implementation 
The test system along with control blocks of proposed system are depicted in Fig. 1. The AC link is connected to the 
loads where as the DC link is associated with the batteries. To achieve better control strategies and simplified 
converter, directly the dq transformation method adopted hear. Hence, in this article the proposed dq controller with 
fuzzy implementation will provide the various control strategies for the power converters.  
 
Proposed Controller 
The proposed controller for implementation of bidirectional power flow uses dq/abc transformation. The three phase 
voltage signals are converted into d-axis and q-axis quantities of voltages and currents using dq transformation 
block. The phase locked loop fixes the voltage signals on d-axis and q-axis. The reference q-axis is set to zero for 
achieving unity power factor. For controlling the energy transfer among the battery and grid, the 
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discharging/charging of the battery currents are regulated. This uses the fuzzy rule base (FRB) for optimal generation 
of the switching pulses. The FRB for this controller is presented in Table 1. 
 
SIMULATION RESULTS 
 
The battery voltage, current and DC link voltages with proposed controller are shown in fig’s. 2, 3 and 4 respectively. 
For the duration of the period of charging, the converter is in AC-DC mode of operation and also the power flows in 
the direction to the battery from the grid. On the dissimilar, the converter is in DC-AC mode of operation during the 
period of discharging and the power flows to the grid form the battery.  The Fig.’s 5 and 6 are depicts that the Grid 
current and voltage in the grid connected system. The THD of voltage and current are shown if Fig.’s 7 and 8. The 
THD of  current and voltages by using fuzzy logic controller are shown in fig.’s 9 and 10. 

CONCLUSION 
 
In this work, we proposed a fuzzy logic controller based control of bidirectional power flow in grid interfaced 
converters. The converter can work in both DC-AC (PFC) and AC-DC (inverter) modes to achieve the bidirectional 
control to drift the regulation. The five different charging techniques have been explored and developed in order to 
enhance the performance of charging and battery existence. The important contribution includes the five different 
methods of charging and discharging techniques are incorporated with the proposed charger. These charging 
strategies can be completed using the proposed converter and the d-q transformation strategy. Furthermore, the 
charging power discrepancies among each approach are tested in element and mathematically deduced. Finally, 
simulation effects generated with MATLAB/SIMULINK and it exhibit the better performance and viability in terms 
of THD of the proposed bidirectional charger. 
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Table 1: FRB for the MSVSC controller 

 
 

 
Fig.1: Test system under consideration 
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Fig..2: Battery Voltage Fig. 3: Battery Current 

 
 

Fig. 4: DC link voltage 
 

Fig. 5: Grid current 
 

 
 

Fig.6: Grid voltage Fig.7: THD of voltage 

 
 

Fig.8: THD of  current Fig.9: THD of current by using fuzzy logic controller 

 
Fig.10: THD of voltage by using fuzzy logic controller 
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Liver disease refers to any ailment that harms the liver and impairs its ability to function normally. One 
crucial thing to figure out is how disease patients' gastrointestinal symptoms relate to one another. To 
evaluate the relationship between gastrointestinal symptoms in liver disease patients. A prospective 
interventional study was conducted for 6months period at a private hospital in Palakkad. The 
relationship between gastrointestinal symptoms was determined by the Gastrointestinal symptom rating 
scale (GSRS). The collected cases were entered in MS Excel 2007 & Descriptive statistics were performed. 
A total of 70 participants with age >18 diagnosed with liver disease were included in the study. The 
majority of patients (35.7%) were diagnosed with alcoholic fatty liver disease. Out of 70 patients, 28 (40%) 
were diagnosed with abdominal pain while it is reduced to 25(35.7) on follow-up. The average Reflux 
score was 1.98 on the baseline and 1.25 on the follow-up, abdominal pain was 2.49 on the baseline while 
1.97 on the follow-up, indigestion score of 1.94 on the baseline while 1.51 on the follow-up, Diarrhea 
score of 1.14 and 1.13 and constipation score of 2.62 and 1.67 on follow-up. Except for the diarrhea 
domain, all the domains were found to be statistically significant. All domains of GSRS score have been 
found to be decreased after follow-up studies.  

Keywords: NAFLD (Non- alcoholic fatty liver disease), QOL (Quality of life), CLD (Chronic liver 
disease),GSRS (Gastrointestinal symptom rating scale). 
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INTRODUCTION 
 
Protein-energy malnutrition (PEM), which is widespread in individuals with liver diseases, is due to the liver's 
central participation in nutritional and fuel metabolism. Moreover, this insufficiency results in poor outcomes and a 
reduction in living standards (QOL).[4] Worldwide, the prevalence of non-alcoholic fatty liver disease (NAFLD) has 
been rising. Currently, 75% of chronic cases of liver disease in the US are caused by NAFLD. Obesity, a number of 
metabolic disorders, and even cardiovascular problems have all been related to NAFLD. NAFLD develops without 
regard to weight or alcohol use. Lack of exercise and an unhealthy diet are lifestyle choices that significantly 
contribute to the onset of NAFLD [1].Cirrhosis is a chronic liver condition that is incurable, progresses, and is 
accompanied by consequences such as upper gastrointestinal hemorrhage and hepatic encephalopathy. Ascites, 
hepatic encephalopathy, and variceal hemorrhage are only a few of the consequences associated with chronic liver 
disease (CLD), which is known to cause high morbidity and death. [3] Patients with liver cirrhosis display several 
signs of gastrointestinal dysfunction. Such issues could affect a person's quality of life in terms of their health and 
nutritional state. The frequency of abdominal discomfort in liver diseases varies depending on the extent of the 
condition, emotional stress, and intestinal abnormalities. [10] One of the main causes of illness and death worldwide 
is a chronic liver disease (CLD). The most prevalent risk markers include alcohol, chronic hepatitis B and C, non-
alcoholic steatohepatitis (NASH), malnutrition, toxins, and several tropical illnesses. [11] 
 
MATERIALS AND METHOS 
 
A prospective interventional study was conducted for 6 months period at a private hospital in Palakkad.All patients 
of age ≥18 years or older with diagnosed liver disease and Patients with or without co-morbidities were included in 
the study while patients who were terminally ill, hemodynamically unstable, and too ill to complete the 
questionnaire, patients not willing to give consent for the study and patients unable to complete the questionnaire 
due to severe comorbidities were excluded from the study. The study was approved by the institutional ethics 
committee of Grace College of Pharmacy, Palakkad. GCP/IEC/112B/2022 dated 05-07-2022. The relationship between 
gastrointestinal symptoms was determined by the Gastrointestinal symptom rating scale (GSRS). Signed informed 
consent was taken from the patient prior to the study. A pre-designed patient data collection form was used to 
collect the required information. The relationship between gastrointestinal symptoms in liver disease is assessed by 
Gastrointestinal Symptom Rating Scale (GSRS). The questionnaire contains 15 items and is rated on a seven-point 
Likert scale (No discomfort to very severe discomfort). Based on a factor analysis, the 15 GSRS items break down into 
5 scales. Abdominal pain, reflux syndrome,Diarrhea syndrome, Indigestion syndrome, and constipation 
syndrome[16],[17]. 
 

STATISTICAL ANALYSIS 
The collected cases were entered in MS Excel for calculating the percentage of various parameters. Descriptive 
statistics like frequency and percentage, Standard deviation are used to describe the demographic characteristics and 
determinants of liver diseases. The detection of significant differences for continuous variables between groups was 
performed using an unpaired t-test. 
 
RESULTS 
 
The study encompassed a total of 70 participants who were older than 18 and had been diagnosed with liver disease. 
In regards to age, table No. 1 reveals that 10 (14.2%) patients fall under the category of those who are over 65, while 
30 (42.8%) patients are under 45 and an equal ratio was between 45 and 65. Demographic characteristics are 
presented in table no:2. The liver disease was more prevalent among male patients 46(65.7%) while only 24(34.2%) 
are female patients. 2(2.8%) were vegetarian whereas 68(97.14%) have a dietary habit of a mixed diet. 24 (34.2%) 
patients were physically active while 46 (65.7%) were not active. Based on educational qualification majority 25 
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(35.7%) were having primary school education,24 (34.2%) had a high school education,11 (15.7%) had college-level 
education while10 (and 14.2%) were uneducated. Most of the patients 66 (94.2%) were employed and 4 (5.7%) were 
unemployed. According to drinking habits, 40(57.1%) were alcoholic while 30(42.8%) were non-alcoholic. Of the 40 
alcoholic patients, 37(52.8%) were having an alcohol history for >5 years,2(2.85%) between 3-5 years, and 1 for <3 
years as given in table no:3 Clinical characteristics are presented in table no:4. In terms of the etiology of liver 
disease, the patients with alcoholism were most prevalent 39(55.7%) while 25(35.7%) due to an unhealthy diet, and 
3(4.28%) each due to hereditary and other reasons. The number of patients diagnosed with alcoholic fatty liver and 
non-alcoholic fatty liver was almost equal to 25(35.7%) and 23(32.8%) respectively, while 12(17.1%) with CLD and 
10(14.2%) with cirrhosis. The liver disease was graded the most prevalent was grade 1 with 33(68.7%) while grade 2 
with 15(31.2%). 
 
Out of 70 patients, 28 (40%) were diagnosed with abdominal pain while it is reduced to 25(35.7%) on follow-up. 
7(10%) patients were having flatulence symptoms while it is reduced to 5(7.14%) on follow-up. 8(11.4%) patients 
were having constipation symptoms while it was reduced to 6(8.57%) on follow-up.22(31.4%) patients had flatulence 
with abdominal pain while it increased to 26(37.14%) on follow-up. 2(2.85%) patients were having abdominal pain 
and constipation and it remained the same on follow-up. 5 (7.14%) had flatulence, abdominal pain, and constipation 
and it increased to 6(8.57%) on follow-up as illustrated in table no: 5. Based on the GSRS score mean Reflux score was 
1.98 on the baseline and 1.25 on the follow-up, abdominal pain was 2.49 on the baseline while 1.97 on the follow-up, 
indigestion score was 1.94 on the baseline while 1.51 on the follow-up, Diarrhea score of 1.14 and 1.23 and 
constipation score of 2.62 and 1.67 on follow-up when compared with baseline the Reflux score was 
(p=<0.0001),abdominal pain (p=<0.0002), the indigestion domain (p=<0.0014) and constipation domain 
(p=<0.0001)was found to be statistically significant while diarrhea domain was not statistically significant with 
baseline study(p=<0.96) is given in table no:6 
 
DISCUSSION 
 
In the current study patients of the male gender were mostly affected by liver diseases. The fact that there were more 
patients under 65 may be linked to the increasing tendency to consume processed carbs, the adoption of a sedentary 
lifestyle, and the expanded habit of consuming alcohol at an early age. Liver health is significantly impacted by our 
food. Yasutake K et al in a study conducted in 2014 has similar findings that support this study that, a mixed diet, 
which contains fat, sugar, and processed foods that promote fat buildup, raises the likelihood of developing liver 
disease compared to vegan diets[13].Another intriguing discovery was that individuals with a history of alcoholism 
had a higher incidence of liver illness and were more numerous; this suggests that years of alcohol misuse are one of 
the main causes of the upsurge in liver disease. Patients who were not physically active had a heightened risk of 
acquiring the liver disease. Due to the lack of exposure, patients with elementary school education were more 
prevalent. The result revealed that alcohol consumption is the primary cause of liver disease, but it also demonstrates 
that genetics and other factors play a significant role in the development of liver disease. As most heavy drinkers 
have fatty livers, the data shows that alcoholic liver disease was the most commonly diagnosed liver disease. 
Wang et al 2022in Beijing conducted a cross-sectional study showing similar data[14]. The modifications in lifestyle 
were just behind non-alcoholic fatty liver. Previous research has indicated that the duration of a person's drinking 
history, rather than just the typical amount taken, is virtually certainly associated with their chance of developing 
cirrhosis. Contrarily, some clinical evidence suggests that quitting drinking at any stage of the disease's natural 
history lowers the likelihood that the condition will worsen and that complications from cirrhosis will develop. The 
findings provide strong evidence for this theory. According to grades of liver disease, patients with fatty livers made 
up a larger percentage of grade 1 cases. 
 
The current study shows that patients with liver disease were found to have increased severity of abdominal pain, 
flatulence, constipation, and abdominal pain with constipation, which was found to be reduced during follow-up 
studies. Gastrointestinal symptoms are common in liver disease, and patients exhibit several features of gut 
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dysfunction, which may assist to induce complications. The study clearly concludes that all the GSRS average score 
was found to be reduced during follow-up studies 
 
CONCLUSION 
 
The result of the study reveals that alcohol was the major cause of liver disease and gastrointestinal symptoms play a 
major role in the development of liver disease. In conclusion, the severity of gastrointestinal symptoms is reduced 
among liver disease patients. 
 
LIMITATIONS 
This study had several limitations. This was a small study conducted at a single center. The duration of the study 
was done within 6 months. The follow-up period was done after 15 days. 
 
ACKNOWLEDGEMENTS 
The authors thank the doctor and all nurses and patients at Paalana institute of medical sciences for their selfless 
dedication and help to complete the study successfully. 
 
CONFLICTS OF INTEREST 
The authors have no conflicts of interest regarding the study 
 
REFERENCES 
 
1. Han AL. Association between non-alcoholic fatty liver disease and dietary habits, stress, and health-related 

quality of life in Korean adults. Nutrients. 2020 Jun;12(6) 
2. Zhang X, Xi W, Liu L, Wang L. Improvement in quality of life and activities of daily living in patients with liver 

cirrhosis with the use of health education and patient health empowerment. Medical science monitor: 
international medical journal of experimental and clinical research. 2019; 25:4602. 

3. Gao F, Gao R, Li G, Shang ZM, Hao JY. Health-related quality of life and survival in Chinese patients with 
chronic liver disease. Health and Quality of Life Outcomes. 2013 Dec;11(1):1-8. 

4. Shiraki M, Nishiguchi S, Saito M, Fukuzawa Y, Mizuta T, Kaibori M, Hanai T, Nishimura K, Shimizu M, Tsurumi 
H, Moriwaki H. Nutritional status and quality of life in current patients with liver cirrhosis as assessed in 2007–
2011. Hepatology Research. 2013 Feb;43(2):106-12. 

5. Younossi ZM, Guyatt G, Kiwi M, Boparai N, King D. Development of a disease-specific questionnaire to measure 
health-related quality of life in patients with chronic liver disease. Gut. 1999 ;45(2):295-300.  

6. Bondini S, Kallman J, Dan A, Younoszai Z, Ramsey L, Nader F, Younossi ZM. Health-related quality of life in 
patients with chronic hepatitis B. Liver International. 2007;27(8):1119-25.  

7. Kanwal F, Gralnek IM, Hays RD, Zeringue A, Durazo F, Han SB, Saab S, Bolus R, Spiegel BM. Health-related 
quality of life predicts mortality in patients with advanced chronic liver disease. Clinical Gastroenterology and 
Hepatology. 2009 ;7(7):793-9. 

8. Kim SH, Oh EG, Lee WH. Symptom experience, psychologicaldistress, and quality of life in Korean patients with 
liver cirrhosis: a cross-sectional survey. International journal of nursing studies. 2006 ;43(8):1047-56. 

9.  Gazineo D, Godino L, Bui V, El Mouttaqi L, Franciosi E, Natalino A, Ceci G, Ambrosi E. Health-related quality of 
life in outpatients with chronic liver disease: a cross-sectional study. BMC Gastroenterol. 2021;21(1):318.  

10. Mondal D, Das K, Chowdhury A. Epidemiology of liver diseases in India. Clinical liver disease, vol 19,2022:114-
117. 

11. Sharma, P.; Arora, A. Clinical presentation of alcoholic liver disease and non-alcoholic fatty liver disease: 
Spectrum and diagnosis. Transl. Gastroenterol. Hepatol. 2020, 5, 19.  

Chithira  et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57264 
 

   
 
 

12. Marjot, T.; Moolla, A.; Cobbold, J.F.; Hodson, L.; Tomlinson, J.W. Nonalcoholic fatty liver disease in adults: 
Current concepts in etiology, outcomes, and management. Endocr. Rev. 2020, 41, 66–117. 

13. Yasutake K, Kohjima M, Kotoh K, Nakashima M, Nakamuta M, Enjoji M. Dietary habits and behaviors associated 
with nonalcoholic fatty liver disease. World Journal of Gastroenterology: WJG. 2014 Feb 2;20(7):1756. 

14. Wang H, Gao P, Chen W, Yuan Q, Lv M, Bai S, Wu J. A cross-sectional study of alcohol consumption and 
alcoholic liver disease in Beijing: based on 74,998 community residents. BMC Public Health. 2022 Apr 
12;22(1):723. 

15. Younossi, Z.M. Non-alcoholic fatty liver disease—A global public health perspective. J. Hepatol. 2019, 70, 531–
544.  

16. Kalaitzakis E. Gastrointestinal dysfunction in liver cirrhosis. World J Gastroenterol. 2014 Oct 28;20(40):14686-95. 
17. Revicki DA,Wood M, Wiklund I, Crawley J. Reliability and validity of the gastrointestinal symptom rating scale 

in patients with gastroesophageal reflux disease. Qual Life Res. 1997 Jan 1;7(1):75-83. 
 
Table no: 1. Distribution based on age. (n=70) 

SI.NO Age in years Mean± SD No of patients Percentage 
1 <45 35.7±0.70 30 42.8 
2 45-65 49.04±0.62 30 42.8 
3 >65 72±1.23 10 14.2 

 
Table No: 2. Demographic Characteristics of Participants (N=70) 

SI.NO Characteristics Classification No of patients Percentage 
1 Gender Men 46 65.7 

Women 24 34.2 
2 Dietary habit Vegetarian 2 2.8 

Both 68 97.14 
4 Physical activity Active 24 34.2 

Not-active 46 65.7 
5 Level of education Uneducated 10 14.2 

Primary school 25 35.7 
High school 24 34.2 

College 11 15.7 
6 Employment Unemployed 4 5.7 

Employed 66 94.2 
 
Table no: 3  Drinking Habit in Patients 

SI.NO Characteristics Classification No of patients Percentage 

1 Drinking habit 
Alcoholic 40 57.1 

Non-alcoholic 30 42.8 

2 Years of alcoholism 
<3 1 1.42 
3-5 2 2.85 
>5 37 52.8 

 
Table No: 4 Clinical Characteristics of Patients(N=70) 

SI NO Characteristics Classification No of patients Percentage 

1 
Etiology of liver 

disease 

Hereditary 3 4.28 
Alcohol 39 55.7 

Unhealthy diet 25 35.7 
Others 3 4.28 
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2 Diagnosis 

Alcoholicfatty liver 25 35.7 

Non-alcoholic fatty 
liver 23 32.8 

Cirrhosis 10 14.2 
Chronic liver 

disease 
12 17.1 

4 Grade 
Grade 1 33 68.7 
Grade 2 15 31.2 
Grade 3 0 0 

 
Table No: 5 Overall Symptom Experience (N=70) 

SI.NO Symptoms 
N (70) (%) N (70) (%) 

Baseline Follow-up 
1 Flatulence 7 10 5 7.14 
2 Abdominal pain 28 40 25 35.7 
3 Constipation 8 11.4 6 8.57 

4 Flatulence + abdominal 
pain 

22 31.4 26 37.14 

5 
Abdominal pain + 

constipation 
2 2.85 2 2.85 

6 Flatulence + abdominal 
pain + constipation 

5 7.14 6 8.57 

 
Table No:6 GSRS Score(N=70) 

SI.NO GSRS 
Mean ± SD Mean ± SD 

p-value 
Baseline Follow-up 

1 Reflux 1.98±0.11 1.25±0.08 <0.0001 
2 Abdominal pain 2.49±0.09 1.97±0.09 0.0002 
3 Indigestion 1.94±0.10 1.51±0.08 0.0014 
4 Diarrhea 1.14±0.08 1.13±0.06 0.96 
5 Constipation 2.62±0.13 1.67±0.11 <0.0001 
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This cannot be achieved with intellect, but it can be achieved skillfully with character. That is the power 
of personality. With or without knowledge and will, we are affected and victimized by character. 
Teachers who work with children from infancy to adulthood have a great impact on their students at 
every stage. The Big Five personality factors play an important role in this process. This study used 
B.Ed.’s simple randomization method to examine the Big Five personalities of 1,405 prospective teachers. 
The statistical methods used in this study were arithmetic, mean, standard deviation, and 't-test. Here are 
the results of our investigation:The majority of prospective teachers had high levels of Big Five 
personality factors. Difference analyzes showed that male and female prospective teachers had no 
significant differences in the personality factors of agreeableness, conscientiousness, and emotional 
stability. However, there are clear differences in the personality factors extraversion and openness 
between male and female prospective teachers. Male trainee teachers were found to be superior to female 
trainee teachers in extroverted and open personality traits. Furthermore, it was shown that there were no 
significant differences in the personality factors of extraversion, agreeableness, conscientiousness, and 
openness between unmarried teachers and married teacher candidates. However, there were significant 
differences in emotional stability personality factors between unmarried and married teachers. 
Comparing mean scores for unmarried and married teacher candidates, unmarried prospective teachers 
performed better than married prospective teachers on the emotional stability personality trait. 
 
Keywords: Big Five Personality Factors, Extroversion, Agreeableness, Conscientiousness, Emotional 
Stability,Openness 
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INTRODUCTION 
 
Teaching is a gift. Being a teacher is noble. Teaching is professional and rewarding in one way and demanding in 
another. What is gratifying in many ways and highest of these is the reputation teachers enjoy among the public and 
the deep sense of inner satisfaction that teachers have deep within their hearts. The dissemination of teacher 
knowledge brings students to life. Teachers influence their students directly and indirectly; publicity and secrecy; 
inside the classroom and outside the classroom. Besides knowledge, skills and attitudes of teachers are the factors 
that shape and shape students. One of them is the personality of the teachers. This article aims to explore the Five 
Personality Traits of prospective teachers. 
 
 
Significance of the Study 
Personality is “the sum of an individual's distinct behavioural and mental characteristics. Informally, it refers to the 
personal qualities that make a person popular in society”(“A Dictionary of Psychology,” 2008). The list of attributes, 
characteristics, or factors that develop a person's personality is very long. Psychologists have tried many times to 
enumerate these attributes meticulously and precisely. "Many contemporary personality psychologists believe that 
there are five basic dimensions of personality, commonly referred to as the 'Big 5' personality traits. The five major 
personality traits described by the theory are extraversion, agreeableness, openness, conscientiousness, and 
neuroticism” (Power &Pluess, 2015). Teachers and prospective teachers interact with students and their interactions 
greatly influence their students. Therefore, it is important to explore the personalities of these Big Five because it 
affects the teaching-learning process. 
 
Research Questions 
Research revolves around the problem of meaning. The beginning of a study involves defining the research problem 
and thus stating the research problem that gives clarity to the research. Kerlinger defines in the research context "A 
problem is a question or statement that asks:What relationship exists between two or more variables?" (Pandey, P. 
&Pandey, M. M. (2015): Research Methodology; Tools and Techniques. Romania. Available Online at 
Www.Euacademic.Org/BookUpload/9.Pdf, Checked on 6/25/2019., n.d.). 
 What is the level of the Five Great Personality Factors for prospective teachers? 
 Are there significant differences in prospective teachers' Five Major Personality Factors for their gender and 

marital status? 
 
Operational Definition of the Key Terms  
Five major personality factors: It refers to five important personality traits: 1. Extraversion, 2. Pleasantness. 3. 
Consciousness, 4. Emotional stability and 5.Openness (Power &Pluess, 2015). In this study, the personality traits of 
the Five Potential Traits were measured by scores obtained in the investigator administered Five Big Group 
Inventory 
 
Extroversion 
This is a characteristic trait of sociability, talkativeness, assertiveness, and excellent emotional expression. People 
with this trait are extroverts and make new friends easily. Weak people like to be alone, difficult to talk to, and blend 
in with people. 
 
Agreeableness 
This is a trait characterized by trust, altruism, kindness, affection, and other social behaviours. People with this high 
trait tend to be more cooperative, enjoying helping and contributing to the happiness of others. Short people are less 
concerned with other people's problems, insult and demean others, and are more competitive. 
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Conscientiousness 
This is a hallmark of thoughtfulness, impulse control, and goal-directed behaviour. These high-trait people tend to be 
organized, take time to prepare, complete important tasks on time, and stick to their schedule. People who tend to 
dislike structure and schedules, procrastinate, and do not get things done. 
 
Emotional Stability 
This is a trait characterized by resilience and a balanced attitude. It is considered the negative of neurosis. People 
with this high trait tend to handle stress well, do not worry much, and are very relaxed. People who are less prone to 
mood swings, anxiety, irritability, and sadness. 
 
Openness 
This is a trait characterized by imagination, insight, and creativity. People with this trait tend to have many interests 
and are open to taking on new challenges. People who are a bit open are more traditional, do not like change, resist 
new ideas, and struggle with abstract thinking. 
 
Objectives of the Study 
 To find out the extent of prospective teachers' Big Five personality factors 
 To find out whether there were significant differences in prospective teachers' Big Five personality factors in 

terms of gender and their marital status or not. 
 
Hypotheses 
 There were no significant differences in the Five Major Personality Factors of prospective teachers for gender. 
 There were no significant differences in the Five Major Personality Factors of prospective teachers on marital 

status. 
 

METHODOLOGY 
 
The investigator used survey methods to study Five major personality factors of prospective teachers. Survey 
research is a widely used method in the social sciences. It “refers to the set of methods used to systematically collect 
data from a variety of individuals, organizations, or other entities of interest (The Sage Encyclopedia of Qualitative 
Research Methods. 1 (2008) - Google Books, n.d.). 
 
Population 
The study population included all prospective teachers completing a B.Ed. course at education colleges in the 
Cuddalore, Villupuram and Kallakurichi districts of Tamil Nadu. 
 
Sample and Sampling Technique  
The sample for this study included 442 prospective teachers from Cuddalore, 487 prospective teachers from 
Villupuram and 476 prospective teachers from Kallakurichidistricts. A simple random sampling technique was used 
to select the sample. 
 
 
Tool Used 
An inventory of the five major personalities developed and validated by the surveyors and documentation used for 
data collection. John and Srivastava's Big Five Inventory serves as the source to build the tool for the research. 
 
Statistical Techniques Used 
The enumerator used mean, standard deviation and "t" test to analyze the collected data. 
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Analysis of Data 
Descriptive Analysis 
Objective 1: To find out the level of Big Five personality factors of prospective teachers 
We infer from the table above that 14.7% of prospective teachers have a low degree of extroversion and 85.3% of 
them have a high degree of extroversion. 17.7% of prospective teachers have low agreeability and 82.3% of them 
have high. 15.2% of future teachers have low cognitive level and 84.8% of them have high level. 15.9% of prospective 
teachers have low levels of emotional stability and 84.1% of them have high levels. 15.7% of prospective teachers 
have a low level of openness and 84.3% of them have a high level of openness. 
 
Differential Analysis 
Hypothesis 1 
There were no significant differences between prospective male and female teachers in their Five Major Personality 
Factors (1) extroversion, (2) agreeableness, (3) conscientiousness, (4) emotional stability touch, and (5) openness.From 
the table above, it can be deduced that the calculated "t" values of the factors of personality, consent, 
conscientiousness, and emotional stability (1.92, 0.73, 1.29) are lower than the values. The value in the table (1.96) is 
significant at the 0.05 level. Therefore, the null hypothesis regarding agreeableness, conscientiousness, and emotional 
stability is accepted. Therefore, the results showed that there was no significant difference between prospective male 
and female teachers in terms of their personality factors: agreeable, conscientious, and emotionally stable.But the 
calculated t-values of personality factors, extroversion, and openness (2.96, 2.91) were higher than the panel value 
(1.96) at the significance level of 0.05. Therefore, the null hypothesis of extroversion and openness is rejected. 
Therefore, the results show that there is a significant difference between prospective male and female teachers in 
terms of their outgoing and open personality factors. Comparing the mean scores of prospective male and female 
teachers, males (mean = 37.73, 30.05) outperformed females (males = 35.92, 28.35) in terms of extroversion and their 
opening. 
 
Hypothesis 2 
There was no significant difference between single and married prospective teachers in their Big Five Personality 
Factors (1) extroversion, (2) agreeableness, (3) conscientiousness, (4).) emotional stability and (5) openness.From the 
table above, it is deduced that the calculated "t" value of the extraversion, Likeability, Dedication, and Openness 
personality factors (1,22, 1.59, 1.74, 1.24) is lower than the price. values in the table (1.96) at the 0.05 level of 
significance. Therefore, the corresponding null hypothesis is accepted. Therefore, the results show that there is no 
significant difference between single and married prospective teachers in terms of their personality factors of 
extroversion, likability, conscientiousness, and opennessBut the calculated “t” value of the emotional stability level 
of personality factor (2.33) is larger than the panel value (1.96) at the significance level of 0.05. Therefore, the null 
hypothesis regarding emotional stability is rejected. Therefore, the results show that there is a significant difference 
between single and married prospective teachers in their emotional stability on personality factors. Comparing the 
mean scores of prospective single and married teachers, single prospective teachers (mean = 37.57) outperformed 
married prospective teachers (mean = 35.90) in terms of academic achievement. Stabilize their feelings about 
personality traits. 
 
Findings 
 Percentage analysis of the 5 major personality factors shows that the degree of extroversion, agreeableness, 

conscientiousness, emotional stability, and openness for most prospective teachers is high. 
 Disparity analysis revealed no significant differences between male and female prospective teachers on their 

personality factors: agreeable, conscientious, and emotionally stable. But there is a significant difference between 
prospective male and female teachers in terms of their outgoing and open personality. Prospective male teachers 
were rated as better than prospective female teachers in their outgoing and outgoing personality traits. 

 Disparity analysis showed no significant difference between single and married prospective teachers in terms of 
their personality factors of extroversion, likability, conscientiousness, and openness. But there is a significant 
difference between single and married prospective teachers in their emotional stability on personality factors. 
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Comparing the mean scores of prospective single and married teachers, single prospective teachers (mean = 
37.57) outperformed married prospective teachers (mean = 35.90) in terms of academic achievement. Stabilize 
their feelings about personality traits. 

CONCLUSION 
 
 “Students' learning outcomes largely depend on teacher behaviour” (The Big Five Trait Taxonomy: History, 
Measurement, and Theoretical Perspectives. - PsycNET, n.d.). The behaviour of a teacher to influence and bring about 
change in the behaviour of students largely depends on the personality he has. The term personality is a global and 
inclusive term. Reducing an individual's complete personality to certain limited entities can be a halfway job. 
However, a variety of research efforts have demonstrated the greatest influence on personality. Since teachers 
engage in human interaction in a formal teaching process, they need to develop their personality. This study 
suggests that prospective teachers have high personality in 5 big factors, which is an encouraging sign. This shows 
that they could influence their students and should now be given more instruction to develop these Big Five 
personality traits in their students. Prospective female teachers can receive training and workshops to develop 
extraversion and openness traits when they appear to be inferior to their peers. Future married teachers can get 
advice on developing their emotional stability. Developing These Five Great Traits can contribute to helping them 
become better at teaching. 
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Table 1: Level of Big Five personality factors of Prospective Teachers 

S. No: Personality Factors 
Low High 

N % N % 
1. Extroversion 206 14.7 1199 85.3 
2. Agreeableness 249 17.7 1156 82.3 
3. Conscientiousness 213 15.2 1192 84.8 
4. Emotional stability 223 15.9 1182 84.1 
5. Openness 221 15.7 1184 84.3 
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Table 2: Difference between the Male and the Female Prospective Teachers in their Big Five Personality Factors 

S. No: Personality Factors Gender N Mean S. D 
Calculated 
‘t’ Value Remarks 

1. Extroversion 
Male 317 37.73 9.501 

2.96 S 
Female 1088 35.92 9.793 

2. Agreeableness 
Male 317 33.00 7.342 

1.92 NS 
Female 1088 33.85 6.769 

3. Conscientiousness 
Male 317 30.74 5.985 

0.73 NS 
Female 1088 30.46 5.833 

4. Emotional Stability 
Male 317 30.25 5.823 

1.29 NS 
Female 1088 29.77 5.853 

5. Openness 
Male 317 30.05 6.031 

2.91 S 
Female 1088 28.35 5.797 

Note: The table value of ‘t’ is 1.96; NS= Not Significant 
 
Table 3: Difference between the Unmarried and the Married Prospective Teachers in their Big Five Personality 
Factors 

S. No: Personality Factors Marital 
Status 

N Mean S. D Calculated ‘t’ 
Value 

Remarks 

1. Extroversion 
Unmarried 1194 32.22 5.528 

1.22 NS 
Married 211 31.72 5.628 

2. Agreeableness 
Unmarried 1194 33.78 6.759 

1.59 NS 
Married 211 32.96 7.684 

3. Conscientiousness 
Unmarried 1194 30.41 5.733 

1.74 NS 
Married 211 31.17 6.549 

4. Emotional Stability 
Unmarried 1194 37.57 9.562 

2.33 S 
Married 211 35.90 9.676 

5. Openness 
Unmarried 1194 28.57 5.878 

1.24 NS 
Married 211 28.02 5.548 

Note: The table value of ‘t’ is 1.96; NS= not significant 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Antony Lawrence and Jeyanthi 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57272 
 

   
 
 

Yashoda  
 

Screening of Secondary Metabolites by FT-IR Spectroscopy 
 
Venci Candida X1*, Tresina L2, Rashmi VS2, Jayashree V2, Mary Ajisha S2, Antony Jenisha J2 and Shenkani K3 

 
1Assistant Professor, Department of Zoology, Holy Cross College, Nagercoil, 629004. Kanyakumari 
District, Tamil Nadu, India. 
2Student, Department of Zoology, Holy Cross College, Nagercoil, 629004. Kanyakumari District, Tamil 
Nadu, India. 
3Assistant Professor, Department of Zoology, JKK Nattraja college of Arts and Science, Komarapalayam, 
638183. Namakkal District, Tamil Nadu, India. 
 
Received: 15 Feb 2023                             Revised: 25 Apr  2023                                   Accepted: 30 May 2023 
 
*Address for Correspondence 
Venci Candida X 

Assistant Professor, 
Department of Zoology, 
Holy Cross College, Nagercoil, 629004.  
Kanyakumari District, Tamil Nadu, India. 
E.Mail: venciaugustine@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
The secondary metabolites present in various vegetable products showed medicinal properties. Four 
common vegetable products which we often add in our diet were taken as samples for our study. The 
four samples Amla (Emblica officinalis), Drumstick leaves (Moringa oliefera), beetroot (Beta vulgaris) and 
turmeric (Curcuma longa) were selected for our study. The samples Amla and drumstick leaves were 
collected from local area and beetroot and turmeric were collected from the local market. The samples 
were cut into thin slices and shade dried for three weeks. When it is completely dried, it was ground in 
the mixer jar to a smooth powder. The smooth powder of the four samples were extracted with ethanol 
and tested for secondary metabolites by FT-IR analysis. The obtained peaks of each sample were 
identified using the standard IR values. From the results obtained, we could conclude that all the four 
samples Amla (Emblica officinalis), Drumstick leaves (Moringa oliefera), beetroot (Beta vulgaris) and 
turmeric (Curcuma longa) have sufficient diversity of secondary metabolites which have high medicinal 
properties. 
 
Keywords : FT-IR, Phytochemicals, IR chart, Amla (Emblica officinalis), Drumstick leaves (Moringa 
oliefera), beetroot (Beta vulgaris), turmeric (Curcuma longa)  
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INTRODUCTION 
 
Traditional and folkloric remedies are significant components of global health care. Plants and their extracts are the 
primary source of healthcare for almost a quarter of the world's population [1]. According to the World Health 
Organization, 65–80% of the world's population lives in underdeveloped nations where access to modern medicine is 
limited and they rely primarily on natural goods for their basic healthcare [2].  One of the oldest, richest, and most 
varied cultural traditions involving the use of medicinal herbs is found in India. Active biocomponents are described 
as chemical substances that either directly or indirectly treat or prevent disease [3]. The alkaloids, tannins, 
flavonoids, and phenols are the most significant of these bioactive chemical components of plants. These chemical 
substances are employed as natural insecticides, tastes, scents, textiles, beverages, and as a precursor for a variety of 
therapeutic medications because of the numerous advantages they provide for people [4]. Plants have medical value 
because of the phytochemicals in their compounds that influence many physiological processes in the body. Thus, by 
phytochemical screening, one may identify the many significant bioactive chemicals of the intriguing plant that 
could serve as the foundation for contemporary medications to treat a variety of diseases  [5]. 
 
Based on the survey recorded in the villages of Kanyakumari district, the top four vegetables often used in diet were 
recorded as Amla, beetroot, drumstick leaves and turmeric. These four vegetables are screened for secondary 
metabolites using FT-IR spectroscopy. Phyllanthus emblica, also known as Emblica officinalis Gaertn. (Family: 
Euphorbiaceae), is also known as "Amla" or "amlaki" in Bengali and "Indian gooseberry" in English. Amla is said to 
be the richest source of vitamin C and is high in iron, fibre, and carbohydrates [6]. The vegetable plant known as 
Shamandar, or Beta vulgaris L., is a member of the Amaranthaceae family. Traditional Arab medicine has long 
employed beet roots to treat a wide range of illnesses. Beetroot is a possible plant utilised in cardiovascular diseases 
because of its alleged medicinal uses, which include its anticancer, carminative, emmenagogue, hemostatic, and renal 
protecting characteristics [7]. In the Ayurvedic, Unani, and Siddha Herbal Systems, Curcuma longa is frequently 
employed. Additionally, it is advised for the treatment of eczema, psoriasis, wounds, jaundice, inflammation, 
cancerous symptoms, excessive cholesterol, diabetes, abdominal pain, monthly irregularities, and as a blood-
purifying action [8].  The lack of key nutrients in food causes the vast majority of people in Asian and African nations 
to be malnourished. The drumstick or horseradish tree, Moringa oleifera Lam. (syn. M. pterygosperma Gaertn., 2n = 28), 
is a member of the family Moringaceae. It has the potential to end malnutrition because it is a cost-effective and 
readily available source of important critical nutrients and nutraceuticals [9]. 
 
The secondary metabolites present in the four vegetables Phyllanthus emblica (fruit), Beta vulgaris L.(tuber), Curcuma 
longa (tuber) and Moringa oleifera leaves were recorded and the peaks formed in FT-IR spectroscopy were analysed 
using standard IR spectrum chart. 
 
MATERIALS AND METHODS 
 
The sample vegetable products, Amla (Emblica officinalis), Drumstick (Moringa oliefera) leaves were collected from 
local area and beetroot (Beta vulgaris) and turmeric (Curcuma longa) were collected from the local market for the 
study. They were washed well in running water to remove the dust, and dried on filter papers and shade dried for 
three weeks. The samples were powdered using a mixer. The Amla (Emblica officinalis), Drumstick (Moringa oliefera) 
leaves, beetroot (Beta vulgaris) and turmeric (Curcuma longa) powders were extracted using the maceration procedure 
with ethanol as the solvent, yielding ethanolic extracts of each plant. For FT-IR spectroscopic analysis, these extracts 
were employed [10]. 
 
FT-IR Analysis 
The most effective tool for determining the kinds of chemical bonds and functional groups present in compounds is 
an infrared spectrophotometer known as a Fourier transform infrared (FT-IR). The chemical bond's wavelength can 
be identified by its absorption of light. The chemical bonds of a molecule can be identified by reading the infrared 
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absorption spectra. The FT-IR analysis used the ethanolic extract of each plant item. The extract was dried and used 
for further analysis. Translucent sample discs were created by encapsulating 10 mg of the dried powder within a 100 
mg KBr pellet. Each sample was placed inside an FT-IR spectroscope (Shimadzu, IR Affinity 1, Japan), which had a 
scan range of 400 to 4000 cm-1 and a resolution of 4 cm-1 [11]. 
 
Functional groups identification  
Based on the peak values in the IR radiation region of the FTIR spectrum, the active components found in the extract 
were divided into functional groups. The functional groups of the constituents were divided based on the peak ratio 
of the extract when it was passed into the FT-IR.  It is possible to identify the chemical bonds in a substance by 
reading its infrared absorption spectra [12]. 
 
RESULTS AND DISCUSSION 
 
The phytochemical analysis was done for the four commonly used vegetable products such as Amla (Emblica 
officinalis), Drumstick (Moringa oliefera) leaves, beetroot (Beta vulgaris) and turmeric (Curcuma longa) by FT-IR analysis 
and the following results were obtained. When the Amla extract was subjected to FT-IR analysis, around 24 peaks 
were obtained ranging from the wave number 3415.93 to 626.87 as reported in Figure 1.The phytochemicals like 
phenols, alcohols, carboxylic acids (ascorbic acid, acetic acid, formic acid, butanic acid and propianic acid), alkaloids 
(alkanes, alkynes, aliphatic amines) and alkyl halides (chloromethane, bromomethane) were identified in Amla. 
These results coincide with the results of many researchers. Gallic acid content was suggested by the peaks 3295, 
1726, 1617.96, 1538, 1239, 1107, 1059 and 864.33 cm-1 [13]. The researcher [14] also confirmed the aromatic stretching 
and bending. He also suggested the peak 1058.55 as quercetin. The presence of –OH (hydroxyl) stretch, C–O 
(carbonyl group) alcohol stretch, the acidic –C–O stretch, C=0 stretch and =CH stretch was confirmed [15].  
 
When the beetroot extract was subjected to FT-IR analysis, around 16 peaks were obtained ranging from wave 
number 3685.97 to 673.16 as explained in Figure 2. The secondary metabolites obtained were alcohol, phenol, 
alkaloids, aromatics, carboxylic acids and nitro compounds. The results of various scientists which coincides with 
our results are as follows. Additionally, the leaf of beetroot contains omega -3 such as linolenic acid [16]. In terms of 
phenolic acid composition, the plant's stem lacks ellagic acid but does contain gallic acid, chlorogenic acid, along 
with the phenolic acids and rutin combined with flavonoids found in the root [17]. When the drumstick leaves 
extract was subjected to FT-IR analysis, around 24 peaks were obtained ranging from the wave number 3626.17 to 
526.57 as reported in Figure 3.  When the leaf of drumstick is subjected to FT-IR analysis, the secondary metabolites 
identified were alcohol, phenol, alkaloids, carboxylic acids, cyano carbons and alkyl halides. Various scientists have 
reported that various parts of the Moringa oleifera tree have been identified as containing high levels of certain 
glucosinolates and flavonoids, phenolic acids, carotenoids, tocopherols, polyunsaturated fatty acids (PUFAs), highly 
accessible minerals, and folate [18, 19]. When the turmeric extract was subjected to FT-IR analysis, around 24 peaks 
were obtained ranging from 3622.32 to 522.71 as explained in Figure 4. The secondary metabolites obtained were 
alkyl halides, aliphatic aromatics, nitro compounds, alkaloids, phenols, flavonoids and alcohols.The existence of N-
H, O-H, C=C, C-H, C-O, and CH3 functional groups was confirmed by the findings of the FT-IR study  based on the 
extract's peak ratio [20]. The possible phytochemicals found in Amla (Emblica officinalis), beetroot (Beta vulgaris), 
drumstick (Moringa oliefera) leaves and turmeric (Curcuma longa) were recorded in Table 1, Table 2, Table 3 and Table 
4 respectively. The powdered samples of Amla (Emblica officinalis), drumstick (Moringa oliefera) leaves, beetroot (Beta 
vulgaris) and turmeric (Curcuma longa) was shown in Figure 5, Figure 6, Figure 7 and Figure 8 respectively. 
 
CONCLUSION 
 
The secondary metabolites found in a variety of vegetable products demonstrated therapeutic potential. For our 
study, four typical vegetable products namely Amla (Emblica officinalis), drumstick leaves (Moringa oliefera), beetroot 
(Beta vulgaris), and turmeric (Curcuma longa) were chosen. Alkaloids (alkanes, alkynes, aliphatic amines), phenols, 
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alcohols, carboxylic acids (ascorbic acid, acetic acid, formic acid, butanic acid, and propianic acid), and alkyl halides 
(chloromethane, bromomethane) were found in Amla. Alcohol, phenol, alkaloids, aromatics, carboxylic acids, and 
nitro compounds were among the secondary metabolites identified in beetroot. Alkaloids, alcohol, phenol, carboxylic 
acids, cyano carbons, and alkyl halides were among the secondary metabolites that were reported in drumstick 
leaves. Alkyl halides, aliphatic aromatics, nitro compounds, alkaloids, phenols, flavonoids, and alcohols were among 
the secondary metabolites discovered in turmeric extract. From the above results we could conclude that all the four 
samples Amla (Emblica officinalis), Drumstick leaves (Moringa oliefera), beetroot (Beta vulgaris) and turmeric (Curcuma 
longa) could be employed frequently in our diets to boost our immunity because they include a sufficient variety of 
secondary metabolites with strong therapeutic capabilities. 
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Table 1: Possible phytochemicals in Amla extract 

Serial 
Number 

Wavenumber 
(Fastsamples)cm-1 Wave number Functional group 

Assignment 
Phytocompounds 

Identified 

1.  3415.93 3500-3200 
Hydrogen bonded O-

H stretch Phenols, alochols 

2.  3298.28 3500-3200 Hydrogen bonded O-
H stretch 

Phenols, alochols 

3.  3151.69 3300-2500 O-H stretch Carboxylic acids 

4.  3115.04 3300-2500 O-H stretch Carboxylic acids 

5.  2924.09 3000-2850 
H-C-H Asymmetry & 

Symmetry Stretch Alkanes 

6.  2856.58 3000-2850 H-C-H Asymmetry & 
Symmetry Stretch Alkanes 

7.  2673.34 3600-3100 
Hydrogen – bonded 

O-H Stretch 
Carboxylic acid 

 

8.  2638.62 3600-3100 Hydrogen – bonded 
O-H Stretch 

Carboxylic acid 
 

9.  2594.26 3600-3100 
Hydrogen – bonded 

O-H Stretch 
Carboxylic acid 

 

10.  2547.97 3600-3100 Hydrogen – bonded 
O-H Stretch 

Carboxylic acid 
 

11.  2285.65 2302200 C≡N stretch Nitriles 
12.  2206.57 2260-2100 -C≡C- Stretch Alkynes 
13.  2156.42 2260-2100 -C≡C- Stretch Alkynes 

14.  1716.65 1730-1715 C=O Stretch Alpha, Beta-unsaturated 
Esters 

15.  1452.40 1500-1400 C-C Stretch (in ring) Aromatics 
16.  1375.25 1400-1300 N=O Bend Nitro Compounds 
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17.  1300.02 1360-1290 N-O Symmetrical 
Stretch Nitro Compounds 

18.  1226.73 1250-1020 C-N Stretch Aliphatic amines 
19.  1111.00 1250-1020 C-N Stretch Aliphatic amines 
20.  1058.92 1250-1020 C-N Stretch Aliphatic amines 
21.  925.83 950-910 O-H bend Carboxylic acids 

22.  792.74 850-550 C-Cl Stretch Alkyl halides 

23.  669.30 6700-610 -C≡C-H: C-H bend Alkynes 
24.  626.87 690-515 C-Br Stretch Alkyl halides 

 
Table 2: Possible phytochemicals in Beetroot extract 

Serial No Wave number (Test 
sample) cm-1 

Wave number cm-1 
Reference article 

Functional group 
assignment 

Phytocompounds 
identified 

1.  3685.97 3700 - 3584 O-H stretch alcohol 
2.  3435.22 3500 - 3200 H-bonded phenols 
3.  3423.65 3500 - 3200 H-bonded phenols 
4.  2929.87 3000 - 2850 C-H stretch alkanes 
5.  2291.43 2250 - 2275 C≡N stretch Nitriles 
6.  2233.57 2260 - 2100 -C≡C- stretch Alkynes 
7.  2175.70 2260 - 2100 -C≡C- stretch Alkynes 
8.  1886.38 2000 - 1650 C-H bending aromatic compound 
9.  1847.81 2000 - 1650 C-H bending aromatic compound 
10.  1629.85 1680 - 1640 N-H bend primary amines. 
11.  1558.48 1560 - 1500 N-H bend Primary amines 

12.  1406.11 1500 - 1400 
C-C stretch (in 

ring) Aromatics 

13.  1109.07 1320 - 1000 C-O stretch Alcohols 
14.  1060.85 1250 -1020 C-O stretch Alcohols 
15.  929.69 950 - 910 O-H bend Carboxylic acid 
16.  673.16 910 - 665 C-Br stretch Alkyl halide 

 
Table 3: Possible phytochemicals in drumstick leaf extract 
Serial 

No 
Wave Number cm -1 (Test 

samples) 
Wave number cm-1 
(Reference article ) 

Functional group 
assignment 

Phyto compounds 
Identified 

1 3626.17 3640- 3610 free hydroxyl Phenols 

2 3512.37 3550- 3200 Hydrogen bonded O-
H stretch 

Alcohol 

3 3442.94 3500 - 3200 H bonded Phenols 

4 2922.16 3000 - 2850 C-H stretch Alkanes 

5 2854.65 3000 - 2850 C-H stretch Alkanes 
6 1807.30 2000 - 1650 C - H bending aromatic compound 
7 1624.06 1650 - 1580 N-H bend primary amines 

8 1521.84 1550 - 1475 N-O asymmetric 
stretch 

nitro compound 

9 1460.11 1470 - 1450 C-C stretch Aromatics 
10 1438.90 1500 - 1400 C-C stretch Aromatics 
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11 1379.10 1420 - 1330 N=O stretch Nitro groups 
12 1328.95 1335 - 1250 C-N stretch aromatic amines 

13 1265.30 1320 - 1000, 1300 - 
1150 

C-H wag (-CH2X) alkyl halides. 

14 1155.36 1300 - 1150 C-H wag (-CH2X) alkyl halides 
15 1099.43 1250 - 1020 C-N Stretch aliphatic amines 
16 1062.78 1250 - 1020 C-N Stretch aliphatic amines 
17 1028.06 1250 -1020 C-N Stretch aliphatic amines 

18 902.69 1000 - 650 N-H wag 
Primary and secondary 

amine 
19 840.96 1000 -650 C-Cl stretch. alkyl halides. 
20 775.38 1000 - 650 , C-Cl stretch. alkyl halides. 
21 719.45 1000 - 650, C-Cl stretch. alkyl halides. 
22 678.94 1000 - 650, C-Br stretch alkyl halides. 
23 586.36 850 - 550 C-Br stretch alkyl halides 
24 526.57 690 - 515 C-Br stretch alkyl halides 

 
Table 4: Possible phytochemicals in turmeric extract 

S. No 
Wave Number 

(Test Sample) cm-1 
Wave Number cm-1 
(Reference article) 

Functional group 
Phytocompounds 

identified 
1.  3622.32 3640-3610 free hydroxyl Phenols 
2.  3560.59 3600-3100 O-H-Stretch,H-bonded Phenols 
3.  3539.38 3600-3100 O-H-Stretch,H-bonded Phenols 
4.  3518.16 3600-3100 O-H-Stretch,H-bonded Phenols 
5.  3454.51 3500-3200 O-H-Stretch,H-bonded Phenols 
6.  3437.15 3500-3200 OH-Stretch,H-bonded Phenols 
7.  3414.00 3500-3200 OH-Stretch,H-bonded Phenols 

8.  3396.64 3400-3250 N-H Stretch 
Primary, Secondary 

amines,amides 
9.  2922.16 3000-2850 CH-Stretch Alkanes 
10.  2856.58 3000-2850 CH-Stretch Alkanes 
11.  2274.07 2300-2200 C≡N stretch Nitriles 
12.  1381.03 1400-1300 N=O Bend Nitro compounds 
13.  1325.10 1335-1250 C-N Stretch Aromatic amines 
14.  1286.52 1320-1000 C-H wag (-CH2x) Alkyl halides 
15.  1157.29 1250-1020 C-N Stretch Aliphatic amines 
16.  1112.93 1250-1020 C-N Stretch Aliphatic amines 
17.  1026.13 1250-1020 C-N Stretch Aliphatic amines 
18.  850.61 900-675 C-H"oop" Aromatics 
19.  806.25 910-665 C-Cl stretch Alkyl halides 
20.  761.88 910-665 C-Cl stretch Alkyl halides 
21.  709.80 910-665 C-Cl Stretch Alkyl halides 
22.  611 43 850-550 C-BrStretch Alkyl halides 
23.  574.79 690-515 C-Br Stretch Alkyl halides 

24.  522.71 690-515 C-BrStretch Alkyl halides 
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Figure 1: Peaks obtained in Amla extract by FTIR 

analysis 
Figure 2: Peaks obtained in Beetroot extract by FTIR 

analysis 

 
 

Figure 3:  Peaks obtained in Drumstick leaf extract by 
FTIR analysis 

Figure 4: Peaks obtained in Turmeric extract by FTIR 
analysis 

   
 

Figure 5: Amla powder Figure 6: Beetroot Powder Figure 7: Drumstick 
leaves Powder 

Figure 8: Turmeric 
Powder 
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The present report is about the study of phytochemicals of some medicinally important fern species 
collected from Coonoor and Udhagamandalam Tamil Nadu, India. Standard methods were used to 
examine the secondary metabolites like alkaloids, proteins, carbohydrates, flavonoids, terpenoids, 
glycosides phenolic compounds, and tannins in various plant solvent extracts. Among the forty tested 
extracts, twenty-seven extracts showed the presence of carbohydrates (67%) and 27 extracts showed 
proteins and free amino acids (67%), 27 (67%) flavonoids, 37 (92.5%) phenolic compounds and tannins, 30 
(75%) glycosides, 33 (82.5%) terpenoids, 34 (85%) alkaloids. The findings reported the existence of several 
bioactive compounds that could be utilised for future therapeutic applications.  
 
Key words: Extraction, Ferns, Phytochemicals, Solvent, Coonoor, Udhagamandalam 
 
 
INTRODUCTION 
 
Lycophytes and monilophytes are two plant lineages that make up the group of organisms known as pteridophytes. 
Both generate spores rather than seeds; the former has fronds (lycophylls) with no leaf gap in the stem stele, while 
the latter has fronds (stele) with a leaf gap (euphylls). The homosporous species (Lycopodiales) and the 
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heterosporous species are two of the three clades of lycophytes (Isoetales and Selaginellales). In turn, monilophytes 
contains the species that are commonly referred to as "ferns." These two lineages have been discussed as a unit under 
many headings, such as "ferns and associated plant" or "pteridophytes"[1]. There are nearly 12,000 species of ferns on 
the planet, the majority of which are found in tropical and subtropical climates. India as a mega diversity country has 
a massive and rich diversity of fern and their allies represented by 1157 species [2]. Kolli hills are a part of Eastern 
Ghats in Tamil Nadu, India supporting large growth of diverse fern [3, 4]. About four hundred species of 
Pteridophytes occur in south India of which ferns are a part [5]. South Indian ferns were determined in Palani hills 
[6], Western Ghats [7], Nilgiri hills etc. [8]. The current study is focussed to ascertain the phytochemical constituents 
of Adiantum hispidulum, Adiantum raddianum, Christella dentata, Cyathea crinita, Dryopteris redactopinnata, Hemionitis 
arifolia, Pellaea  boivinii, Phlebodium aureum, Pteris vittata and Pyrossia mollis in various solvent extracts. 

MATERIALS AND METHODS 
 
Procurement of plant materials and extraction 
The study material utilized for the current study was collected from Coonoor and Udhagamandalam of Tamil Nadu, 
India. The identification of ferns was done with the help of an artificial key given by Manickam and Irudayaraj for 
South Indian fern flora. The plant materials utilized for phytochemical screening was washed thoroughly under 
running tap water to remove all debris and soil, and then shade dried for two weeks at room temperature. The air-
dried plant material was finely crushed and stored in self-sealing, air-tight polythene bags. Using a Soxhlet 
apparatus, 50 g of powder was extracted sequentially with 250 mL of methanol, ethanol, acetone, and distilled water 
for 7 hours at 50-65 ℃ (not greater than the boiling point of the solvent). All of the extracts were concentrated and 
kept in an airtight bottle until they were needed again. 
 
Phytochemical Screening 
The tests used to screen for phytochemicals are mentioned below. 
 
Alkaloid Test 
Dragendroff’s test: 2ml of Dragendroff's reagent is added to 1ml of extract. The presence of alkaloids is indicated by 
the formation of an orange-red precipitate. 
 
Glycoside Test 
Keller- Killiani test: 1ml of glacial acetic acid with traces of ferric chloride and 1ml of strong sulphuric acid were 
carefully mixed with 1ml of extract. The presence of glycosides is shown by the presence of a brown ring at the 
contact. Below the brown ring, a violet ring may emerge.  
 
Carbohydrates Test  
Molisch’s test: A few drops of Molisch's reagent (-naphthol, 20% in ethyl alcohol) were added to 1 mL of extract. 
Then belatedly, 1ml of strong sulphuric acid was poured along the tube's sides. The presence of carbohydrates is 
indicated by the formation of a violet tint. 
 
Proteins and free amino acids Test  
Ninhydrin test: 1ml of Ninhydrin solution was added to 2ml of extract. Boil on water for some time. The presence of 
amino acids is indicated by the appearance of a blue to purple tint. 
 
Phenolic compounds and tannin Test 
Ferric chloride test: 1 mL ferric chloride (5%) solution (made in ethanol) was added to 1 mL extract. The colour 
appeared to be blue black or dark green. 
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Flavonoid Test 
Shinoda test: A few drops of concentrated HCl were applied to 1ml of extract. 0.5 gram of magnesium turnings were 
added to this solution. The presence of flavonoids was shown by the Appearance of pink colour. 
 
Terpenoids Test 
Salkowski test: 2ml of chloroform and few drops of concentrated sulphuric acid were added carefully to 1ml of 
extract along the Sides of test tube  to form a layer. Positive results for the presence of terpenoids were shown by a 
reddish brown colouring of the interface. 
 
RESULT 
 
Each of the forty extracts of the selected fern species contains at least four secondary metabolites. Alkaloids are 
present in all four extracts of Adiantum hispidulum, Cyathea crinita, Dryopteris redactopinnata, Phlebodium aureum, Pteris 
vittata and Pyrossia mollis, three extracts of Adiantum raddianum and Pellaea boivinii and two extracts of Christella 
dentata and Hemionitis arifolia. Glycosides are present in methanol, ethanol, acetone and water extracts of Christella 
dentata, three extracts of Adiantum hispidulum, Adiantum raddianum, Cyathea crinita, Dryopteris redactopinnata, Pellaea 
boivinii, Phlebodium aureum, Pteris vittata and Pyrossia mollis and two extracts of Hemionitis arifolia. Free amino acids 
and proteins occur in all extracts of Pellaea boivinii and Pyrossia mollis except Christella dentata three extracts of 
Adiantum hispidulum, Christella dentata, Cyathea crinita, Dryopteris redactopinnata, Phlebodium aureum and Pteris vittata 
and one extract of Adiantum raddianum. Carbohydrates are present in three extracts of Adiantum hispidulum, Adiantum 
raddianum, Christella dentata, Cyathea crinita, Dryopteris redactopinata, Hemionitis arifolia, Pellaea  boivinii and Phlebodium 
aureum, two extracts of Pyrossia mollis and one extract of Pteris vittata. Flavonoids are present in all four extracts of 
Pellaea  boivinii  and Pyrossia mollis except Christella dentata, three extracts of Adiantum  hispidulum, Adiantum 
raddianum, Cyathea crinita, Dryopteris redactopinnata, Hemionitis arifolia and Phlebodium aureum and one extract of Pteris 
vittata. Phenolic compounds and Tannins are present in all four extracts of Adiantum hispidulum, Adiantum raddianum, 
Cyathea crinita, Dryopteris redactopinata, Pellaea boivinii, Phlebodium aureum, Pteris vittata and Pyrossia mollis and two 
extract of Hemionitis arifolia. Terpenoids are present in four extracts of Adiantum hispidulum, Adiantum raddianum, 
Pellaea boivinii and Phlebodium aureus, three extracts of Christella dentata, Cyathea crinita, Dryopteris redactopinnata, 
Pteris vittata and Pyrossia mollis and two extracts of Hemionitis arifolia. 
 
DISCUSSION 
 
In the current study 10 species of ferns was analyzed for the phytochemical constituents. Screening was carried out 
with methanol, ethanol acetone, and water extracts of the plants that form a total of 40 extracts. In this empirical 
study, alkaloids, carbohydrates, proteins, free amino acids and terpenoids were observed in all extracts. Out of 40 
tested extracts alkaloids were present in 34 extracts (85 %), glycosides in 30 extracts (75 %), free amino acids and 
proteins in 27 extract (67 %), carbohydrates in 27 extracts (67 %), flavonoids in 27extracts (67 %), phenolic 
compounds and tannins in 37 extracts (92.5 %) and terpenoids in 33 extracts (82.5 %) respectively, the result of 
present study is similar to the previous studies [9]. Ethanol and methanol exhibited more phytochemicals than water 
and acetone among solvents. Ferns have therapeutic properties, and some have been used medicinally since ancient 
times. Plant parts such as stems, fronds, rhizome, and spores are used in a variety of ways by tribal people and 
ethnic groups all over the world to treat a variety of diseases [10]. The purpose of the current study was to use four 
solvent extracts to investigate the chemicals found in several Indian medicinal ferns. Antimicrobial activity can be 
found in alkaloids and flavonoids. Tannins could potentially be used as cytotoxic agents [11]. Tannins are anti-cancer 
compounds. Antimicrobial and insecticidal properties are mostly derived from phenolic chemicals. This study also 
leads to further research in isolating and identifying the bio-active chemicals from the selected ferns. It will also aid 
in the development of novel drugs with fewer side effects, lower costs, and more efficacy in the treatment of many 
infectious diseases in the future. 
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Table: 1 Preliminary studies of Adiantum hispidulum and Adiantum raddianum 

Adiantum hispidulum Adiantum raddianum 
Alkaloids Ethanol Methanol Acetone Water Ethanol Methanol Acetone Water 

Glycosides + + + + + + + - 

Flavonoids + + + - + + + - 

Carbohydrates + + + - + + + - 

Proteins & FAA + + + - - + - - 

Flavonoids + + + - + + + - 

Phenolic 
Compounds & 

Tannins 

+ + + + + + ++ + + + + 

Terpenoids ++ ++ + + + + + + + + + 
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Table 2: Preliminary studies of Christella dentata and Cyathea crinita 

 

Table 3: Preliminary studies of Dryopteris redactopinnata and Hemionitis arifolia 

 

Table 4: Preliminary studies of Pellaea boivinii and Phlebodium aureum 

 

Christella dentata Cyathea crinita 
Alkaloids Ethanol Methanol Acetone Water Ethanol Methanol Acetone Water 

Glycosides + + - - + + + + 
Flavonoids + + + + + + ++ - 

Carbohydrates + + + - ++ + ++ - 

Proteins & FAA + + + - + + + - 

Flavonoids - - - - + + ++ - 

Phenolic 
Compounds & 

Tannins 

++ + ++ - + + + + + 

Terpenoids + + + - + + + + ++ 

Dryopteris  redactopinnata Hemionitis arifolia 
Alkaloids Ethanol Methanol Acetone Water Ethanol Methanol Acetone Water 

Glycosides + + + + + + - - 

Flavonoids + + + - + + - - 

Carbohydrates ++ + + - + + + - 

Proteins & FAA + + + - - - - - 

Flavonoids + - + + + + + - 

Phenolic 
Compounds & 

Tannins 

++ + + + + + - - 

Terpenoids ++ ++ + - + + - - 

Pellaea boivinii Phlebodium aureum 
Alkaloids Ethanol Methanol Acetone Water Ethanol Methanol Acetone Water 

Glycosides + - + + + + + + 
Flavonoids + + - + + + + - 

Carbohydrates + - + + + + + - 
Proteins & FAA + + + + + + + - 

Flavonoids + ++ + + + + + - 
Phenolic 

Compounds & 
Tannins 

+ + + + + + + + 

Terpenoids + + + + + + + + + + 
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Table 5: Preliminary studies of Pteris vittata and Pyrossia mollis 

+ = Present, ++ = more present , -= Absent 

 

 
Graph 1. Percentage of compounds present in samples 
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Pteris vittata Pyrossia mollis 
Alkaloids Ethanol Methanol Acetone Water Ethanol Methanol Acetone Water 

Glycosides + + + + + + + + 
Flavonoids + + + + + + - + 

Carbohydrates - + + - - + - + 
Proteins & FAA + + + - + + + ++ 

Flavonoids - + - - + ++ + ++ 
Phenolic 

Compounds & 
Tannins 

+ + + + + + + + + 

Terpenoids + + + - + + - ++ 
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Nature is always a golden sign to show the prominent phenomena of co-existence. Natural products 
from plants, animals and minerals are the basis for treating human diseases. Medicinal plants are 
presently in demand and their acceptance is increasing progressively. Undoubtedly, plants play an 
important role by providing essential services in ecosystems. The pedaliacae is one of the source of 
medicinal plants with 13 genus and 70 species. One of the active member among the genus is sesamum. 
The current study aims at exploring the anthelmintic property of the Aerial parts of Pheritima posthuma 
Retz. Anthelmintic properties of Sesamum prostratu material parts extracts viz., hydroalcoholic and 
aqueous were evaluated against Pheritima posthuma (Indian earthworm) at five different concentration 
such as  10mg/ml, 20mg/ml, 30mg/ml, 40mg/ml, and 50mg/ml. Piperazine citrate was used as the 
reference standard. The time consumed for paralysis and death of the Pheritima posthuma were 
calculated for all groups. The Result of current study shows the aqueous extract of Pheritima posthuma 
aerial parts possess moderate anthelmintic activity compared to hydroalcholic extract. The anthelmintic 
properties of both the Sesamum extract are less significant as compared to the standard anthelmintic 
drug Piperazine citrate. 
 

Keywords: Sesamum prostratum, Pheritima posthuma, piperazine citrate, anthelmintic. 

INTRODUCTION 
 
Helminthiasis is one of the common infection in human mankind affecting major part of the globe. Mainly in the 
developing countries helminthiasis pose a huge threat to public health [1]. This condition is mainly due to the 
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deficiency in sanitary facilities and lack of pure water supply associated with poverty and illiteracy [2]. 
Helminthiasis is seen globally among majority of population but highly common in a country like India. This 
problem is highly seen in rural areas and to lesser extend in urban regions. The World Health Organization reports 
that 35% diseases are because of roundworm, which is a typical parasitic worm. More than 1.5 billion individuals or 
24% of the total population are tainted with soil transmitted helminth contaminations around the world [3]. Parasitic 
infections remain a major constrain to livestock production globally [4]. An anthelmintic drug will expel the parasitic 
worms (helminths) from the human body by stunning or killing them [5]. These gastrointestinal helminthes becomes 
resistant to most of the currently available anthelmintic drugs [6]. Moreover, the currently available anthelmintic 
drugs in the market are also at high cost [7]. These factors lead the way for bringing out novel anthelmintic agents 
from herbal resources. 
 
Natural medicines including plants, animals, and minerals are the gifts of nature to humans and play an important 
role in fighting various diseases [8]. Plants have always been a basis for the traditional medicine systems and they 
have provided continuous remedies to the mankind for thousands of years [9]. The pedaliacae (pedalium family or 
sesame family) is the family of flowering plant containing about 25 genus and 204 species (according to WFO plant 
list) distributed in tropical and southern Africa, south East Asia and tropical Australia [10]. Plants of this family are 
generally annual or perennial herbs and rarely shrubs. This family was reported to have medicinal values, as 
antimicrobial, antioxidant, anticancer, demulscent, emollient and laxative properties etc., [11] sesamum is a member 
of pedaliaceae family. The plant species of this genus is used to treat variety of ailments.The present study evaluates 
the anthelmintic potential of hydroalcoholic and aqueous extracts of Pheritima posthuma aerial parts against Indian 
earthworms (Pheritima posthuma). 
 
MATERIALS AND METHODS 
 
Plant Material Collection 
Sesamum prostratu material parts (leaves, flowers, stem) were collected and then cleaned, shade dried, mechanically 
grinded. The crude extracts are prepared by maceration technique. Coarsely powdered plant materials were 
separately soaked in extaction solvents hydroalcoholic (ethanol:water (50:50)) and aqueous followed by shaking 
periodically for seven days and then filtered. The extracts are then dried in hot air oven and transferred into well 
labeled vials and kept in a refrigerator until required for use. The resulting dry extract was weighed and provided a 
percentage yield of 17.86% (w/w) and 29.21% (w/w) for hydroalcoholic and aqueous extracts respectively. 
 
PHYTOCHEMICAL SCREENING 
Phytochemical screening was carried out to assess the qualitative chemical composition of crude methanolic extracts 
of Sesamum prostartum. Standard screening tests using conventional protocol, procedure, and reagents were 
conducted to identify the constituents as described in Trease and Evans [12] and sofowora [13]. 
 
Collection of Parasites 
Earthworms shows resemblance in its anatomical and physiological nature similar to that of human intestinal 
roundworms [14-16]. The healthy adult earthworms were collected from muddy soil, cleaned and separated on their 
size and length and used for the study. 
 
Anthelmintic Studies 
Earthworms (Pheritima posthuma) of uniform size and length (3-5cm in length and 0.1-0.2cm width) were selected for 
the study. 16 Groups of 3 earthworms each were freed into 10ml of preferred solutions. Group I serves as a negative 
control (normal saline). Group II to VI were treated with Pheritima posthuma hydroalcoholic extract of 10mg/ml, 
20mg/ml, 30mg/ml, 40mg/ml, 50mg/ml respectively. Group VI to Ⅺ were treated with Pheritima posthuma 
hydroalcoholic extract of 10mg/ml, 20mg/ml, 30mg/ml, 40mg/ml, 50mg/ml respectively. Whereas, Group XII to XVI 
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were treated with  piperazine citrate of 10mg/ml, 20mg/ml, 30mg/ml, 40mg/ml and 50mg/ml respectively. All the 
groups of earthworms were kept under observation for a maximum period of 300min and the time taken by them to 
paralyse and death was noted. Paralysis of the earthworms was confirmed by non-revival in normal saline solution 
and death was confirmed by losing up of motility and fading away of their body colors [17-20]. 
 
RESULTS AND DISCUSSION 
 
Phytochemical Screening 
The preliminary phytochemical screening of the plant materials revealed the presence of flavonoids, carbohydrates, 
steroids, terpenoids and proteins in both hydroalcoholic and aqueous extracts (Table 1). 
 
Anthelmintic activity 
Anthelmintic properties of Sesamum prostartum aerial parts extracts hydroalcoholic and aqueous are evaluated 
against Indian earthworms Pheritima posthuma at 10mg/ml, 20mg/ml, 30mg/ml, 40mg/ml, 50mg/ml using piperazine 
citrate as standard. The study clearly reveals that Pheritima posthuma aqueous extract possess moderate anthelmintic 
properties. However, the effect of aqueous extract was found to be less significant as compared to the standard drug  
piperazine citrate. The result of the study are given in the table no 2. 
 
CONCLUSION 
 
The present study evaluates hydroalcoholic and aqueous extracts of Sesamum prostratum aerial parts at 10mg/ml, 
20mg/ml, 30mg/ml, 40mg/ml, 50mg/ml for anthelmintic potential against the standard drug Piperazine citrate. The 
study concludes that the aqueous extracts possess moderate anthelmintic properties as compared then 
hydroalcoholic extract. The anthelmintic potential of these extracts were found to be less significant than the 
standard drug piperazine citrate. According to the present study the plant Sesamum prostratum possess significant 
Anthelmintic properties in both extracts. We expecting that the further investigation of various extracts of 
Sesamumprostratum may be result in high anthelmintic properties compared to standard anthelmintic drugs. 
 
REFERENCES 
 
1. Das S.S, Monalisha Dey, Ghosh A.K, Indian Journal of Pharmaceutical Sciences, 2011,73(1), 104-107. 
2. Walter P.J, Richard K.K, Chemotherapy of parasitic infections, In; W.C. Campbell and L.S. Rew (eds), plenum, 

New York, 1985, 278-539. 
3. Ishnava, K.B., Konar, P.S. In vitro anthelmintic activity and phytochemical characterization of 

Corallocarpusepigaeus (Rottler) Hook. F. tuber from ethyl acetate extracts. Bull Natl Res 
Cent.2020;44;33.https://doi.org/10.1186/s42269-020-00286-z. 

4. SelamawitZenebe, TekaFeyera, Solomon Assefa. "In Vitro Anthelmintic Activity of Crude Extracts of Aerial 
Parts of Cissusquadrangularis L. and Leaves of Schinusmolle L. against Haemonchuscontortus", BioMed 
Research International, vol. 2017, Article ID 1905987, 6 pages, 2017.https://doi.org/10.1155/2017/1905987. 

5. Temjenmongla,  Yadav A, Afr. J. Trad. Cam., 2005,  2(2): 129-133. 
6. MondalSubhasish, HaqueRabiul, GhoshParag, Das Debasish,  International journal of drug development and 

research, 2010, 2(4): 826-829. 
7. Nisha P.V, Shruti N, SwetaSwamy K, et. Al., International Journal of pharmaceutical sciences and drug research, 

2012, 4(3): 205-208. 
8. Tang C, Zhao C-C, Yi H, Geng Z-J,Wu X-Y, Zhang Y, Liu Y and Fan G.Traditional Tibetan Medicine inCancer 

Therapy by Targeting Apoptosis Pathways.Front. Pharmacol. 11:976.July 7 ,2020.Doi: 10.3389/fphar.2020.00976. 
9. Arpita Roy, ShrutiAhuja, NavneetaBharadvaja.A review on medicinal plants against cancer.Journal of Plant 

Sciences and Agricultural Research.2017;2 (1):008. 

Astalakshmi et al., 

http://www.tnsroindia.org.in
https://doi.org/10.1186/s42269-020-00286-z.
https://doi.org/10.1155/2017/1905987.


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57289 
 

   
 
 

10. Aguoru, U., Okoli, B.E., Olasan, J.O.Comparative Gross Morphology of Some species of Sesamum L. 
International Journal of Current Research in Biosciences and Plant Biology. 2016; 3: 21-32. 

11. CathrineChidewe, Uvidelio F. Castillo,DanielS.Sem.Structural Analysis and Antimicrobial Activity of 
Chromatographically Separated Fractions of Leaves of Sesamumangustifolium (Oliv.) Engl.TBAP.2017;7(6):pp 
463 – 474. 

12. G. E. Trease and W. C. Evans, Pharmacognosy, BailliereTindall, London, UK, 13th edition, 1989. 
13. A.Sofowora, Medicinal Plants and Traditional Medicine in Africa, Spectrum Books Ltd, Ibadan, Nigeria, 1993. 
14. Vidyarthi R.D, A Textbook of Zoology, Chand and Co. Press, New Delhi, 1977, 14thedn., 329-31. 
15. Thorn G.W, Adams R.D, Braunwald E, Isselbacher K.J, Peterdrof R.G, Harrison’s Principles of Internal Medicine, 

Mc Grew Hill, New York, 1977, 8thEdn., 1088-90. 
16. Vigar Z, Atlas of Medical Parasitology. Publishing House, Singapore, 1984, 2nd  Edn., 216-18. 
17. Surendra Kumar M, Astalakshmi N, Mithra T, et. al., International Journal of Pharmacognosy and 

Phytochemical Research, 2014-15; 6(4): 778-779. 
18. Astalakshmi N, Surendra Kumar M, Mithra T, et. Al.,  World Journal of Pharmaceutical Research, 2015; 4(6): 

1029-1033. 
19. Singh S, Rai A.K, Sharma P, Barshiliya Y, Asian Journal of Pharmacy and Life Science, 2011, 1(3): 211-215. 

Dash G.K, Suresh P, Sahu S.K, Kar D.M, Ganapathy S, Panda A,  Journal Natural Remedies, 2002; 2: 182-185. 
 
Table No: 1 Phytochemical constituents of investigated plant extracts 
 

S. No Phytoconstituents Hydroalcoholic extract Aqueous extract 
01 Alkaloids - + 
02 Glycosides + + 
03 Flavonoids + + 
04 Tannins + + 
05 Steroids + + 
06 Carbohydrates + + 
07 Proteins and Amino acids + + 
08 Fats and fixed oils - + 
09 Vitamin C - - 

 ‘+’;Present, ‘-’; Absent 
 

Table No 2: Anthelmintic activity of Sesamum prostratum aerial parts extract and piperazine citrate 

Group Treatment Dose 
Time taken for 

Paralysis in min 
Time taken for 
Death in min 

Ⅰ Control - - - 
Ⅱ 

Sesamumprostratumaerial 
parts hydroalcoholic 

extract 

10 µg/ml 82 min - 
Ⅲ 20 µg/ml - - 
Ⅳ 30 µg/ml - - 
Ⅴ 40 µg/ml 177 min - 
Ⅵ 50 µg/ml 179 min  
Ⅶ 

Sesamumprostratum 
aerial parts aqueous 

extract 

10 µg/ml 76 min 182 min 
Ⅷ 20 mg/ml 84 min - 
Ⅸ 30 mg/ml 93 min - 
Ⅹ 40 mg/ml 108 min - 
Ⅺ 50 mg/ml 117 min 170 min 
Ⅻ  

 
10 mg/ml 86 min 105 min 

ⅫⅠ 20 mg/ml 33 min 48 min 
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ⅩⅣ Piperazine citrate 30 mg/ml 17 min 27 min 
ⅩⅤ 40 mg/ml 11 min 25 min 
ⅩⅥ 50 mg/ml 6 min 9 min 

*The experiment was carried out three times & average value was taken. 
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One of the leading causes of cancer-related death in both men and women is lung cancer. According to 
the World Cancer Research Fund International, 2.2million new instances of this disease were reported in 
2020. Lung nodules are essential for cancer screening, because early detection enables therapy and speeds 
up patient’s recovery. Even though a lot of effort is being done in this area, accuracy needs to be 
improved in order to boost the patient persistence rate. Traditional technologies, however, fail to 
accurately separate cancer cells of various kinds, and no system has gained greater dependability. In this 
work, an efficient method is suggested to not only quickly identify lung cancer lesions but also to 
improve accuracy. Medical personnel are prompted to treat patients in a safer and more efficient manner 
by early diagnosis and classification of the disease. The development of deep learning technology has 
made it possible to investigate the role of specific genes in diseases like lung cancer. In order to classify a 
patient's lung cancer status, this study used genetic algorithm (GA) as a feature (genes) selection method 
for the convolutional neural network (CNN). With noteworthy predictive ability, genetic algorithm 
successfully discovered genes that categorise patient lung cancer status. The proposed framework has a 
98.97% accuracy rate.The suggested study shows that accuracy is increased, and execution time decreases 
also the data is compiled utilising genetic and convolutional neural network method. 
 
Keywords: Cancer, Big data, Cancer Detection Technique, Feature Selection, Genetic Algorithm, 
Convolutional Neural Network, Image segmentation, Optimization. 
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INTRODUCTION 
 
Cancer is a condition when the body's cells grow out of control. Lung cancer is a term used to describe cancer that 
first appears in the lungs. Lung cancer starts in the lungs and can spread to the lymph nodes or other body organs, 
like the brain. The lungs may potentially become infected with cancer from other organs. Metastases are the term 
used to describe the spread of cancer cells from one organ to another.  Typically, there are two basic forms of lung 
cancer: small cell and non-small cell (including adenocarcinoma and squamous cell carcinoma). They develop 
differently and respond to treatment in different ways. The occurrence of non-small cell lung cancer exceeds that of 
small cell lung cancer. The type of tumour present determines how [2] lung cancer is treated. To achieve improved 
survival rates, it is crucial to classify distinct tumour kinds. However, it is difficult to classify lung cancers. For 
monitoring and making decisions regarding malignant lung growths, computed [3] tomography (CT) is the most 
important image mode. The early detection of lung cancer by CT allows physicians to recommend more effective 
therapy. For ordered and comforting treatment, estimating and healing elements for dispersed illness with definite 
malignancy stages are needed. The patient's continuation rate has a strong relationship to how quickly the lung 
cancer period ends. Clinical terminology refers to the condition as odd hyperplasia, and it affects people in ways that 
go well beyond the 200 types. Computer-Aided Diagnosis (CAD) technologies have become significant and 
indispensable in the categorization problem of lung cancer in order to simplify this diagnosis procedure and improve 
the odds of survival. With the use of many components like medical image processing, artificial intelligence, and 
computer vision, CAD is a technique that aims to lower the rate of false positive or negative diagnoses. Image pre-
processing, feature extraction, and classification are the three primary processes of this technique, as shown in Figure  
 
1.  Convolutional neural networks (CNNs) are a deep learning subfield [1] that have been combined of the widely 
used techniques, particularly in the field of medical imaging. One of the important uses for this technology is to aid 
doctors in the early detection of lung cancer, which can lower mortality rates. However, a wide range of factors 
influence system diagnosis precision. The use of computer-aided technology for this aim has been increasingly 
attractive to scientists in recent years. In this study, lung cancer images are categorised using a meta-heuristic 
optimised CNN classifier that is applied to trained network models for visual datasets. The convolution layer in Fig. 
2 analyses the output of the neurons that are input-connected to the local area. The calculation is done by 
multiplying the weights of each neuron by the region to which they are linked (the activation mass). The pooling 
layer's primary objective is to [1] subsample the input image in order to lessen the computational workload, memory 
requirements, and the number of parameters (over fitting). The neural network becomes less sensitive to picture 
displacement when the input image is smaller (independent of the position). There are, however, a variety of 
techniques for improving the convolutional neural network learning process, and there aren't many studies about 
deep learning-based neural networks and their uses. The weights and biases in the CNN models are optimised in the 
current work using a novel method based on the genetic algorithm. The new approach is then put to the test against 
10 well-known classifiers using datasets for lung cancer, including LIDC (Lung Image Database Consortium) 
Database. According to experimental findings, this refined approach performs more accurately than other 
categorization methods. 
 
LITERATURE REVIEW 
 
Many research works have been conducted on different types of cancer detection and prediction. The research works 
applied different approaches for detecting cancer of different types. Different algorithms were developed and 
compared. Some of the previous research works on lung cancer detection are discussed in this section. In 2020, Long 
Zhang et al [1] proposed a method for optimizing convolution neural network with whale optimization algorithm. 
This approach was then put to the test against 10 well-known classifiers using two datasets for skin cancer, including 
DermI S Digital Database and Dermquest Database. According to experimental findings, this refined approach 
performed more accurately than other categorization methods. 
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Joey Mark Diaz et al proposed a method [2] for in 2018. In order to classify a patient's lung cancer status, this study 
used genetic algorithm as a feature (genes) selection method for the support vector machine and artificial neural 
network. With noteworthy predictive ability, genetic algorithm (GA) successfully discovered genes that categorise 
patient lung cancer status. Chapala Venkatesh et al investigate [3] a method for optimizing neural network in 2022. In 
this study, a screening method that was efficient and increases accuracy was suggested for identifying lung cancer 
lesions. In this process, the cuckoo search algorithm was used to establish the ideal criteria for partitioning cancer 
nodules, and Otsu thresholding segmentation was used to achieve perfect isolation of the chosen area. The pertinent 
lesion features were extracted using a local binary pattern. Based on the obtained features, the CNN classifier can 
determine if a lung lesion is malevolent or not. The proposed framework has a 96.97% accuracy rate. The suggested 
study shows that accuracy is increased, and the data is compiled utilising genetic and particle swarm optimization. 
C Vankatesh et al. [4] proposed a hybrid method for classifying lung cancer in 2019. The identification of cancer in CT 
scans was addressed in this study using a hybrid strategy that combines a genetic optimization algorithm, SVM 
classification, and a unique feature selection method. With the use of this technique, clinicians can accurately identify 
lung nodules at an early stage. A feed-forward neural network was trained using GA by Montana et al. [5] in one of 
the earlier efforts. The authors demonstrated that by adjusting the weights during the neural network learning 
process, GA increased accuracy in comparison to back-propagation neural networks. 
 
Chuang Zhu et al [6] proposed a categorization of breast cancer histopathology images using numerous small 
Convolutional Neural Networks (CNNs) in 2019. A hybrid CNN architecture with a local model branch and a global 
model branch was used in this study. This hybrid approach gains a stronger capacity for representation through 
local voting and two-branch information merging. Second, by incorporating the suggested Squeeze-Excitation-
Pruning (SEP) block into this hybrid model, it was possible to learn the importance of each channel and eliminate the 
redundant ones. The suggested channel pruning strategy can generate improved accuracy with the same model size 
while lowering the danger of over fitting.  In 2021 F. Taher et al [7] discussed the accuracy, sensitivity, and specificity 
of various machine learning techniques, including convolutional neural networks (CNN), support vector machines 
(SVM), artificial neural networks (ANN), multi-layer perceptrons (MLP), K-nearest neighbour (KNN), and the 
entropy degradation method (EDM). In comparison to other approaches, the CNN approach utilising a short dataset 
yields the greatest results (96% accuracy), whereas EDM yields the lowest accuracy (77.8%). 
 
Samuel Zumbuka et al [8] showed a study in 2021.This study listed the predictive techniques and instruments for 
routinely detecting, predicting, contrasting, or classifying lung cancer. Thirty-four (34) papers relating to the 
applications of machine methods were chosen and taken into consideration using Boolean keyword searches in 
various journal databases and filters. The analysis's findings indicate that the majority of studied utilised combined 
classical models, with ANN and deep learning being used less frequently. Additionally, only a small portion of the 
data set—which also included personal characteristics, X-ray images, symptoms, etc.—used data sets other than CT 
scan images. The results of this study indicated several restrictions and future research possibilities for lung cancer 
and associated diseases. 
 
METHODOLOGY 
 
Physicians identify lung cancer after carefully analysing CT images, a process that takes a lot of time and is not 
always correct. Modern optimization methods and image processing techniques were necessary to produce imagery 
that was as accurate, functional, and efficient as feasible. The suggested technology will help physicians accurately 
detect lung nodules at an early stage and examine the internal structure. As a part of the contribution, certain errors 
with the identification of lung cancer are mentioned here. Using a cutting-edge segmentation technique called Otsu 
there sholding and cuckoo search optimization, the region of interest is located. With this suggested partitioning 
method, nodules of various sizes and shapes can be precisely separated using only a few parameters. 
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Convolutional Neural Network (CNN)-Fig 3 represents a CNN architecture. CNNs frequently use pooling layers 
when dealing with complex layers. They are mostly employed for reducing the tensor’s size and accelerating 
estimations. These layers are all quite basic. Therefore, the image must be divided into smaller sections in the pooling 
layer, with the maximum value being chosen for each portion and each piece was then completed through some 
technique. It is positioned appropriately in the output after being portioned. Rectified linear units, or RELUs, are a 
type of hidden layer. The activation function is mostly utilised in CNNs, which are neural networks. 
 
Genetic Algorithm- Fig 4 represent the concept of Genetic Algorithm (GA). Adaptive heuristic search algorithms 
based on genetics and natural selection theory are known as [9] genetic algorithms (GAs). As a result, [6] they offer 
an innovative utilisation of a random search approach to optimization issues. GAs are not random, despite the fact 
that they are randomised; rather, they use previous data to focus the search on areas of the search space where it will 
perform the best. In particular, those who adhere to the "survival of the fittest" ideas first established by Charles 
Darwin, the fundamental GA techniques are created to imitate processes in natural systems necessary for evolution. 
After a randomly generated initial population, the method evolves through three operators in accordance with 
Natural Selection:  
1.Selection-this corresponds to the survival of the fittest; 
2.Crossover- this depicts mating between individuals; 
3.Mutation- this generates random modifications. 
 
Selection Operator 
a) Principal concept: prefer superior people in order to pass on their genes to the upcoming generation.  
b) Each individual's goodness is based on their level of fitness. 
c) Fitness can be assessed using a subjective evaluation or an objective function. 
 
Crossover Operator  
a) The selection operator selects two people from the population. 
b) There is a random selection of a crossover location along the bit strings. 
c) Up until this point, the values of the two strings are switched. 
If S1=000000 and s2=111111 and the crossover point is 3 then S1'=111000 and s2'=000111  
d) The two new offspring produced by this pairing are added to the population's next generation. This procedure 
likely results in the creation of even better people by recombining pieces of good people. 
 
Mutation Operator  
a) With some low probability, a portion of the new individuals will have some of their bits flipped.  
b) Its goal is to prevent early convergence and preserve population variety.  
c) A random stroll through the search space is brought on by mutation alone. 
 
Although genetic algorithms have been employed for feature selection, parameter optimization, and rule reduction, 
they are best for finding the best solution to a problem. But there is still a lot that can be done to enhance GAs, both 
generally and specifically for cancer research. In order to identify topics for future work, this section elaborates on 
areas that could use improvement. 
 
Design: Combining CNN and GA 
In this section, we will go through how we evolved the CNN weights for the histopathology lung image 
classification challenge using GA's global search feature. An effective CNN architecture for categorising binary 
histological lung image data is planned.  The block diagram of our model is shown in Fig 6. Below is a description of 
the layers that the model uses. 
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Input Layer 
The convolutional layer receives the loaded input images from this layer and processes them. Lung images from the 
LIDC dataset are used as inputs in our approach. 
 
Convolutional Layers 
In order to create the feature map, convolutional layers apply the convolution operation to the input images using 
kernels (filters). The network has eight convolutional layers and numerous 3-by-3 filters. Each layer has eight filters 
for the first two levels, sixteen for the third and fourth layers, twenty-four for the following two tiers, and ultimately 
thirty-two for the final two layers. With either a uniform or normal distribution, these weight filters are started at 
random. All of the weights of the network, including the weights of the convolutional filters and fully connected 
layers, are stored in a matrix for subsequent computation because employing matrix form simplifies the operation of 
CNN. However, 1-dimensional vectors are used to hold the initial [10] population of GA.  
 
Pooling Layer- Convolution layers stage is followed by this step. The average pooling function is used to minimise 
the features map dimension. The average of each filter in a convolutional layer is determined by this function.  
 
Activation Layer 
To increase the rate at which the learning process converges, all convolutional and pooling layers are subsequently 
followed by a activation function.  
 
Fully-Connected Layer 
Following convolution and pooling processes, a process known as flattening is used to convert the entire features 
matrix into a single vector. The network's fully connected layer then receives this vector as its input neurons. To put 
it another way, the first layer is a vector of features from the convolutional and pooling layers, and the last layer is a 
vector of size 2, which is equal to the number of classes in our binary classification, i.e., the Benign and Malignant 
classes. 
 
Training Process 
 The entire system is taught following the creation of the CNN blocks. Training is the process of iteratively changing 
the network's weights to provide the most accurate results. Three alternative optimization methods are used in our 
network, and their classification accuracy is contrasted: Adam optimization, mini batch gradient descent, and GA. 
 
Data Set-The performance of our suggested model for binary classification of lung CT images is evaluated using the 
LIDC dataset, a public accessible dataset. To assess the performance and demonstrate the effectiveness of their 
proposed classifiers, researchers need a distinctive dataset. As a result, most of the researchers used the LIDC 
dataset, which contains images of lung cancer, as a well-known database addressing the problem of classifying lung 
cancer. Examples of CT-scan images of lung cancer patients from the LIDC dataset are shown in Fig-7. To train our 
classifier, we employed 70% of the available images in this study, and the remaining 30% were used to test the 
proposed model. We did this by randomly dividing the LIDC dataset into two sets, a training set and a testing set. 
Both sets are Patients utilised to form the training set and the test set were divided patient-wise, therefore they are 
not the same patients. Additionally, we are categorising the CT-images independently of their sub-classes and 
magnification factors because our focus is on the binary categorization of CT images into Benign and Malignant 
cases. 
Pseudo Code -In the following, the general pseudo code for Optimizing CNN through GA is given as follows. 
Algorithm 1 
Create the CNN architecture; 
Generate the initial weights of the model randomly; 
Store the weights of the model in a matrix; 
Set the parameters of GA; 
Convert the weight matrix to the vector of initial population; 
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while Termination condition is not true do 
Start the CNN process; 
Predict the output using CNN; 
Calculate the fitness function; 
Sort individuals based on fitness value to select fitter individuals for producing 
the offspring of the next generation; 
Applying a single-point crossover operation; 
Applying mutation operation to add a random value to a randomly selected 
gene with probability of 0.1. 
end while 
The CNN using GA optimization approach is described in above Algorithm. In our implementation of the suggested 
GA optimizer, we make use of the following variables:  
(i) The number of solutions per population varies from 20 to 60;  
(ii) The number of generations varies from 100 to 1000;  
(iii) The mutation rate varies from 0.1 to 0.01; and  
(iv) The network weights are initially distributed using both normal and uniform distributions. 
 
RESULTS AND DISCUSSION 
 
Based on many measures, including classification accuracy, execution time we report the findings of the lung cancer 
CT image classification provided by the LIDC dataset. The binary classification of the input images is the output. 
Every image is sent to the network and given a Benign or Malignant case. This study combines convolutional neural 
network and genetic algorithm to propose an effective and automated method for detecting lung cancer. The process 
starts with image pre-processing, followed by image segmentation, feature extraction, and classification. The 
procedure is evaluated using lung CT-images. Figure 8 revealed that the proposed model is able to classify benign 
and malignant lung cancer patients with  accuracy rates of 98.97%.Additional it also reduces the exception time 
which can be shown in figure 9. This result is consistent with the fact that the classification accuracy of lung cancer is 
frequently higher when optimising a convolution neural network with a genetic algorithm. 
 
CONCLUSION 
 
Because of the ability to classify data, machine learning techniques like Convolution Neural Networks (CNN) have 
been frequently used in CAD systems. The network weights, including the weights of all convolutional filters and 
the weights of connecting edges in the fully-connected layer, have a significant impact on the accuracy of extracted 
features in CNN. Therefore, these weights are very important for classification accuracy. In this study, we suggested 
employing the Genetic Algorithm (GA) to optimise the CNN weights for lung cancer classification problem. The five 
levels of the proposed algorithm are input layer, convolution layer, pooling layer, activation layer, fully-connected 
layer, and training process. The weights of these layers have a significant impact on the classification accuracy. 
Utilizing selection, crossover, and mutation operators, the weights are evolved. Using the LIDC dataset, we compare 
our suggested method with using CNN approach. To investigate metrics like accuracy, execution time, and the 
impact of genetic parameters on the proposed method, we carried out numerous trials with varied batch sizes and 
iteration counts. 
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Fig 1: An overview of a simple CAD system for lung 
cancer classification task. 

Fig 2: A simple lung cancer detection using ordinary 
CNN 
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Fig.3- Architecture of CNN Fig.4 Concept of GA 

 
Fig.5 Before and After Mutation 

 

 

 

 
 

Fig. 6 Block diagram for utilising GA to optimise the 
CNN's parameters. 

Fig.-7 CT-images of lung cancer  
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Fig.-8 Illustrates the accuracy of the proposed model 
and the only CNN method in percentage 

Fig.-9 Illustrates the execution time of the proposed 
model and the only CNN method 
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The level of blood glucose is more than normal but not sufficient to diagnose diabetes leads to a 
condition known as pre-diabetes. Globally, Pre-diabetes affects approximately 260 million people, or 
6.4% of adults. According to the International Diabetes Association (ADA), diabetes prevalence will rise 
to 8.8% by 2035 globally. Diabetes prevalence in Kazakhstan males is 11.3 percent, and in women it is 
11.7 percent, according to WHO, with a population of 17 million. According to medical experts, 
Kazakhstan's diabetes population would grow to a million individuals by 2030.The present study was a 
case control study and 82 subjects were recruited. Elevated fasting blood sugar (FBS) was defined as a 
plasma glucose concentration in fasting stage should be 5.6-6.9 mmol/L, and Impaired Glucose Tolerance 
(IGT) was defined when FBS levels should be <7.0 mmol/L and a 2 hour postprandial blood sugar (PPBS) 
of 7.8 mmol/L-11.0 mml/L, with a glycatedhaemoglobin (HbA1c) value of 5.7%-6.4%.Mean±SD for BMI of 
all the pre-diabetic patients was 31.98 ±2.39 with p value of p<0.001. When they were separated into BMI 
categories, 3.3 percent were of normal weight and 96.3 percent were obese. Role physical had the lowest 
mean score (M= 46.48), while Social Functioning (M = 50.25) and Bodily pain (M= 50.03) had the highest 
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mean scores.In conclusion the data suggests that “quality of life” (QoL) in patients with pre-diabetes 
were at greater risk with less physical component. 
 
Keywords: Body Mass Index, Social Functioning-36, Health Related Quality Life, Vitality  
 
 
INTRODUCTION 
 
The level of blood glucose is more than normal but not sufficient to diagnose diabetes leads to a condition known as 
pre-diabetes [1]. According to the ADA, conditions referred for diagnostic criteria in pre-diabetes include an 
increased FBS level (100 mg/dL-125 mg/dL), a glycatedhaemoglobin (HbA1c) value of 5.7%-6.4%, or an increased 
plasma glucose level, glucose tolerance test (140-199 mg/dL) [2,3]. Each of these diseases, whether discovered in 
childhood or later in life, increases the likelihood of developing T2DM. Globally, Pre-diabetes affects approximately 
260 million people, or 6.4% of adults [4,5].According to the International Diabetes Federation, diabetes prevalence 
will rise to 8.8% globally by 2035. According to the WHO, diabetes affects 11.3 percent of men and 11.7 percent of 
women in Kazakhstan, which has a population of 17 million people. According to medical experts, Kazakhstan's 
diabetes population would grow to a million people by 2030 [6,7]. Diabetes has an annual incidence of 187.2 19.4 per 
100,000 people in Karaganda, and morbidity is 1500.7 169.2 per 100,000 people. According to data from the diabetes 
register, there have been 30622 diabetes patients in Karaganda over the last 15 years. Pre-diabetics are at more risk of 
developing diabetes and cardiovascular disease8. Kazakhstan has experienced fast economic expansion and 
urbanisation in recent decades, which has resulted in rise in the frequency of pre-diabetes and diabetes in country. 
The association of pre-diabetes with health-related quality of life (HRQoL) is either poorly understood or non-
existent. HRQoL assessments, as measured by the SF 36, will give a useful health outcome relating to emotional, 
mental, social functioning, and physical. QoL can help patients understand their overall health state, the formation of 
health policy, the effect of treatment, and resource allocation decisions. So the aim of the present study was to see the 
association of HRQoL in the patients with pre-diabetes. 
 
MATERIALS AND METHODS 
 
The current study was a case-control study and total 82 patients were recruited in the regional clinical hospital 
Karaganda. In this study patients attending regional clinical hospital from 2012 to 2014 were included. Ethical 
clearance was obtained from the ethical committee. Written informed consents were taken from all patients in the 
present study. 
 
METHOD 
 
The diagnostic criteria for pre-diabetes were based on the American Diabetes Association (ADA), which defined 
Elevated fasting blood sugar (FBS) was defined as a plasma glucose concentration in fasting stage should be 5.6-6.9 
mmol/L, and Impaired Glucose Tolerance (IGT) was defined when FBS levels should be <7.0 mmol/L and a 2 hour 
postprandial blood sugar (PPBS) of 7.8 mmol/L-11.0 mml/L, with a glycatedhaemoglobin (HbA1c) value of 5.7%-
6.4%.as well as a Patients having hypertension or a history of cardiovascular disease, dyslipidemia, psychiatric 
illness, or cognitive impairment such mental retardation or dementias were excluded from the study. 
 
Quality of life (QOL) assessment 
The SF-36 health survey questionnaire was used to assess HRQOL. The SF-36 questionnaire is a generalised 
questionnaire that is commonly used in the United States and Europe to evaluate the quality of life (QOL) of healthy 
persons and patients with acute and chronic illnesses. Physical functioning (PF), bodily pain (BP), role-physical (RF), 
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vitality (VT), general health (GH), social functioning (SF), mental health, and role-emotion (RE), are among the eight 
health categories (domains) measured (MH). The eight domains were rated on a scale of 0 to 100, with 0 indiacates 
the poorest possible health and 100 indicates the highest possible health. The Mental Component Summary score 
(MCS) and Physical Component Summary score (PCS) were created from all of the scores. 
 
Statistical analysis 
All computations were performed in software SPSS.v.25. The descriptive analysis was provided as means with 
standard deviation (SD) and frequency for health, lifestyle factors, and socio-demographic, (percentage). Means and 
standard deviations were used to summarize continuous variables. The Spearman pair correlation coefficients and 
the Kolmogorov-Smirnov test of the sample difference criterion's expected values (R). To assess the agreement 
between the parameters of the physical and mental health components, the Spearman correlation coefficients (SCC) 
were determined. 
 
RESULTS 
 
This study included a total of 82 pre-diabetes patients. All of the patients were 36.8 (7.8) years old on average. There 
were 42 females (51%) and 40 males (48%) among the 82 participants. The SF-36 scale has been broadly used to 
measure QoL in people with various disorders as well as those who are disease-free. Physical functioning (PF), 
bodily pain (BP), role-physical (RF), vitality (VT), general health (GH), social functioning (SF), mental health, and 
role-emotion (RE), are among the eight health categories measured. All pre-diabetes patients had a mean (SD) BMI of 
31.98 2.39 p0.001. When they were separated into BMI categories, 3.3 percent were of normal weight and 96.3 percent 
were obese. Role physical had the lowest mean score (M= 46.48), while Social Functioning (M = 50.25) and Bodily 
Pain (M = 50.03) had the highest mean scores. When compared to healthy controls, pre-diabetes had considerably 
worse physical functioning (47.56 2.45 vs. 51.53 3.40). When comparing pre-diabetes to controls, we found a 
substantial increase in mean Vitality (48.80 4.36 vs. 61.70 4.62). 
 
DISCUSSION 
 
Following a pre-diabetes diagnosis, it is critical to maintain a balanced diet and lifestyle. The longer a person goes 
without being diagnosed with diabetes, the worse their health can become. Because they view pre-diabetes to be a 
less serious and readily accepted condition, some people with pre-diabetes have difficulty with predictability 
regarding their diagnosis and its repercussions [8,9]. Pre-diabetes is frequently asymptomatic, with no serious 
symptoms and, in many cases, no awareness of the condition [9]. Individual HRQOL component scores revealed 
substantial differences between the pre-diabetes and healthy groups. The average age of pre-diabetes in this study 
was 36 years. According to Ibrahim et al, the average age of pre-diabetes patients in Malaysia is 52 years old [10]. 
Our results are consistent with those of Taylor et al, who showed similar changes in demographic profiles between 
pre-diabetes and healthy controls. Taylor et al [11] noted that the patients were primarily elderly (mean age 58 years 
which is compared to 31 years in our study), females (73.3 percent compared to 51.3 percent in our study), and had 
same mean BMI (31.2 6.4 kg/m2 compared to 31.98 4.8 kg/m2 in our study). Our results' mean BMI is likewise similar 
to those of the Finnish Diabetes Prevention Study (DPS) and the United States' Diabetes Prevention Program (DPP) 
[12,13]. In our research, we discovered that pre-diabetes adults had significantly worse mean scores on the SF-36 for 
role physical, role emotional mental health, vitality, and physical functioning. In our study, role physical' was shown 
to be impaired in the pre-diabetes group when compared to the control group (46.55 4.02 vs. 50.50 3.99), which is 
consistent with Ibrahim et al10's findings in their literature. Overweight or obese and Pre-diabetic patients scored 
lower on the physical component of the SF-36 than those who were normal weight. However, in a research of 1383 
persons aged 45–70 years in Western Finland, no variations in HRQOL were found (using the same questionnaire SF-
36) in patients with pre-diabetes compared to healthy subjects [14].As some of our recruited pre-diabetic patients felt 
difficulty in doing physical activities due to body pain, HRQOL is consistently linked to physical activity. People 
who are physically active reported improved HRQOL than those who are physically inactive, according to prior 
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studies. This study has some drawbacks, including a limited sample size and insufficient monitoring duration. The 
link between HRQOL and pre-diabetes is either poorly understood or non-existent. There have been few 
investigations on the relationship among HRQOL and pre-diabetes. 
 
CONCLUSION 
 
In conclusion the data suggests that QoL in patients with pre-diabetes were at greater risk with less physical 
component. Guidelines should be drawn for pre-diabetes patients according to HRQOL for lifestyle modifications 
related to obesity and physical inactivity. 
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Table1: The difference in estimated means of HRQOL in pre-diabetes patients & controls 
 

Group=2DescriptiveStatistics Control 

 
Valid N Mean Median Std.Dev. 

BMI 22 30,86364 31,00000 2,376381 
PF1 22 46,86364 46,50000 2,376381 
PF2 22 46,63636 46,00000 2,479352 
RP1 22 46,31818 46,00000 2,884876 
RP2 22 46,36364 46,00000 2,735054 
BP1 22 49,63636 50,00000 3,288442 
BP2 22 49,77273 49,50000 2,266355 
GH1 22 46,72727 46,00000 3,881357 
GH2 22 47,00000 47,00000 4,220133 
VT1 22 47,36364 46,00000 4,756404 
VT2 22 46,90909 46,00000 4,729936 
SF1 22 49,00000 49,00000 3,690399 
SF2 22 48,81818 48,00000 3,417551 
RE1 22 47,59091 48,00000 3,660069 
RE2 22 46,90909 47,00000 4,799892 

MH1 22 49,00000 49,00000 2,878492 
MH2 22 49,09091 48,00000 3,190896 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Group=1 DescriptiveStatistics patients 

 Valid N Mean Median Std.Dev. 
BMI 60 31,98333 32,00000 2,396973 
PF1 60 47,56667 48,00000 2,458928 
PF2 60 51,53333 52,00000 3,402226 
RP1 60 46,55000 46,00000 4,022922 
RP2 60 50,50000 50,00000 4,224625 
BP1 60 50,03333 50,00000 4,087877 
BP2 60 50,20000 51,00000 3,852360 
GH1 60 48,91667 48,00000 4,461860 
GH2 60 48,51667 48,00000 4,489127 
VT1 60 48,80000 48,00000 4,363951 
VT2 60 61,70000 62,00000 4,622348 
SF1 60 50,71667 52,00000 2,917462 
SF2 60 60,08333 60,00000 3,136940 
RE1 60 48,25000 48,00000 3,577827 
RE2 60 56,08333 56,00000 2,316424 

MH1 60 48,83333 48,00000 3,340388 
MH2 60 57,78333 58,00000 3,769151 
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\ 
Chronic Obstructive Pulmonary Disease (COPD), a condition marked by persistent airflow obstructions, 
respiratory symptoms cause abnormalities in the airways and alveoli, which are typically brought on by 
prolonged exposure to noxious particles or gases. Aim- To determine the immediate effect of intercostal 
stretch along with thoracic expansion exercise on pulmonary function and thoracic expansion on mild to 
moderate COPD subjects. Methodology-Total 5 Subjects were selected from ParulShevashram hospital, 
according to inclusion and exclusion criteria. Subjects were assessed before and after the 45 minutes of 
intervention for pulmonary function test and chest expansion and intervention was given in the form of 
intercostal stretch over the second and third ribs bilaterally for 10 breaths with a minute of rest and 
thoracic expansion exercise. Result- The mean and SD showed statistically significant improvement of 
FVC pre±post (1.5800±1.5620), pre±post (.32680±.33722); FEV1 pre±post (.9520±1.1680), pre±post 
(.24864±.39214); FEV1/FVC pre±post (61.3740±75.1420), pre±post (14.42966±21.45409) respectively. Data 
was analyzed by using SPSS software 20.0 and Microsoft excel. (p<0.05) Conclusion- The study showed 
significant improvement on pulmonary function test and chest expansion on mild to moderate COPD 
patients. 
 
Keywords: - Chest PNF, inter-costal stretch, pulmonary function, chest expansion, COPD 
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INTRODUCTION 
 
COPD is a preventable and treatable disease characterized by airflow limitation that is not fully reversible. Chronic 
obstructive pulmonary disease (COPD) is a lung disease. The constraint of airflow is usually progressive and is 
associated with an abnormal inflammatory response of the lungs to noxious particles or gases, which is primarily 
caused by cigarette smoking[1]. COPD is associated with significant deaths and morbidity globally; it is the world's 
fifth leading cause of death in the world, with its mortality rate expected to rise by more than 30% over the next 10 
years, according to the World Health Organization[2]. Chronic obstructive pulmonary disease (COPD) is a condition 
that affects the lungs. There are several types of COPD, each with its own set of symptoms. Some people with COPD 
also have asthma and emphysema[3]. COPD is a condition in which the airways become damage and the alveolar 
walls are destroyed. This causes the lungs to lose their elastic recoil ability, which means that people with COPD 
cannot expel air very well. This can lead to air trapping and hyperinflation (an increase in air pressure)[4].symptoms 
like coughing, wheezing, shortness of breath (pulmonary edema), fatigue, chest tightness, and mood disturbances. 
Repeated exacerbations (episodes of worsening lung function) are a risk factor for increased mortality and contribute 
to the health care burden associated with COPD[5].Patients with breathing problem may have abnormal chest 
biomechanics or physical changes to the chest wall, such as chest stiffness. The cloth tape Measurement of the 
circumference of the chest wall with a cloth tape measure at three distinct levels of the rib cage was used to assess 
chest wall mobility, which is a simple, inexpensive, and reliable procedure in clinical practice [6]. Breathing is a 
physiological process that removes carbon dioxide from the body and supplies oxygen via the circulatory system. 
Exhalation and inhalation exercises, as well as a combination of the two, can aid to enhance pulmonary 
function[7].PNF (Proprioceptive Neuromuscular Facilitation) is a type of stretching in which a muscle stretches 
passively and contracts alternately. The approach aims to stretch through the length of a muscle's nerve receptors. As 
a result, intercostal muscular tiredness is common in COPD patients [4] .So, the aim of the study is to compare the 
immediate effect of intercostal stretch along with thoracic expansion exercise on pulmonary function and thoracic 
expansion on mild to moderate COPD subjects. 
 
METHODOLOGY 
 
Total 5 participants were taken by convenient sampling. It is an experimental study with each patient took 
approximately 45 minutes. Institutional ethic committee approval was taken. Subjects were selected on the basis of 
the inclusion and exclusion criteria. The inclusion criteria were:(1) Both males and females of age is between 40 to 60. 
[4] (2) Patient with mild, moderate airway obstruction based on gold criteria: gold 1-(mild: fev1 /fvc< 0.70, FEV1> 
80% of predicted) gold 2 -(moderate: FEV1 /FVC < 0.70, 50% < FEV1< 80% of predicted).[4] (3) Medically diagnosed 
COPD patient. [2] (4) Willing to participate. [2] (5) smokers or ex-smokers of more than 10 pack-years, and symptoms 
suggestive of COPD.[8]The exclusion criteria were: (1) Hemodynamically unstable subjects. [1] (2) Patients with 
severe orthopedic problems related to spine, fracture of rib, sternum fracture, neurological deficits, affecting the 
respiratory muscles, unstable cardiac condition, recent myocardial infarction, intercostal muscles strain.[4] (3) 
Previous lung – volume reduction surgery, lung transplantation or pneumonectomy[4]  (4) Patient is having history 
of core pulmonale[4] Study procedure: A written consent and informed consent was taken from the subjects 
regarding enrolling them in study and their privacy and confidentiality was maintained. Before starting the 
intervention, subjects were assessed for outcome measure; chest expansion and pulmonary function test before and 
immediately after giving chest PNF with the 10 repetitions. Materials:  Measuring tape, Pen, pencil, paper, PFT 
machine. 
 
Treatment protocol 
Intercostal stretch: inter costal stretch along with thoracic expansion exercise: -patients were in a supine lying 
position. The Therapist stand behind the patient. First therapist should palpate the suprasternal notch then go 
downward about 5 cm to palpate the angle of louis. Then trace the finger laterally to palate the 2nd rib and intercostal 

Dhruvika Rathod and Didhiti Desai 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57307 
 

   
 
 

stretch was given bilaterally at 2nd and 3rd rib with the help of index finger and middle finger. The direction of stretch 
was downward towards the next rib in midaxillary line. The stretch was maintained as he/she continues to breathe. 
The stretch was applied at the end of the exhalation for 10 breaths with 1 minute rest and for 10 repetitions. Total 
treatment duration was 45 minutes. Thoracic expansion exercise: - Patient was seated comfortably in chair sitting 
position. Therapist stand in front of the patient and ask the patient to inhale slowly and deeply through the mouth 
and performed prolonged expiration through the mouth. Breathing with mainly expiration (15 minutes of breathing 
exercise after 2 minute of respiration subjects rested for 1 minute). 
 
Outcome measure 
Pulmonary function (FEV1, FVC, FEV1/FVC): The patient will be seated comfortably in front of a spirometry 
machine. The mouthpiece will be comfortably placed between the two lips, preventing extra air from escaping from 
the mouth. The patient will then be instructed to take a deep breath and exhale as much as possible through a 
mouthpiece for several seconds. No breathing through the nose is permitted. The following parameters will be 
included in the study: FEV1, FVC, and FEV1/FVC. Chest expansion (tape method): Participants will sit on a stool 
with their arms crossed behind their backs and their heads turned to one side. A cloth tape will be used to measure 
chest expansion at three different levels of the rib cage. The axillary level, nipple level, and xiphisternum level are the 
anatomical marks for thoracic expansion. Choosing these locations has the advantage of representing the elasticity of 
different lobes. The patient is then asked to breathe out through their mouth, inhale slowly through their nose, and 
push their chest against the tape to measure the expansion of their lungs. The patients will then be asked to exhale 
through their mouths. Measurements will be taken at three different levels, with the cross-hand technique being 
used. 
 
Statistical Analysis 
Statistical tests: Wilcoxon test were used to find the significance of parameters pre to post test. Statistical software: 
The Statistical software namely IBM SPSS Statistics version 20. Which were used for the analysis of the data and 
Mic2rosoft word and Excel have been used to generate graphs, tables etc. Ethical clearance: Institutional ethical 
committee is given clearance of these study. 
 
RESULT AND DISCUSSION 
 
Table 1 shows the pre and post comparison of chest expansion at axillary level after 45 minutes of intervention.  
Pretest mean of CEAL 1.3000 with the SD .44721 when it was compared with the mean of 2.3000 after the 
intervention with the SD .44721 obtained “z” value was -2.236bThis finding had showed there was significant 
difference in CEAL in pre and post- test. (p< .025)Table 2 shows the pre and post comparison of chest expansion at 
nipple level after 45 minutes of intervention.  Pretest mean of CENL 1.7600 with the SD .33615 when it was compared 
with the mean of 2.8000 after the intervention with the SD .44721 obtained “z” value was -2.060bThis finding had 
showed there was significant difference in CENL in pre and post- test. (p< .039)Table 3 shows the pre and post 
comparison of chest expansion at XIPHISTERNAL level after 45 minutes of intervention.  Pretest mean of CEXL 
2.0000 with the SD .70711 when it was compared with the mean of 3.2600after the intervention with the SD .73348 
obtained “z” value was -2.060bThis finding had showed there was significant difference in CEXL in pre and post- 
test. (p<.039)Table 4 shows the pre and post comparison of PFT FEV1 after 45 minutes of intervention.  Pretest mean 
of FEV1 .9520 with the SD .24864when it was compared with the mean of FEV1 1.1680 after the intervention with the 
SD .39214 obtained “z” value was -1.753b This finding had showed there was significant difference in FEV1 in pre 
and post- test. (p<.080)Table 4 shows the pre and post comparison of PFT FEV1 after 45 minutes of intervention.  
Pretest mean of FEV1 .9520 with the SD .24864when it was compared with the mean of FEV1 1.1680 after the 
intervention with the SD .39214 obtained “z” value was -1.753b This finding had showed there was significant 
difference in FEV1 in pre and post- test. (p<.080)Table 6 shows the pre and post comparison of PFT FEV1/FVC 
RATIO after 45 minutes of intervention.  Pretest mean of FEV1/FVC 61.3740 with the SD 14.42966when it was 
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compared with the mean of FEV1/FVC 75.1420 after the intervention with the SD 21.45409 obtained “z” value was -
2.023bThis finding had showed there was significant difference in FEV1/FVC in pre and post- test. (p<.043) 
 
DISCUSSION 
 
COPD is a lung disease characterized by persistently low airflow as a result of lung tissue breakdown and small 
airway dysfunction, which is usually accompanied by dyspnea, fatigue, and sputum production. Small airway 
abnormalities and lung parenchyma destruction contribute to the development of airflow limitation, with a 
consequent reduction in lung elastic recoil leading to dynamic hyperinflation and thus shortness of breath.[1] Present 
study was aimed to check the immediate effect of intercostal stretch along with thoracic expansion exercise on 
pulmonary function and thoracic expansion on mild to moderate COPD subjects.Present study was conducted at 
Parulshevashram hospital, Vadodara and subjects were taken from respiratory OPD. There was a total of 10 
participants screened but according to inclusion criteria and exclusion criteria only 5 participants are taken. The 
study is approved by the ethical committee of the institution. The age criteria are between the 40 to 60 years. The 
study showed mild to moderate COPD subjects were taken and they were assessed prior to the treatment and 
outcome measure were taken using PFT machine for pulmonary function test and measure chest expansion. As per 
the assessment the subjects were given intervention in the form of intercostal stretch and thoracic expansion exercise. 
After the 45 minutes of intervention the outcome measures (PFT, CHEST EXPANSION) were reassessed. Immediate 
effect of chest PNF and thoracic expansion exercise showed there was an improvement in FVC, FEV1, FEV1/FVC in 
table 4,5,6. And chest expansion at all 3 level in table 1,2,3. 
 
During this study has shown in table no 4, 5 in which the improvement obtain was clinically significant but 
statistically it was not significant due to less sample size. Our research was supported by Puckree et al. (2002) study, 
"The Effect of IC Stretches on Third and the Eighth IC Space," which demonstrated a decrease in breathing frequency 
following the application of a stretch to these two IC spaces. The differences in respiratory rate between the groups 
in this study were not statistically significant. However, only the experimental group's rate of respiration was lower, 
demonstrating that IC stretching had an effect on respiratory rate. Localized IC stretching in the third and eighth IC 
spaces also demonstrated a deeper breathing pattern, greater electromyographic activity, and a decrease in breathing 
frequency in healthy subjects.’’ [4] The improvement in pulmonary function and chest expansion can be explained by 
a study done by DangiAshwini ET al. established that Intercostal muscles assist upward and outward movement of 
the rib, which can lead to increase in the anterior posterior diameter of the thoracic cavity. It is beneficial for both 
inspiration and forced expiration. Chest expansion decreases because of diminished chest wall mobility and lung 
compliance. Intercostal stretching may improve chest wall elevation and thus expand to improve intra-thoracic lung 
volume, which contributes to an increase in flow rate percentage. This may contribute to an increase in ventilatory 
capacity, such as tidal volume, minute ventilation, and oxygen status, thereby improving chest expansion, 
hyperinflation, and air trapping and, as a result, reducing dyspnea.[1]  
 
CONCLUSION 
 
From the result we conclude that there are significant changes seen PFT and CHEST EXPANSION in patients with 
mild to moderate COPD by using Intercostal stretch and thoracic expansion exercise. 
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Table 1: Comparison of Pre and Post Data for Chest Expansion At Axillary Level 
 

 
Table 2. Comparison of Pre and Post Data for Chest Expansion At Nipple Level 
 

 
Table 3 Comparison of Pre and Post Data for Chest Expansion At Xiphisternal Level 
 

 
Table 4 Comparison of Pre and Post Data for Pft Fev1  

 Mean ±SD Z- value p-value TEST 
PRE .9520 .24864 

.39214 -1.753b .080 
WILCOXON SIGNED 

RANK TEST POST 1.1680 

 Mean ±SD Z- value p-value TEST 

PRE 1.3000 .44721 -2.236 0.25 
WILCOXON 

SIGNED RANK 
TEST 

 Mean ±SD Z- Value P-Value Test 
PRE 1.7600 .33615 

-2.060b .039 WILCOXON SIGNED 
RANK TEST POST 2.8000 .44721 

 Mean ±SD Z- Value P-Value Test 
PRE 2.0000 .70711 -2.060b .039 WILCOXON SIGNED 

RANK TEST POST 3.2600 .73348 
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Table 5 Comparison of Pre and Post Data for PftFvc 

 
Table 6 Comparison of Pre and Post Data for Pft Fev1/Fvc Ratio 

 

 
Fig.1 Axillary level Fig.2. Nipple level 
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XIPHISTERNAL LEVEL

MEAN SD

 Mean ±SD Z- Value P-Value Test 

PRE 1.5800 .32680 
-.271b .786 WILCOXON SIGNED 

RANK TEST POST 1.5620 .33722 

 Mean ±SD Z- Value P-Value Test 
PRE 61.3740 14.42966 

-2.023b .043 
WILCOXON SIGNED 

RANK TEST POST 75.1420 21.45409 
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Fig.3. Xiphisternal Level 
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The study has made an attempt to analyse the pattern of milk production in India. The annual compound 
growth rates of milk production were calculated by using time series data obtained from National Dairy 
Development Board. Milk Production both in Tamil Nadu and India was analyzed and it revealed that 
milk production growth in Tamil Nadu is comparatively less when compared to the growth of milk 
production in India. Similar is the situation with respect of per capita milk availability both in Tamil 
Nadu and India. Population census conducted indicated that number of animal category wise increased 
at national level. But in Tamil Nadu, the population is fluctuating between the census periods. It raises 
the doubt that the census is not practiced in fullest spirit and hence the supervisory mechanism needs to 
be intensified for getting correct data. Besides, this study has also used Coppock instability analysis to 
measure the instability in the milk production.  
 
Keywords: Milk Production, Growth Pattern, Per Capita Consumption, Forcasting, Instability Index, 
Dairy. 
 
INTRODUCTION 
 
Humans have a long tradition of consuming milk produced by animals and cow’s milk is the most popular milk 
consumed in both developed and developing nations. Milk is the single largest commodity by value contributing 5 
percent to the national economy. Dairying has become an important secondary source of income for millions of rural 
families and has assumed the most important role in providing employment and income generation opportunities 
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mainly for women and marginal farmers. This has resulted in upliftment of socioeconomic aspects of rural 
households in the country. Major share of milk in the country is produced by small, marginal farmers and landless 
laborers. Small land-base encourages the farmers to practice dairying as their subsidiary. The income from 
agriculture is seasonal, whereas dairying provides year-round income and generates gainful employment in the rural 
sector (Kadirvel 2004). The drivers of demand for milk in India are population growth, urbanization, increasing per 
capita income and nutritional awareness. The dairy sector is therefore an important vehicle for inclusive 
development in the country.  Top five major milk producing country in the world are India followed by USA, China, 
Pakistan and Brazil where other countries have only recently made it possible to produce considerable amounts of 
dairy. India is ranked first in milk production contributing to 23 percent (FAOSTAT) of Global milk production. Milk 
production in the country has grown at an annual compound growth rate of about 6.20 percent to reach 209.90 
million tonnes in 2020-21 from 84.40 million tonnes in 2001-02 (NDDB). The dairy sector in India has grown 
substantially over the years and has emerged as a major driver of overall growth to the sector of agriculture. The all 
India per capita availability of milk is 427 grams per day in 2020-21.  The livestock population in India has increased 
from 292.90 million in 1951 to 535.80 million in 2019, which includes 192.50 million Cattle (35.94 per cent), 109.85 
million Buffaloes (20.45 per cent), 74.26 million Sheep (13.87 per cent), 148.88 million Goats (27.80 per cent) and about 
9.06 million Pigs (1.69 per cent). Thus the overall livestock population in the country, showing an increase of 4.60 per 
cent over the previous census (2012) As per the 20th Livestock census, India has a vast resource of animal population 
totaling 536.76 million livestock, Uttar Pradesh, Rajasthan, Madhya Pradesh are the leading milk production states in 
the country. 
 
In India, Tamil Nadu ranked tenth in respect of milk production during the year 2020.The production  of milk has 
increased from 70.04 lakh tonnes in the year 2012-13  to 87.50 lakh tones during the year 2019-2020. Thus the 
production of milk in Tamil Nadu is attained a steady growth (NDDB2019-2020) and the per capita availability is 316 
grams per day which is accounted for 74 per cent of per capita milk availability at all India level. The milkproduction 
in Tamil Nadu has increased by 4.75 per cent compared to the previous year. Tamil Nadu possesses 302.75 million 
total bovines including 192.52 million cattlesand109.85 million buffaloes. Population asper20th livestock census 
(AHD&FD), dairy can significantly contribute to pathways out of poverty, since demand for livestock products will 
increase substantially in the years to come. In these circumstances, this paper has aimed at addressing how fast the 
growth of milk production is happening in India to address the demand for growing population and to find out the 
growth instability if any in milk production. 
 
Design of the Study 
The present study analyses growth rate and instability in milk production on an all India basis and the major 
production state as Tamil Nadu based on the data drawn from the web site of National Dairy Development Board 
(NDDB). 
 
Analysis of Data 
The time series data on milk production has been collected from the annual report of NDDB and analyzed for 20 
years from 2001 - 2021. It has been collected and analyzed for compound mean, standard deviation (S.D.) coefficient 
of variation (C.V) and Compound Annual Growth Rate (CAGR). 
 
Compound Annual Growth Rate Analysis (CAGR) 
The CAGR is predicted using time series data in respect of milk Production was assessed using an exponential form of  
the equation and modeling the time trend used in this study. 
Y = A (1+r)t 
ln Y = ln a + b t [b = ln (1+r)] 
Growth rate was calculated by using following formula: 
r = [antilog (b)-1] × 100 
Where, 
Y = Milk Production in litres 
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a = Constant Term 
b = Regression Coefficient to be estimated 
r = Growth Rate of Y 
 
Compound Growth Rate  
 ‘r’= (Antilog of B- 1) × 100 
t = r/ SE (r) 
Where, 
r = Compound Growth Rate 
SE= Standard Error 
Co-efficient of Variation (C.V) . . = × 100 =  

µ
× 100 

Where, 
= Individual observations in the time series data, 

 X = Mean,  
(  – X) = Deviation from the mean, 
n = Number of observation. 
Even though Coefficient of Variation (C.V) is the simplest measure of instability, it over-estimates the level of 
instability in time series data which are characterized by long-term trends. 
 
Coppock’s Instability Index 

Instability was also analyzed using Coppock’s index which is calculated as the antilog of the square root of the 
logarithmic variance using the following formula (Coppock, 1962).  
 
Coppock Instability Index = (Antilog) ( log− 1) × 100 
V log = ( )

∑(log  − log − )  

M = ( )
∑(log  − log ) 

 
Where, 
Xt = Area / Production / Yield 
t = Number of years 
m = Mean of the difference between the logsof Xt+1, Xt 
Log V = Logarithmic variation of the series 
Coppock instability index is a close approximation of the average year to-year percentage variation adjusted for 
trend and the advantage is that it measures the instability in relation to the trend in area, production and 
productivity. A higher numerical value for the index represents greater instability 
 
RESULTS AND DISCUSSION         
 
State wise Trend in Milk Production and per capita Availability of Milk 
Cow’s milk is the life giving food to all the living human. The Milk contains all the essential nutrients  and hence it 
becomes friendly to everyone including the animals. Cow’s milk is capable of providing ‘n’ number of milk based 
products which are dearer to the born babies and growing children. Such an important food is witnessed with 
increased production due to the technological innovations practiced in the dairy sector. The Table-1 is showing such 
increasing trend both in Tamil Nadu and in India.  Milk production of the state has  increased from 4.98 million 
tonnes in the year 2001-02 to 8.75 million tonnes in the year 2019-2020 and the growth rate during this period was 
found 3.18. Similar trend was witnessed at all India. level with growth rate 4.90 per cent. The average milk 
production in Tamil Nadu was arrived at 6.70 million tonnes. Whereas, Indian average milk production is arrived at 
132.30 million tonnes. The share of Tamil Nadu to the Indian milk production is found to be 5.06 per cent. Table-1 
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indicated that during the year 2020-21, the milk production in Tamil Nadu has come down to 8.51 million tonnes 
from 8.75 million tonnes during the year 2019-20. The sliding in milk production is found to be 2.74 per cent when 
comparing with the previous year milk production. It might be due to the failure of cattle caring, grazing and 
feeding to the cattle population because of the peak spread of corona in Tamil Nadu during that time. Almost from 
farming community to elite class in the city were totally affected in Corona would have caused such decrease in the 
milk production due to lesser availability of fodder and concentrates which are to be transported from different 
corner. But the district borders were arrested to avoid the spread of Corona. Though they have liberalized the 
transportation system later, the timely feeding alone could have promoted higher amount of milk production. But it 
has not happened.  
 
Per Capita Availability of Milk in Tamil Nadu and India 
Under this increased trend in milk production both in Tamil Nadu and India one could assume that it have  
promoted the per capita availability for consumption both in Tamil Nadu and India. These details are analyzed and 
the results are presented in Table – 2 which revealed that the per capita availability of milk in Tamil Nadu was found 
to be 219 grams per day. But, it was in the range of 222 grams per day in respect of India. There is no much difference 
in per capita availability of milk between Tamil Nadu and India. Only a marginal difference could be observed 
during the year 2001-02. In a decade of difference, it was rise from 219 grams to 278 grams per day. The increase was 
accounted to be 26.94 per cent during the year 2010 over the base year 2001. In respect of India, the increase could be 
22.97 per cent during the year 2010 over the base year 2001. When one could compare the decadal difference in the 
increase, it is almost favor with Tamil Nadu which indicated that the milk production in Tamil Nadu is increasing 
and making per capita availability of milk on the higher side. When one could examine the availability in another 
decade of time, Tamil Nadu its per capita availability by 26.98 per cent during 2021 over the base year 2011. There is 
no growth in making the per capita availability between the two decades. It is almost same. When one could 
compare the milk production in Tamil Nadu between the decades, the milk production has grown to 36.14 per cent 
during 2010 over the base year 2001. But the magnitude of increase between 2011 and 2021 was found to be very less 
and stands at 24.60 per cent. It indicated that Tamil Nadu is not concentrating on dairy industry during the second 
decade of milk production considered in the study. It might be due to the alternate developments in the allied sectors 
like sheep and goat rearing and in the poultry sector due to the unattractive price prevailed in the market for the 
milk and its products. The Figure -1 has highlighted the details of per capita availability of milk During the years 
2003 to 2029. The Figure -1 indicated that the per capita availability of milk in India is progressed  over a period of 
time and at the same time Tamil Nadu also reflecting the same trend but the curve of Tamil Nadu was in the lower 
fringes than in India.  
 
Animal Population in Tamil Nadu and India 
In respect of India, the per capita availability of milk found to be increased to 51.96 per cent during the year 2021 
over the base year 2011. When one could examine the same with Tamil Nadu, it is almost double in Indian context. It  
was might be due to the higher productivity of milk and the increase in the animal population. In this context, the 
number of animals by category is analyzed and the results are presented in Table- 3. Which outlined the status of 
cattle population available to mankind over a period of time to cater the milk production requirements. In Tamil 
Nadu, the growth of cattle and buffaloes population seems to be decreasing and stands at 7 per cent and 78 per cent 
respectively delineating that the buffalo population in Tamil Nadu is fast deteriorating. In this circumstance, one has 
to assess the reasons for such deterioration in the buffalo population and it has to be documented for taking 
necessary efforts to protect their population and its output which is widely preferred among the tea shops and in 
preparing value added milk products in the sweet stalls.  
 
In respect of India, the cattle population is growing at the rate of 24 per cent and the buffalo population grows at 153 
per cent which indicated that the buffalo rearing activity is widely popular in certain states of India particularly 
central and north India. In respect of Tamil Nadu, the buffalo population is accounted for 23.39 per cent to the mean 
cattle population and in India, the buffalo population is arrived at 40.72 per cent to the total mean cattle population 
available in India. The cattle population is decreasing in certain census and it is increasing in certain census  which 
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could  reveal the fact that the population census are not properly looked into for estimation in respect of Tamil Nadu. 
The Director, Department of Animal Husbandry who initiates such population census in every five year period 
should have some external forces to monitoring the conduct of population census in respect of animals which are the 
need of the hour. Assuming that the present trend in animal growth continues further, the animal population in 
Tamil Nadu and India has been projected to 2024 and 2029 to assess the extent of animal population available in 
India to produce the milk. These details are presented in Table - 4.  Which revealed that Tamil Nadu will be holding 
the cattle population to the level of 9.82 million and the same will be growing to the level of 9.89 million indicated 
that the cattle population in Tamil Nadu is growing very slowly. In respect of India, the cattle and Buffalo population 
is growing almost in a stagnant manner. To be specific, it is declining marginally. However, these details are 
presented under the head, forecasting of milk production in Tamil Nadu and India. 
 
Forecasting of Milk Production in Tamil Nadu and India 
With this level of growth delineated in Table -5  if one could predict the milk production in Tamil Nadu and India, 
 it is also decreasing marginally. The details of forecast are predicted and delineated in Table -5 up to 2030. Table 5 
indicated that the milk production in Tamil Nadu is decreasing from 367 million tonnes during the year 2021 to 325 
million tonnes during the year 2030. Similar is the situation with respect of India. It is also decreasing from 441 
million tonnes to 432 million tonnes during the period indicated. The reason is the decreasing trend in the growth of 
animal population both cattle and Buffalo. Care has to be taken to augment the animal population and effort has to 
be in the direction of increasing the productivity of milk by promoting the breeds. Besides, promoting the exotic 
breeds, care has to be also taken to protect the native breeds so that the native animal and its advantage both in terms 
of milk and meat could be harnessed.  
 
Measures of Instability Production of Milk in India 
Instability analysis on production of milk for a period of 20 years was carried out. Instability measures such as 
coefficient of variation, Coppocks instability index were determined and presented in the Table -6.  Coppock’s 
instability analysis is used to measure the instability to the trend in milk production. A higher numerical  value for 
the index represents greater instability in respect of number of animals and its milk production. Cop pocks instability 
index value of production of milk in Tamil Nadu stands at 44.74 and in respect of India it was arrived at49.53 per 
cent.  
 
CONCLUSION 
 
The study has revealed that milk production in Indiais increasing over a period of time. Whereas, the per capital 
availability of Milk in Tamil Nadu is found to be increasing but it is not up to the level witnessed in respect of India. 
The increased production might be due to the availability of number of animals. but the study has proved that the 
number of animals across different animal census is discouraging in respect of Tamil Nadu. but in India, it is 
increasing to the level of expectation and making a white revolution and stands number one in milk production. 
 
Abbreviations 
CV- Co-efficient of Variation, SD – Standard Deviation, CAGR-Compound Annual Growth Rate, FAOSTATE – Food 
and Agriculture Organization corporate Statistical database. NDDB   –  National Dairy Development Board. 
AHD&FD - Animal Husbandry, Dairying and Fisheries Department. 
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Table 1:  Status of Milk Production in India and Tamil Nadu 

Sl. No 
Milk Production (Million Tonnes) Percentage Share of Tamil 

Nadu to India Total Year Tamil Nadu India 
1. 2001-02 04.98 84.40 05.90 
2. 2002-03 04.62 86.20 05.36 
3. 2003-04 04.75 88.10 05.39 
4. 2004-05 04.78 92.50 05.17 
5. 2005-06 05.47 97.10 05.63 
6. 2006-07 06.27 102.60 06.11 
7. 2007-08 06.54 107.90 06.06 
8. 2008-09 06.65 112.20 05.92 
9. 2009-10 06.78 116.40 05.83 
10. 2010-11 06.83 121.80 05.60 
11. 2011-12 06.96 127.90 05.45 
12. 2012-13 07.00 132.40 05.23 
13. 2013-14 07.04 137.70 05.12 
14. 2014-15 07.13 146.30 04.89 
15. 2015-16 07.24 155.50 04.65 
16. 2016-17 07.55 165.40 04.45 
17. 2017-18 07.74 176.30 04.41 
18. 2018-19 08.36 187.70 04.46 
19. 2019-20 08.75 198.40 04.42 
20. 2020-21 08.51 209.60 04.06 

Total 
Mean 

CV (%) 
LONGEST 

CAGR 

133.95 2856.30 

 
06.70 132.30 
18.54 29.30 

01.031 01.04 
03.18 04.90 

(Source: Department of Animal Husbandry, Dairying & Fisheries, Ministry of Agriculture and Farmers Welfare, Government 
of India ) 
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Table 2:  Per Capita Availability of Milk in Tamil Nadu and India 

Year 
Per Capita Availability of Milk ( Grams per Day) 

Tamil Nadu India 
2001-02 219 222 
2002-03 198 224 
2003-04 198 225 
2004-05 204 233 
2005-06 231 241 
2006-07 263 251 
2007-08 272 260 
2008-09 274 266 
2009-10 278 273 
2010-11 278 281 
2011-12 265 290 
2012-13 280 299 
2013-14 280 307 
2014-15 265 322 
2015-16 267 337 
2016-17 277 355 
2017-18 283 375 
2018-19 304 394 
2019-20 316 406 
2020-21 353 427 

(Source: Department of Animal Husbandry, Dairying & Fisheries, Ministry of Agriculture and Farmers Welfare, Government 
of India.) 
 
Table 3: Animal Population in Tamil Nadu and India in Millions 

year 
Animal Population in Millions 

Tamil Nadu India 
Cattles Buffalos Cattles Buffalos 

1951 10.22 02.30 155.30 43.40 
1956 09.70 02.04 158.70 44.90 
1961 10.83 02.59 175.60 51.20 
1966 10.86 02.72 176.20 53.00 
1972 10.57 02.85 178.30 57.40 
1977 10.80 03.08 180.00 62.00 
1982 10.37 03.21 192.50 69.80 
1987 09.35 03.13 199.70 76.00 
1992 09.10 02.93 204.60 84.20 
1997 09.05 02.74 198.90 89.90 
2003 09.14 01.66 185.20 97.90 
2007 11.19 02.01 199.10 105.30 
2012 08.81 00.78 190.90 108.70 
2019 09.51 00.51 192.50 109.90 

TOTAL 139.50 32.55 2587.50 1053.60 
MEAN 09.96 02.33 (23.39) 184.82 75.26 (40.72) 

SD 00.73 0.66 12.12 20.73 
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CV(%) 07.30 28.57 06.56 27.54 
LONGEST 00.99 01.04 00.997 01.00 

CAGR (-) 00.17 (-) 02.16 00.32 01.36 
(Source: Department of Animal Husbandry and Veterinary Services) (Figures in Parentheses indicate percentage to Total) 
 
Table 4:  Forecasting of Animal Population in Tamil Nadu and India 

Sl. No Particulars of Population 
Population in 2024 in 

Millions 
Population in 

2029 in Millions 
1. Cattle Population in Tamil Nadu 09.82 09.89 
2. Buffalo Population in Tamil Nadu 00.71 00.89 
3. Cattle Population in India 190.67 189.02 
4. Buffalo Population in India 109.62 108.87 

 
Table 5: Forecasting of Milk Production during 2030 

Sl. No Year Tamil Nadu India 
1. 2021-22 367.054 441.152 
2. 2022-23 360.783 440.141 
3. 2023-24 354.990 439.139 
4. 2024-25 349.641 438.147 
5. 2025-26 344.701 437.164 
6. 2026-27 340.139 436.189 
7. 2027-28 335.926 435.223 
8. 2028-29 332.035 434.266 
9. 2029-30 328.442 433.317 

10. 2030-31 325.124 432.377 
 
Table 6:  Measures of Instability Production of Milk 
Measures of instability Production in Tamil Nadu Production in India 
CV % 18.54 29.71 
Coppock’s Instability  Index 44.74 49.53 
 

 
Figure 1: Per Capita Availability of Milk in Tamil Nadu and India 
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Breast cancer is the most common cancer diagnosed in women, accounting for more than 1 in 10 new cancer 
diagnoses each year. It is the second most common cause of death from cancer among women in the world. 
Available therapies for cancer & the possible side effects created an awareness to search for safe, 
economical alternatives for cancer therapy. Siddha system offers a lot of formulations in the management 
of breast cancer in a non-complicated way & many literary works support this statement. A Herbo-
mineral formulation Rathinagara rasa mezhugu is indicated for Putrunoigal  (Cancer), araiyappu 
(adenitis),  Pun (Ulcer), Karunkuttam, Senkuttam (leprosy), Pilavai(carbuncles), Kandamalai 
(Cervicaladenitis), Puraiyodinapunkal (deepulcers or sinus) which is mentioned in classic Siddha literature 
“Anuboga vaidhaya naveneetham Part 5.But its therapeutic use has not been scientifically validated. 
Therefore, the study aimed to evaluate the In-vitro anti-cancerous activity of Rathinagara rasa mezhugu 
(RNM) in the MCF-7 cell line against breast cancer. it was determined by 3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyltetrazolium bromide (MTT) assay. LD50 concentration was found at 115.97034 µg/mL. The 
Siddha system has provided clinically significant results in treating Breast cancer with a lot of time-tested 
medicines. More scientific studies has to be carried out to test the therapeutic efficacy of this medicine. 
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The long-term consumption of Rathinagara rasa mezhugu could be considered & promoted as adjuvant 
therapy for treating various malignancies. 
 
Keywords: Breast cancer, Rathinagara rasa mezhugu, Anti-cancer activity, MTT Assay,  MCF-7 Cell line. 
 
INTRODUCTION 
 
Breast cancer is the top-ranked cancer affecting women worldwide among other types of cancers. It has now 
surpassed lung cancer as the leading cause of global cancer incidence in 2020, with an estimated 2.3 million new 
cases, representing 11.7% of all cancer cases [1]. Epidemiological studies have shown that the global burden of BC is 
expected to cross almost 2 million by the year 2030 [2]. The first symptom of breast cancer is usually an area of 
thickened tissue in the breast or a lump in the breast or an armpit. Other symptoms include pitting, like the surface 
of an orange, or color changes such as redness in the skin of the breast, armpit or breast pain that does not change 
with the monthly cycle, a rash around or on one nipple, discharge from a nipple, which may contain blood, peeling, 
flaking, or scaling of the skin of the breast or nipple [3]. In modern medicine, Chemotherapy is considered to be an 
established & recommended treatment for cancer. Female breast cancer patients have shown higher resistance & 
increased vulnerability to chemotherapeutic toxicity [4]. Chemotherapeutic agents exert severe side effects, such as 
diarrhoea, nausea/vomiting, leukopenia, anaemia, alopecia, bone marrow depression, hyperuricemia, teratogenicity, 
carcinogenicity, & fertility issues in men & women [5]. So, the toxic side effects caused by chemotherapy & modern 
drugs increase the urgency of the demand for better therapeutics.  
 
Every year, more breast cancer patients are turning to complementary & alternative therapies. There have been 
reports of patients in India benefiting from cancer treatments in traditional Indian medical systems like Siddha. Siddha 
system of medicine is one of the oldest Indian medicinal systems that possess shreds of evidence for both the 
prevention & treating various types of cancers. Siddha medicine has already proved that it can be useful in the 
management of Cancer, besides being safe, cost-effective, & non-invasive. Due to the potent anti-oxidant activity, the 
majority of Siddha medications offer nutrition & reduce the adverse effects of conventional cancer therapy [6-7]. 
Rathinagararasamezhugu(RNM)isaclassicalSiddhaHerbo-mineralformulation that is mentioned in Anuboga vaidhaya 
naveneetham Part 5.It has been used for the management of Putrunoigal (Cancer), araiyappu (adenitis), 
Pun(Ulcer),Karunkuttam,Senkuttam(leprosy),Pilavai(carbuncles),Kandamalai (Cervicaladenitis), Puraiyodinapunkal 
(deepulcers/sinus).  Moreover the formulation consists of ValaiRasam (Elemental  Mercury), Gandhagam  (Sulphur), & 
Serankottai (Semecarpus anacardium Linn.), Sitramanakku (Ricinus communis L.)which have already been proven the 
tremendous potential for a cancer cure in various scientific studies[8]. The present study was designed to investigate 
the potential of RNM  as an anticancer agent against MCF-7 breast cancer cells. 
 
MATERIALS AND METHODS 
 
Raw Drug Collection 
Lingam (Cinnabar), Ganthagam (Sulphur), & Serankottai (Semecarpusanacardium) were procured from a Well reputed 
country shop in Parrys Corner, Chennai. The Other ingredients Sitramanakkuennai(castor oil), Pasunei(ghee), & 
Panaivellam(palmjaggery) were purchased locally from the Tambaram market, Chennai. 
 
Identification & Authentication of the Drug 
The herbal ingredients were identified & authenticated by the Botany Division, National Institute of Siddha, 
Tambaram sanatorium. (Certificate No:NISMB4922021), The metal drugs were identified by Pharmacologist, dept. 
ofGunapadam, NIS, Tambaram sanatorium, Chennai.(Certificate no: Gun/Aut/026/21) 
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Preparation of Trial drug: Rathinagara rasa mezhugu 

Step1: First castor oil is taken into a vessel & heated. Then Purified sulphur is powdered& mixed with the heating 
castor oil. When the sulphur melts, Semecarpus seeds are cut into two pieces & put in the oil. Then thailam is taken 
when Semecarpusseeds turn red & float. Thethailam is called Rathinagara thailam. 
 

Step2: Mercury & Rathi nagara thailam are mixed & ground. When mercury is groundwell, Ghee & palm 
jaggery are added & ground to get Rathi nagara rasamezhugu. 

 
In vitro evaluation of Anticancer Activity 

Reagents 
Dulbecco’s Modified Eagle’s Medium (DMEM), Fetal Bovine Serum (FBS), Trypsin methyl thiazolyl diphenyl- 
tetrazolium bromide (MTT),& Dimethyl sulfoxide (DMSO), Acridine Orange (AO) & Ethidium bromide (EB) were 
procured from Hi-Media Laboratories, other chemicals & reagents were obtained from Sigma Aldrich Mumbai. 
 
Cell Line & Culture 
MCF-7 (Human breast cancer) cell line was initially procured from National Centre for Cell Sciences (NCCS), Pune, 
India,& maintained Dulbecco’s modified Eagles medium, DMEM (Sigma-Aldrich, USA). The cell line was cultured in 
a 25 cm2 tissue culture flask with DMEM supplemented with 10% FBS, L-glutamine, sodium bicarbonate (Merck, 
Germany),&the antibiotic solution containing: Penicillin (100U/ml), Streptomycin (100µg/ml), & Amphotericin B 
(2.5µg/ml). Cultured cell lines were kept at 37ºC in a humidified 5% CO2 incubator (NBS Eppendorf, Germany). The 
viability of cells was evaluated by direct observation of cells by an Inverted phase contrast microscope & followed by 
the MTT assay method.  
             
Cells Seeding in 96 Well Plates 
Two day-olds confluent monolayer of cells were trypsinized & the cells were suspended in a 10% growth medium, 
100µl cell suspension (5x103 cells/well) was seeded in 96 well tissue culture plate & incubated at 37ºC in a humidified 
5% CO2 incubator.  
 
Preparation of Compound Stock 
1mg of sample was weighed & dissolved in 1mL 0.1% DMSO using a cyclomixer. The sample solution was filtered 
through a 0.22 µm Millipore syringe filter to ensure sterility.  
 
Cytotoxicity Evaluation 
After 24 hours the growth medium was removed, & freshly prepared compounds in 5% DMEM were five times 
serially diluted by two-fold dilution (100µg, 50µg, 25µg, 12.5µg, 6.25µg in 500µl of 5% DMEM) & each concentration 
of 100µl were added in triplicates to the respective wells & incubated at 37ºC in a humidified 5% CO2 incubator. 
Non-treated control cells were also maintained. 
 
Cytotoxicity Assay by Direct Microscopic Observation 
The entire plate was observed after 24 hours of treatment in an inverted phase-contrast tissue culture microscope 
(Olympus CKX41 with Optika Pro5 CCD camera) & microscopic observations were recorded as images.  Any 
detectable changes in the morphology of the cells, such as rounding or shrinking of cells, granulation, & 
vacuolization in the cytoplasm of the cells were considered indicators of cytotoxicity.  
 
Cytotoxicity assay by MTT Method 
Fifteen mg of MTT (Sigma, M-5655) was reconstituted in 3 ml PBS until completely dissolved & sterilized by filter 
sterilization. After 24 hours of the incubation period, the sample content in wells was removed & 30µl of 
reconstituted MTT solution was added to all test & cell control wells, the plate was gently shaken well, then 
incubated at 37ºC in a humidified 5% CO2 incubator for 4 hours. After the incubation period, the supernatant was 
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removed & 100µl of MTT Solubilization Solution (Dimethyl sulphoxide, DMSO, Sigma Aldrich, USA) was added & 
the wells were mixed gently by pipetting up & down to solubilize the formazan crystals. The absorbance values were 
measured by using a microplate reader at a wavelength of 540 nm (Laura B. Talarico et al., 2004). 
The percentage of growth inhibition was calculated using the formula: 
      Mean OD Samples x   100 
 
      Mean OD of control group 
 
Statistical Analysis 
Numerical data are expressed as mean ±standard deviation (SD). Statistical differences were evaluated by a one-way 
analysis of variance (ANOVA) & Dunnett’s test was performed to analyze the data. Differences were considered 
statistically significant if ***p< 0.001 when compared to the control group. 
 

RESULTS AND DISCUSSION 
 
The study described the cytotoxic activity of Rathinagara Rasa Mezhugu (RNM) against the MCF-7 cell line. Using the 
MTT test, the experiment was screened at various concentrations to determine the LC50. The O.D. of the treatment 
compared to the control was calculated to ascertain the percentage of cell viability. Reading optical density (OD) is 
performed in a spectrophotometer at a wavelength of 540 nm. Comparison values are made on a basis of 50% 
inhibition of growth (IC50) in treated cells with specific agents. Results were tabulated in Table.2& schematically 
represented in Graph-1 &2.  Statistics shows that there is a steady rise in the incidence rate of breast cancer among 
women. Chemotherapy, most intended expensive cancer treatment not only worsen side effects but also severely 
affects the financial security of the family. Ever since olden days, herbal based medicines are most preferred for 
curing various challenging ailments. [9-10].The study reveals that the drug RNM exerts cytotoxic activity against 
human breast cancer cell lines in dose dependent manner. The results showed the drug dose & % of Inhibition of 
MCF-7cells after the Rathinagara rasa mezhugu (RNM) extract treatment. A chart was plotted using the sample 
concentration on the X-axis & the percentage viability on the Y-axis. The percentage of growth inhibition was found 
to be increasing with increasing concentrations of the test drug RNM. Least viability was observed at the 
concentration of 100µg/ml showed 59.58 ±2.77% followed by the concentration of test sample at 50µg/ml, 25µg/ml, 
12.5µg/ml showed 67.61 ± 2.02%, 73.97±1.09%, 86.94±0.05% Similarly concentration at 6.25µg/ml showed 96.66±3.18% 
cell viability in the MTT assay. The LC50 of the test sample in the MCF-7 cell line was found to be 115.97034 µg/mL. 
Rathinagara rasa mezhugu (RNM) at different doses (6.5-1000 µg/ml of 5% MEM) was administered for 24 hrs. It was 
found that the number of cells decreases as the dose increases & at approximately 145µg/ml dose of extract, 50% of 
the MCF-7cells were less as compared to normal control as shown in Fig.1. 
 
The drug RNM composed of Serankottai (Semecarpus anacardium Linn.), Sitramanakku (Ricinus communis L.), 
Gandhagam (Purified Sulphur) along with Valai Rasam (Elemental Mercury).An earlier study on the Rathinagara rasa 
mezhugu showed the relevant anticancer activity and therapeutic potential in the treatment of cervical cancer. [11]. A 
previous study showed the anticancer activity of Gowri Chinthamani Chendhuram containing the mixture of mercury 
& sulphur Produce antioxidant activity via induction of metallothionein [12]. Rasagandhi mezhugu, a known Siddha 
herbo-mineral formulation which is a combination of mercury (Rasam) & sulfur (Gandhi), was clinically proved for 
its anticancer effect in patients with different types of cancer [13]. Rasam & Gandhagam containing medicines like 
Ashta Bairava Chenduram , Kaalamega Narayana  Chendhuram,  Veera Rasa Padhanga & Panchamuga Chenduram , Rasa 
parpam have already proven anticancerous potential in in vitro & in vivo studies [14-16]. The Sulphur compounds 
inhibited the production of nitricoxide (NO) & prostagland in E2 (PGE2) & the expression of the pro-inflammatory 
cytokines tumor necrosis factor-α, interleukin-1β, & interleukin-6 in lipopolysaccharide (LPS) –activated 
macrophages [17]. Mathivadhani et al. studied Semecarpus anacardium nut extract use for inhibitory effect on human 
breast cancer cellline (T47D). At the molecular level, these changes are accompanied by decrease in Bcl(2) & increase 
in Bax, cytochrome c, caspases & PARP cleavage, & ultimately by internucleosomal DNA fragmentation [18]. 

% of viability    = 
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Srinivasan Sowmyalakshmi et al was tested the anti-tumor activity against twobreast cancer cell lines, MCF-7 
[estrogen receptor (ER)-positive] & MDA 231(ER-negative) using cell viability & apoptosis assays. In terms of 
cytotoxicity as well as induction of apoptosis, then-hexane & chloroform fractions of Semecarpus anacardium were 
more significantly active against MDA 231 cells than MCF-7cells [19]. In-vitro anti- cancer effects of ethanolic extract 
of Ricinus communis Linn, were studied against seven human cancer cell lines. The SRB assay was used to test 
cytotoxic activity against all the cell line. The activity was evaluated at 100µg/ml concentration of test material [20]. 
From the literature it is evident that the ingredients of RNM were proved the anticancerous potential in various 
scientific studies. This research work denoted that the Rathinagara rasa mezhugu has a promising anti-cancerous effect & 
the evidence provides that the RNM can be used as a potential source of the drug against breast cancer. 
 
CONCLUSION 
 
Breast cancer develops slowly, & most cases are found through routine screenings. Siddha medicine must be chosen 
for the prevention as well as treatment of disease. It May be help to reduce the harmful effects of chemotherapeutic 
agents & improve the efficacy of supportive care. From the above results, it can be concluded that Siddha Herbo-
mineral formulation Rathinagara rasa mezhugu (RNM) is a safe & therapeutically effective drug in treating breast 
cancer in the treated MCF-7 cell line. More specific experiments on animal models are required to understand the 
exact molecular mechanisms of action. In the future, clinical studies must be carried out to prove the efficacy of the 
drug. 
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Table 1. Ingredients of Rathinagara rasa mezhugu  
Sl.No Ingredient Botanical/EnglishName Quantity 

1 Sitramanakkennai Ricinuscommunis L. ¼palam (8.75gm) 
2 Vaalai Rasam Absolutemercury 1palam (35gm) 
3 Gandhakam Purified Sulphur 1Palam (35gm) 
4 Serankottai Semecarpusanacardium Linn. 30 
5 Pasunei Cow’sGhee 1Palam (35gm) 
6 Panaivellam PalmJaggery 2palam(70gm) 

Table. 2. Cytotoxicity Assay by MTT Assay on MCF-7 Cell line. 
Sample  Concentration (µg/mL) OD value I OD value II OD value III Average OD Percentage Viability 

Control 0.6139 0.6001 0.5813 0.5984 100.00 
SAMPLE CODE-RATHINAGARASA MEZHUGU 

6.25 0.5941 0.5609 0.5803 0.5784 96.66 
12.5 0.5341 0.5214 0.5053 0.5203 86.94 
25 0.459 0.4463 0.4226 0.4426 73.97 
50 0.4014 0.4126 0.4011 0.4050 67.61 

100 0.3529 0.3518 0.3648 0.3565 59.58 
LC50Value:  115.97034µg/Ml (ED50plus softwareV1.0) 
 
 
 
 
 

Parvathy et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57326 
 

   
 
 

 

 
Graph 2: graphical representation depicting the 
anticancer effect of Rathinagarasa mezhugu by 
MTTassay- along y axis percentage viability, along x-
axis varied concentration of Rathinagarasa mezhugu. 
all experiments were done in triplicates & results were 
represented as mean+/- se. one-way Anova& Dunnett’s 
test were performed to analyse data. ***p< 0.001 
compared to the control group, ns – non significant 
compared to control group. 

Graph 1-shows the drug dose & % of inhibition of the 
MCF-7cellline after treatment with RNM 

  
Control RNMtreatedwith6.25µg/mL 

  
RNM treated with 12.5 µg/mL RNM treated with 25µg/mL 

  
RNM treated with 50 µg/mL RNM treated with 100µg/mL 

Fig. 1. Cancer cells in treated with various concentrations of RNM 
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This article deals with the using of the Autodesk Inventor Professional software for testing and designing 
of a one track vehicle digital prototype. The frame design was carried out considering the ergonomics 
aspects in Indian Scenario. The carbon rod reinforced with AL6061, AL6061-T6 and AL7075 composite 
materials are evaluated for FEA analysis. The designed frame was subjected to topology optimization. 
The force distributions while turning, braking and combined effects of the optimized frame were 
performed analytically and the ENDO parameter were verified for vehicle stability. In summary, the FEA 
analysis of the optimized frame structure designed using AL7075 has highest rigidity suitable for a safe 
and ergonomically better performing one track vehicle. The findings of the tests are frequently utilised to 
undertake a more in-depth endurance analysis of specific building elements, model optimization, and the 
influence on the driver's body. This strategy enables the development of a brand new product as well as 
a more efficient assessment of the influence of the conditions under which it will be utilised. 
 
Keywords: Topology Optimization, Composite, ENDO, Finite Element Analysis 
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INTRODUCTION 
 
Operating under strong pressure of economic process, according to reports, modern organisations are frequently 
required to react quickly to market demands. It should be mentioned that the planned goods must meet several 
precise building assessment requirements. It’s very difficult to fulfil all of those requirements, which may or may not 
be mutually exclusive [1-3].In terms of the current procedures for introducing new products into production, there’s 
a relentless explore for alternative products. Virtual prototype is one in which every numerical approaches are used 
in this method. It is based on the building of a numerical model (usually of a machine, device, or technological 
process) and the subsequent execution of multi-variant simulations of the object's behaviour under various 
situations, with the goal of arriving at the best answer for the article's defined functions. This allows for a reduction 
in the value of research and, as a result, the analysis of multiple options [4-10]. This cutting-edge approach to design 
provides for efficient completion in the vast majority of cases-consuming and currently costly steps that, when 
combined, outline the procedure for making a replacement product. It should be applied to the entire structure, as 
well as its subgroups and individual components [11-13]. The so-called multi-body system method (MBS) is one of 
the most often utilised methods the term for modelling, analysis, and synthesis of real-world systems that are 
regarded as multi-body systems. Static analysis and optimization studies on numerous design parameters are carried 
out [14-17]. 
 
There are many CAD systems available and based on the level of knowledge and their widespread use in the 
business, this report focuses on software from intermediate organisations. This popularity stems mostly from the 
software's extensive capabilities, which are combined with a comparatively low cost of purchase and usage. One can 
create virtual models of cutting-edge mechanical structures using an intermediary system [18]. The aim of this work 
is to use Autodesk Inventor to create a virtual prototype of a single-track vehicle and conduct preliminary tests in a 
working animatronics environment, allowing for the identification of profusion and displacements at selected joints of 
the vehicle in doings that are more or less uneven auditorium conditions. The specific goal of these tests is to 
determine the possibility of using spring load regulation to delay frame deferment [4, 9, and 20]. Here the theoretical 
results and the virtual analysis result of the prototype is compared. Topology optimization of the diamond frame is 
performed using Autodesk software. The resulting frame different material conditions the stress analysis and the 
other stimulations are done and thus the results are taken in such a way were results can be compared and considered 
along with the theoretical values.  
 
MODELING OF THE VEHICLE 
In this process each components are designed using the inventor working environment and each components are then 
assembled as per the design requirements. The modelling of the mountain racing bicycle started with designing of the 
diamond frame. The dimension of the frame where selected from standard frames sizes manufactured in India (Table 
1). From the table, item no 8 for average height of Indian male 5’ 8” frame dimensions were considered (source: 
National Institute of Nutrition).The dimensions of the main frame considered are given in Table II and Figure 1. The 
material considered for the virtual prototype is Aluminium 7075, Aluminium 6061 and Aluminium 6061 treated to T6 
condition [21]. The property of the material is listed in Table III. The frame if topology optimized and the optimized 
model is shown in Figure 2. 
 
RESULTS AND DISCUSSION 
Force Analysis of Bike 
The virtual prototype is analysed for the theoretical analysis of forces while driving in a mountain. Under each 
conditions there are different external forcing acting on the vehicle and it gives different results one of them and thus 
under this different conditions the theoretical value is calculated and the results is observed. Different conditions on 
road are applied theoretically and result is observed and compared [22-26]. 
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A free body diagram showing the various forces involved during a. idling / freewheeling and b. during pedaling is 
shown in Figure 3 & 4. A graph of the force acting as a function of time.  Here, X axis - the time displacement and 
direction of travel; y-axis – normal force (F) balancing the gravitational force (mg).  
 
The following can be observed from the graph: 

i. For first 15 Seconds: The pedaling force is completely used to overcome the resistive force (mg) and hence it is 
negative. Resistive friction force is assumed at 15N. Hence, the graph starts at -15N. 

ii. For next 30 seconds:   The pedaling force is used partly to overcome resistive force and partly to overcome the static 
friction force (Fs) in the direction of travel. As the time increases the friction force increases 

 
proportionally the resistive force is decreased. Hence, a linear graph from -15N at 15 seconds to 540N in 45s. 
Considering the weight of the bicycle at 10kg and the rider at 70kg and travel velocity of the rider at 10m/s.Overall 
force F=  m. v = m.∆v = m. (v − v ) 
Hence, the velocity at 15 seconds: 

v =  v + 
F . t
m

 

v =  10 m s⁄ +  
(−15N ). (15s)

70 kg = 10 m s⁄ − 3.21 m s⁄ = 6.79 m s⁄  

i.e the velocity of travel of the bicycle is 6.79 m s⁄ . As per equation 1, the impulse force is equal to momentum. The 
impulse force (F .∆t) can be derived from the force to time graph plotted i.e. the area under this graph for some time 
interval.  
Area under the graph / impulsive force at 15s: 

F .∆t = (−15N). (15s) = −225 Ns =  −225 kg m s⁄  
Momentum at 0s: 

m. v = 70kg . 10 m s⁄ = 700 kg m s⁄  
Momentum at 15s: 

m. v = 700 kg m s ⁄ − 225 kg m s⁄ = 475 kg m s⁄  
Velocity at 15s: 

v =
475 kg m s⁄

70 kg = 6.785 m/s 

In order to determine the increase in velocity from 15s to 40s, the area method is employed. The area under 15s to 40s 
can be used to determine the increase in momentum for the next 30s (45s-15s). The area has both negative (area from 
15s to 20s) and positive (area from 15s to 45s). 
Negative area: 

Area of triangle =  
1
2 . 5s . (−15N) =  −37.5 kg m s⁄  

Positive area: 

Area of triangle =  
1
2 . 25s . (50 N) =  625 kg m s⁄  

 
Total Area = positive area + negative area = 625− 37.5 = 587.5 kg m s⁄  

Momentum at 45s:  
m. v = 587.5 kg m s⁄  

Velocity at 45s: 

v =
momentum at 15s + momentum at 45s

70 kg
=

475 + 587.5
70

= 15.17 m/s 

 
General, while braking the equilibrium of the bicycle is disturbed and the load on the bicycle is transferred from the 
rear wheel to the front wheel gradually. But at conditions of impulsive braking, the bicycle is put to stop and the rider 
experiences momentum in the headed direction. Resulting in a situation called as ENDO, causing the rider to flip. 
ENDO cannot be totally avoided in most cases. But, the design of the vehicle can be improved by increasing the factor 
of safety and change in rider position [27, 28]. 
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The ENDO for a bicycle can be calculated considering the center of gravity location in X and Y direction. i.e. A/H = 
ratio of length of front wheel CG location, L1 / Height of CG location, H. For conditions of static equilibrium at wheel 
contact point O (below front wheel), if the sum of the moments at that point is zero. i.e. ∑M = (R. H − mg. L1) = 0. 
 
 =  → (1 )  

 
From equation (1), it is evident that the ENDO parameter is equal to the braking force. The co-efficient of friction 
between the tire and the road also has an effect on braking. It has been reported that the higher the value of A/H, lesser 
are the chance for flipping [28]. Also, A/H value is affected by the rider’s average height, mass and his riding 
positions. The ENDO parameter can be controlled rapidly increased to a safer level by riding at rearward position. 
Considering all the theoretical force analysis the ergonomically safe design is arrived at and the virtual prototype is 
taken for static analysis in Inventor environment. 

Finite element analysis of prototype  

A stress analysis can facilitate your find the most effective design alternatives for an element or assembly. The main 
function of the frame is to transfer the produced energy by the rider to the rear wheel. In case of bicycle differing types 
of loads are working on the frame, from the rider to the sphere and also the ground reaction. Static analysis evaluates 
structural loading conditions. The topology optimized frame is subject to finite element analysis. Mesh setting 
considered is presented in Table V and Figure 5. The result of Finite Element Analysis value for topology optimized 
frame for 3 materials is given in Table VI and Figure 6-11 [28-43]. 

CONCLUSION 
 
The finite element model of a standard bike frame was modeled, topology optimized and simulated for various 
design parameters - 4 types of load conditions and 3 material conditions. Stress concentration areas were identified 
by performing dynamic simulation and correlated with the literature values. It was observed that the topology 
optimized diamond frame using Aluminum 7075 was found to be performing better than Aluminum 6061 and 6061 
T6 for all design parameters. In order to understand the implications of safety study on how frame profile, profile 
thickness and load distribution between adjacent tubes affects the strength and for various road profiles. 
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Table 1: Standard bicycle size geometry chart(source: National Institute of Nutrition, India) 
Average Height of 

Human  
Inseam Shoe size Frame size cm Top tube cm 

6’1” 34.75 10.5 60 57.5 
6’0” 34.25 10 59 57 

5’10.75” 33.75 9.5 58 56.5 
5’9.5” 33 9 57 56 
5’8” 32 8.5 55 55 
5’7” 31.25 8 54 54 
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Table 2: Dimension of the prototype derived from Table 1 for topology optimization 
Prototype dimensions Values 

Distance between handlebar to the centre axis of the front tyre 29.669” 
Distance between seat to the centre axis of pedal 28.492” 
Distance between the centre axis of the front tyre to the pedal 29.305” 
Distance between the centre axis of the rear tyre to the  centre axis of pedal 20.065” 
Diameter of the tyre 31.302” 
Distance between the two tyre 48.66” 
 
Table 3: Mechanical properties of common bicycle frame materials 

Alloy Density (g/cc) 
Modulus of 

Elasticity (GPa) 
Poisson’s 

Ratio 
Ultimate tensile 
strength (MPa) 

Tensile Yield 
Strength (MPa) 

Aluminum 6061 2.7 68.9 0.33 310 275 
Aluminum 6061-T6 2.7 69.0 0.33 389 369 
Aluminum 7075 2.78 71.0 0.32 276 145 
 
Table 4.Mesh settings  
Element order Parabolic 
Curved mesh elements Considered 
Maximum turn angle on curves (in deg) 60 
Maximum adjacent mesh size ratio 1.5 
Maximum aspect ratio 10 
Minimum element size (% of avg size) 20 
Convergence tolerance % 20 
Portion of elements refined 10 
 
Table 5.Finite Element Analysis value for topology optimized frame for 3 materials  

 Aluminum 6061 Aluminum 6061 T6 Aluminum7075 
Stress (min) 3.778E-07 MPa 4.895E-07 MPa 3.778E-07 MPa 
Stress (max) 0.5213 MPa 0.5215 MPa 0.5213 MPa 

Displacement (min) 0 mm 0 mm 0 mm 
Displacement (max) 0.002475 mm 0.07609 mm 0.002379 mm 

Strain (min) 8.46E-12 3.666E-10 8.129E-12 
Strain (max) 1.195E-05 3.827E-04 1.148E-05 

 
  

 

Figure 1: Diamond frame diagram of Mountain Bicycle Figure 2: Diamond frame diagram of Mountain Bicycle 
after topology optimization 
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Figure 3: Force distribution while freewheeling Figure 4: Force distribution while riding 
  

Figure 5: Meshed view Figure 6 : Stress analysis for Aluminum 6061 

 
 

Figure 7 : Stress analysis for Aluminum 6061 T6 Figure 8 : Stress analysis for Aluminum 7075 
  

Figure 9 :  Displacement analysis for Aluminum 6061 Figure 10 : Displacement analysis for Aluminum 6061 T6 

 
Figure 11 : Displacement analysis for Aluminum 7075 
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In today’s fast-moving generation, with the technologies booming and high availability of services on 
fingertips people have become less tolerant to waiting and doing manual work. There comes the need of 
developing seamless services that not only fulfill the customer’s needs as a service but also do them on an 
uninterrupted basis. Out of all the services, knowing how far your bus is from your bus bay without the 
use of the internet is the need of the hour. We have all faced such issueseither we have lost track of our 
vehicle due to a fluctuating network on our side or because the driver lost his connection and the location 
doesn’t get updated. This paper focuses on an approach of calculating the distance to be travelled or the 
distance that is by passed from a bus stop without using the internet. Thegoal is to make use of the 
simple speed and distance formula.Missing bus just by a few minutes will not be a problem anymore. 
The experiment is carried out by developingan application on android platform that will help users be 
aware of the location of the bus, so “that”they can plan their activities accordingly to reach the bus-bay in 
time. The application is planned to notify the halt at the following bus-bay in case the user misses his bus. 
Any changes in bus route details can be notified as and when updated. Details such as the bus number, 
boarding time or the bus travel route can be learned through the notifications.  
 
Keywords: Application, MySql, PHP, Database , Transport service. 
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INTRODUCTION 
 
Of all transit services, bus service is the primary means of transportation for the public.Particularly in a bustling city, 
the bus is the simplest, convenient, and least expensive means of transport. Some of the many reasons due 
towhichthepublic takes bus instead of choosing their own vehicle are traffic jam, high parking charge and 
unavailability of parking slotsatthe destination.Moreover, the service has very poor information system these days. 
Passengers do not know the prompt arrival time of a bus but know the estimated arriving time. Compared to other 
means of transportation such as the train or flight, transportation service does not have a proper system. Vehicles 
and their arrival time in every bus bay. These issuesarrive, as thecurrent systemdoes not use real time tracking 
methodology to track. Unavailability of a proper platform to update latest vehicle traffic information to the 
passengers is yet another reason. 
 
In cases where such technology is already in use, the public faces other problems. Due to rapid movement of the 
vehicle and unavailability of seamless network connectivity, Drivers face network fluctuations and hence their 
location is lost. In other scenarios, the user who is tracking the bus may lose the connection and hence has no real 
time estimation of his ride’s arrival. Majority of the management systems are still implementing manual work which 
is another reason for poor service. In order to solve the above-mentionedissues and improvise the current 
transportation service, real time tracking system is to be inculcatedand implemented. With this system, the vehicle 
positional data is achieved only the first time before the journey begins and is then transmitted to the central server 
for processing the route and extracting travel information[2][3].  
 
A few programming languages such as PHP, java can be used in the development of the suggested system. The 
developed vehicle tracking system will be in a position to provide its passengers a platform to check on updated bus 
traffic information, for instancetransportdeparture andarrival time. On the other hand, this system will also be able 
to reduce workload on the management team and provide an instantaneous platform to update latest and accurate 
bus information to itspassengers[1].The central server will receive the required co-ordinates from the vehicle position 
module. When the server receives such position data, thesystem will stock the information into the database tables 
automatically. Based on the latest position data received by the user on request, thesystem will exercise the 
information and modifythe vehicle arrival time.  
 
System Architecture  
This systemfollows a simple architecture as depicted below. Of all the computer systems designs, object-oriented 
system and design methods have become the most widely used methods.They have even proven to be extremely 
efficient. This tracking system would require an android device, a database, and a server as depicted in figure 1.PHP 
is a server-side scripting language that one can use to develop applications and dynamic web pages. We only need to 
install PHP on the web server whichwill allow and host the web application and client applications can use the 
server resources through web browsers.MySQL and PHP are the two unique entities of the same coin. Similar to 
MySQL that has built in functions for data manipulations, PHP has built in functions for connecting to MySQL 
server and modifying the data in the backend.  
 
Database Tier 
The database level consists of two database stores as shown in figure 2. One of them is the current transport service 
administration database from which information about the route has been obtained. Since we are retrieving  just data 
from this database and do not change it, the web-based information system may be used.Adding certain specialized 
applications, such as the list of registered application users, records of external connections to web sites, and so on is 
a distinct database component. This database will be used to build, read, update and delete (CRUD) activities. 
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Web/Application Tier 
In this field, we create online services and mobile app admin pages. Two groups classify web services. First group 
consists of services which collect user's customized data from the database based on a unique user ID such as the 
registration number. The services do not execute any actions for creating/updating/deleting and do only read 
operations in the current institution database. These services provide customized data in XML/JSON format to 
presentation layer. The CRUD actions on the application specific data store are performed by the second group of 
web services as depicted in figure 2. We pass data to and from mobile applications through XML/JSON to the data 
storage.In this layer, web pages of admin are also developed, which the specific transport service management 
department may access. The administrator handles the setting of different components of the program using these 
pages. 
 
Presentation Tier 
We have cross-platform mobile devices at presentation level, on which apps are to be used. The layer logic of the 
presentation is platform-based and is written only for devices of various platforms. This logic produces the 
corresponding device user interface displays. In addition, this layer is used as a consumer of middle-level web 
services. The company records new user information and calls on the online services for passenger information. In 
turn, Web services communicate with the database and provide XML/JSON format for this layer. The answer is 
analyzed to get the information the users want to get. 
 
Implementation  
This systemis built on android studio with javaand XML as front end. There are three basic entities in the system. 
The Administrator is responsible for creating a route and allotting a driver. The driver is responsible for updating the 
time as and when a particular stop is reached. The user is responsible for registering and checking the notifications. 
All these functions have been depicted in the below algorithm[4]. For the backend, MySql has been used.MySql 
being a relational database management system allows a wide range of activities such as data warehousing,logging 
applications and e-commerce.Hence, a table structure drawing relation between admin, driver and the user has been 
created. This tightly coupled relation helps in easy retrieval of required information as and when the user requests 
for information.The below algorithm depicts the functionality of an administrator who has the privilege to update 
the time of arrival or departure of the vehicle. Similarly, a user checks include verification and authentication of his 
login and receiving the notification based on the vehicle location and request made[1][4][5]. 
 
Vehicle Tracking Algorithm 
Step 1: Click on the respective buttons which state “Admin login” or “User Login” 
Step 2: If the candidate is a new user, redirect the screen to registration page and go to Step 3 else Step 4 
Step 3: Fill the details and click on register 
Step 4: Enter username and password 
Step 5: If credentials are authentic go to Step 4 else go to Step 3 
Step 6: If the logged in candidate is an admin, update the time by clicking on the update button of a specific stop and 
go to Step 6 else go to Step 5 
Step 7: Choose a specific stop number and click Track, a message with the details of the vehicle will be displayed 
Step 8: Logout 
 
The logic is programmed in such a way that when a candidate tries to login to the application, he is identified 
whether it’s a new login or an old login. With that information the user is redirected to the next screen which could 
be registration page in case the user is new or to another screen which further depends on whether the candidate is 
an administrator or a passenger. In case the logged in candidate is an admin, he will be asked to click on update 
which will modify the time after a particular stop is reached. If the logged in candidate is a passenger, then he will be 
asked to select a stop from the drop down and click on track. This will fetch the details of his ride and display the 
appropriate message as a dialogue box pop up on the screen. For example, if the bus is at the previous stop the user 
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will be notified the calculated time to reach him.Post the requirements achieved or updates made the candidate can 
click on logout of the application [6][7][8]. 
 
Modules of the Application  
Administrator Module 
The supervisor is in charge of registering the travelers. When a passenger submits a registration form, it is reviewed, 
and when the administrator approves all of the data, the student is added to the site[9]. The passwords for Event 
Manager are kept by the owner. 
 
Central Server Processing Module 
Before starting the route, central server receives position data from the bus position module. This module will 
automatically save the data to the corresponding table in the server database if the central server receives bus 
position data. In the system, an imaginary node and line structure is created where nodes represent the bus path. 
This module processes data and updates the current time for arrival in the main bus scheduledbased upon the latest 
location data received. This automatically updated module allows bus users to get the updated information on bus 
traffic from the server on demand for the vehicle schedule. 
 
Real Time Transit ArrivalTracking 
This module will be created as a web page to check the time of arrival for public transport. This module retrieves the 
latest data from the central server periodically with AjAX technology and provides the latest and greatest time of 
transit arrival at each bus stop on the gadget when the user is tracked within 3seconds. 
 
Vehicle Status Update Module 
A transport driver uses the status update module to update the vehicle status to the database when the transport is 
running. This is when the vehicle is busy with stop passengers and this module enables the bus driver to send an 
update message to the server. 
 
RESULTS AND EXPLANATION 
 
The major objective of this paperis to enhance the vehicle tracking system through the addition of the features 
required for the project such as projection of precise bus times, proper vehicle numbers and the release of network 
reliance. This application takes a stopnumber as input, showing all routes/stops data, tracking the vehicle and 
displayit on the screen. There has been increasing interest in developing the Android platform throughout the 
previous two decades. The research of this project indicates that very few suppliers have offered automated solutions 
enabling the application to work without the usage of the Internet.Also, on an average, the response time of the 
servers on various update and retrieval operations is only fraction of a second. Hence the passengers or users face no 
latency during their requests. The driver needs the use of GPS only once before he takes off his journey, as the later 
retrieval depends on the imaginary node line structure that gets created. Each node represents the stop of the 
transport where new users either get in or off the vehicle. Due to non-dependency on the internet, this method 
proves to be a better replacement to existing GPS navigating or tracking system. In a few thousand test cases 
sampled, the accuracy of the proposed system has been close to 91.4%. 
 
The first screen that appears is the home page where either the admin or the user can login. This screen makes an 
important contribution to authenticatewhether the candidate has the right credentials to be logged in as a user or an 
admin or a driver. The page mainly consists of a basic detail such as the username and password and a button to 
login. In case the user is new, there is another button for registration. There is also a button for Admin login which 
when clicked navigates to the login screen for admin. 
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Registration form is where the new passengers fill their details to register themselves. Details like name of the user, 
password, bus number and stop number are asked. Once the details are filled up, the user can click on submit. The 
admin page consists of the username and password of the driver as depicted in figure 3. If the details are filled 
correctly the driver is directed to the next page else displays a message asking to re-check the filled details.At the 
beginning of the journey, the driver has to connect to the GPS, based on the best route detected an imaginary 
structure like node and line network is created at the backend. With each node representing the stop and the line 
representing the route. The driver can now start his journey carefree of whether the internet fluctuates or is stable, as 
the system no longer depends on it.In the updating page, on arriving at each stop the backend recognizes as a node 
reached,and the driver is asked to click on the update button to store the time stamp in the database. Using the 
distance auto calculated at the beginning of the journey and by capturing the varying speed of the vehicle, applying 
speed and distance formula, the time to reach a particular stop is calculated[10].Tracking page allows users to select 
the stop number and track the bus and see the message. Upon tracking, if the bus has reached the previous stop it 
displays the message and if not, then the message is displayed accordingly as shown in figure 4. The table 1 depicts 
the test scenarios and the outcomes of the application.  
 
CONCLUSION 
 
This application is best suitable for users who live in remote areas or locations where network connectivity is poor or 
fluctuates on regular intervals. There are many under-developed and developing countries that are still struggling to 
establish a proper nationwide network. But the public has their regular course to take care of and the need for travel 
is undeniable. Most importantly, not being late is many workplaces’ demand. All these situations demand a service 
this paper talks about. This application will also prove beneficiary to all those people who cannot afford a heavy 
internet charge. As a future scope, since this system is based on an object-oriented design, it will be adaptable to any 
future enhancements including any future national security changes. Therefore, it is stated that tracking a bus or any 
means of transport without the use of the internet can be attained.  
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Table 1: Output of the Testing Scenarios 

Test 
Case 

Candi
date Operation 

Current 
Bus location Output Messages 

1 Admin Update at 
stop 3 

3rd stop Stop number 3 has been updated with latest time of 
departure 

2 User 
Track at 
stop 4 2nd stop 

The bus is at stop 3, reached at 11.52.30, yet to reach your 
stop! 

3 User Track at 
stop 3 

2nd stop Your bus reached the previous stop at 12.30.12. It will reach 
your stop in next 15 minutes. 

4 User 
Track at 
stop 6 

6th stop Your bus has reached your stop! 

5 Admin Update at 
Final stop 

Final stop Your ride is complete. 

6 Admin 
Update at 
first stop Initial stop Your departure from the depot is noted. 

7 User Track at 
stop 3 

4th stop Your bus has left your stop, catch your bus at stop 5 in 10 
minutes! 

 

  
Figure1. Architectural Design Figure 2. Architectural Design 
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Figure 3. Registration form, admin login, updating and tracking screens 

 
Figure 4. Screens displaying messages based on the vehicle’s latest location. 
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Tannase (EC 3.1.1.20) is an important enzyme, which catalyze the hydrolysis of ester and despite 
linkages of hydrolyzable tannins like tannic acid with sugar and gallic acid production.A fungal isolate 
from soil, Aspergillus niger HP-6 was used to produce tannase with optimized production conditions. The 
optimum production conditions using Central Composite Design (CCD) viz., 1% (v/v) Indian gooseberry 
juice, 1.2% (w/v) starch, and 0.6% (w/v) peptone produced 5.01 U/ml of tannase.It was purified using 
ammonium sulphate precipitation and gel permeation chromatogrphay with 52.10% and 38.49% yield. 
The molecular weight of partially purified tannase was found to be 50 kDa through SDS-PAGE. 
Furthermore, it showed optimum activity at pH 6.0 and 40°C temperature. The tannase activity was 
increased in the presence of Mg2+ and Mn2+, but inhibited by Ca+2, Fe+3, and Hg+2. Additionally,surfactants 
(SDS, tween 20, tween 80) and organic solvents (acetone, propanole, methanol, and formaldehyde) with 
5 mM concentration were also found with conciderable inhibitory effects on tannase.Dithiothreitol(10 
mM) showed drastic inhibition of tannse activity. The Km and Vmax values for tannase were 0.11 µM and 
10.24µMmin-1, respectively. Moreover, this tannase (1 U/ml) was also used in clarification of Indian 
gooseberry and pomegranate juce, and effectively remove 60% of tannin which is responsible for 
bitterness of the juice.  
 
Keywords: Tannase, CCD, Indian gooseberry juice, Purification, SDS-PAGE. 
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INTRODUCTION 
 
Tannase or tannin acyl hydrolases (EC 3.1.1.20) are well known enzymes for catalyzing the hydrolysis of ester and 
despite linkages in hydrolyzable tannins like tannic acid with sugar and gallic acid production. Tannase generally 
found in a variety of items, including instant tea, beer, wine, coffee-flavored soft drinks, and other beverages. The by 
product of tannase i.e., gallic acid plays an important role infood and pharmaceutical industries as an initial 
component for synthesizing propyl gallate and trimethoprim [1]. Typically moulds such as Aspergillus, Penicillium, 
Fusaria, and Trichoderma as well asa yeast Saccharomyces cerevisiaeare identified as the potential tannase producers. 
Several bacterial genera are also found with tannase production Bacillus, Corynebacterium, Lactobacillus, and 
Serratia[2].Aspergillus species are mostly used to synthesize tannase at industrial levels by submerged fermentation 
(SmF). The SmF is widely used in the manufacture of enzymes because it provides several benefits, including 
homogeneous process conditions in bioreactors, such as concentration, temperature, pH, aeration, and agitation. 
Furthermore, the use of agricultural and industrial wastes gives alternate substrates while also reducing pollution by 
reducing the demand for waste disposal. The type of substrate utilised is the most important aspect in defining 
fermentation processes, and its selection is determined by a number of factors, the most important of which are cost 
and availability. As a result, screening a variety of agro-industrial leftovers may be required. The conventional 
method one-factor-at-a-time to optimize nutritional componants is now replace by more efficient statistical method 
to get the accurate optimal production[3]. 
 
Therefore, to verify the enzyme's commercial viability, both the adjustment of growth conditions in a bioreactor and 
the purification of the enzyme are required. Thus, the goal of this study was to look into the bioconversion of Indian 
gooseberry juice for tannase synthesis, as well as the statistical optimization of fermentation processing conditions 
for maximal production, purifications, characterization, and probable application in juice clarification. 

 
MATERIALS AND METHODS 
 
Microorganism and growth conditions 
The tannase producing fungal isolate HP-6 used in present study was isolated from farm 
soil,Ahmedabad.Morphological and microscopical studieswere carried out to recognize the HP-6; furthermore 18S 
rRNA sequencing was done to identify the isolate.The isolate was maintained by periodic transfer on potato 
dextrose agar (PDA) slants supplemented with 1% (w/v) tannic acid at 4℃. 
 
Inoculum Preparation 
A young spore suspension of A. niger HP-6 was prepared by harvesting the 4 days sporulated culture from PDA 
slants using distilled water containing 0.1% (v/v) Tween 80. The suspension was vortexed and diluted appropriately 
to count the spores using Neuber’s Chamber (≈1×108 spores/ml). After that, the spore solution was cultivated for 1 
hour at 4°C in a synchronous manner. This suspension was used as an inoculum for submerged tannase production. 
 
Tannase assay and protein estimation 
The tannase activity was measured by modified rhodanine colorimetric assay described by Sharma et al. [4]. This 
assay is based on the production of chromogen by the reaction occurs between gallic acid and rhodanine. An 
appropriately diluted 0.1 ml of crude enzyme was added in 1.0 ml of 0.01 M tannic acid prepared in 0.05 M citrate 
buffer (pH5.5) and incubated at 55 °C in boiling water bath for 20 min. The reaction was stopped by immediate 
addition of 0.2 ml of potassium hydroxide(0.5 M). After that, 0.3 ml methyl rhodanine (0.667 %, w/v) was added and 
mixed. Then, 4.0 ml distilled water was used to dilute the solutions color and the absorbance was measured at 520 
nm. The control tube was prepared in similar manner without enzyme.The amount of gallic acid produced was 
estimated by performing a standard calibration curve of gallic acid (0-500 µg).One unit of enzyme is define as the 
amount of enzyme required to release 1 µmol of  gallic acid per minute under standard conditions.The protein 
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content was determined by Folin-Lowry method[5]. Tyrosine (0-100 mg/ml) was used to prepare the standard 
calibration curve of protein. 
 
Statistical optimization of tannase production 
Production of tannase by optimized medium 
The basal medium of 50 ml containing potato dextrose broth was inoculated with 5% (v/v) of 1×108 spores/ml and 
incubated at 30°C, 120 rpm on a rotary shaker for 48 h. After incubation, the sample was withdrawn and checked for 
tannase activity as mentioned in above section. 
 
Despite the basal medium several factors like, tannic acid concentration, nitrogen source and carbon source were 
also optimized for tannase production. To study the effect of varied concentrations of tannic acid basal medium was 
supplemented with 0.25, 0.5, 0.75, 1.0, and 1.5% (w/v) tannic acid and the other production conditions were kept 
constant. Nitrogen sources like, peptone, yeast extract, and malt extract with 0.5% (w/v) and ammonium sulphate, 
and sodium nitrate with 0.3% (w/v) conecntration were added in basal medium for tannase production[6]. Similarly, 
basal medium containingdifferent carbon sources viz., sucrose, fructose, starch, glucose, and lactose with 0.5% (w/v) 
concentration were also studied to check their effect on tannase production.In contrast of these expensive 
components various agricultural products namely, Phyllanthus emblica (Indian gooseberry or Amla), Terminalia 
chebula (Harde), and Terminalia bellirica (Behda) juices were also used directly as the production medium without 
adding any other compound to produce tannase. Fifty milliliter of various juice/extract were directly inoculated with 
5% (v/v) of 1×108 spores/ml and incubated at 30°C, 120 rpm on a rotary shaker for 48 h.  
 
Central composite design 
Central composite design (CCD) was carried out to determine the effect of different nutritional factors on tannase 
production by A. niger HP-6 after one-factor-at-a-timeoptimization. Three nutritional factors i.e., Indian gooseberry 
juice (A), starch (B), and peptone (C) were selected based on the one-factor-at-a-time study as an independent 
varialble to study their interaction effect on tannase production (Tab 1). Other than the varaying components, 0.5% 
(w/v) of sucrose was kept constatnt and the final volume of production broth was set to 100 ml with distilled water 
in all the experimental runs. Design-Expert Software (Version 13.0.1.0, State-Ease, Minneapolis, USA) was used to 
design and analyze the experiments in this study, which included a total of 20 runs. 
 
In a 250 ml Erlenmeyer flask,100 mlproduction medium (pH 6.0)supplemented with varied concentrations of Indian 
gooseberry juice, starch, and peptone (A, B, and C as designed by software) was prepared (Tab 2). The medium was 
inoculated with 3 ml of freshly prepared spore suspension (1×108 spore/ml) of A. niger HP-6 and incubated at 30 °C 
for 48 hours at 120 rpm. Samples were taken and centrifuged at 10,000 rpm for 10 min. The collected cell-free 
supernatant was used as a crude enzyme to determine the tannase production (above section).All quantitative 
estimate tests were carried out in triplicates (n = 3), and the results, together with error values, were represented as 
Standard Error of Mean (SEM) in GraphPad Prism 6.0 software. The two-way ANOVA approach in GraphPad Prism 
6.0 was used for statistical analysis.  
 
Validation study 
Amongst the solutions provided by the Design Expert Software v. 13.0, the one with highest tannase production was 
performed to confirm the increased production.Hundred milliliter of sterile optimum production medium 
containing 1% (v/v)Indian gooseberry juice, 1.2% (w/v) starch, and 0.6% (w/v) peptone was prepared. Sucrose was 
kept constant with 0.5% (w/v) and the initial pH was maintained at 6.0. The production medium was inoculated 
with 3 ml of fresh spore suspension (1×108 spore/ml)and incubated at 30 °C for 48hours at 120 rpm. Samples were 
taken after incubation and checked for tannase production by assay mentioned above. The experiment was 
predicted to produce 5.12 U/ml of tannase. 
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Purification of Tannase 
Ammonium sulfate precipitation 
The enzyme was partially purified using ammonium sulphate precipitation. Cell-free supernatant was precipitated 
usingsolid ammonium sulfate (enzyme grade) to achieve 30% and 70 % saturation at 4°C.This mixture was gently 
stirred to get better dissolution of ammonium sulfate which helps the proteins in salting out. Then, the mixture was 
left at 4°C undisturbed for overnight in order to enhance the stabilization and precipitation of the protein. 
Centrifugation was carried out at 10,000 rpm for 15 minutes at 4°C to separate the precipitates obtained. The 
precipitates were collected in form of pelletes and re-suspended in the minimal amount of citrate buffer (pH 5.5). 
The precipitaes were further subjected for dialysis to remove the excess salt at 4°C. After dialysis, the collected 
dialysate was assayed for tannase activity and protein content. This partially purified enzyme was used for 
subsequent purification procedures[7]. 
 
Gel permeation chromatography (Sephadex G-100) 
The concentrated protein by ammonium sulphate precipitation was further purified using sephadex G-100 column 
chromatography. Sephadex G-100 (2%, w/v) was soaked in 0.05 M citrate buffer (pH 5.5) for two days before loading 
in the glass column (25 × 1.2 cm).Similar buffer was used with flow rate of 2 ml/15 min. to elute the protein obtained 
after fractional precipitation. Tannase activity and protein content was estimated for each fractions eluted. 
 
Characterization of partially purified tannase 
 
SDS-PAGE 
The molecular weight and purity of tannase were determined using SDS-PAGE. Protein samples (crude enzyme, 
partly purified enzyme, and refined enzyme) were resolved at 80 V for 3 hours in a 13% (w/v) polyacrylamide gel 
with 2% (w/v) SDS. Protein samples were stained in 0.1% coomassie brilliant blue R-250 for 15 min.[8]. 
 
Determination of Km and Vmax 
Lineweaver-Burk plot (double reciprocal plot) was used to determine the Km and Vmax values for tannase using 
various concentrations of methyl gallate (10-100 mg/ml) for 20 minutes at 55°C. The studies were done in triplicate, 
and the activity was evaluated using the usual tannase assay. 
 
Effect of pH 
The activity of partially purified tannase was measured at various pH values (4.0-8.0) using a 0.01 M tannic acid as a 
substrate dissolved in various buffers, including 0.05M citrate buffer for pH 3.0, 4.0, and 5.0; 1M phosphate buffer 
for pH 6.0; and 0.2M glycine-NaOH buffer for pH 7.0, and 8.0. The reaction mixture was incubated in a water bath 
for 20 minutes at 55°C to determine the optimal pH. Following that, the enzyme activity was determined using a 
conventional tannase assay. 
 
Effect of temperature 
Using 0.01 M tannic acid solution, reaction mixtures were incubated at different temperatures ranging from 30 to 
70°C to investigate the effect of temperature for 20 min. on partly purified tannase. The enzyme activities were then 
determined as previously described assay. 
 
Effect of metal ions 
Different metal ions i.e., Mn+2 and Mg+2 in sulfide form, and Ca+2, Fe+3, and Hg+2 in chloride form were used to check 
the effect of metals on enzyme activity. The partially purified enzyme was pre-incubated with different metal ions 
(10 mM concentration) for 1 hour before adding the substrate at room temperature. Then, tannase assay was 
performed to measured the relative activity against the control (without metal ion exposure). 
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Effect of surfactant and organic solvents 
The effect of different surfactants (tween-80, tween-20, and SDS) and organic solvents (acetone, methanol, propanol, 
and formaldehyde) on enzyme activity was investigated by incubating the partially purified enzyme with 5 mM 
concentration for 1 hour at room temperature before adding substrate. The tannase assay was performed to 
measured the relative activity against the control (without addition of surfactant/solvent). 
 
Effect of inhibitors 
P-chloromercuribenzoic acid (PCMB), Dithiothreitol  (DTT), N-bromosuccinimide (NBS), Ethylenediaminetetraacetic 
acid (EDTA), and Phenylmethylsulfonyl fluoride (PMSF) were used with 10 mM concentration. The enzyme (0.1 ml) 
was pre-treated with inhibitors for 1 hour at room temperature, then incubated after adding the substrate.  The 
relative tannase activity of partially purified HP-6 was measured by tannase assay (above section). 
 
Clarification of fruit juices 
The Indian gooseberry juice and pomegranate fruit juice was collected by smashing it in a blender, and followed by 
squeezing throughclean cheesecloth. 10 ml of each fruit juice was treated with 1 U/ml of partially purified enzyme at 
room temperature to remove tannin. 1 mlsample was withdrawn from each fruit juice at different time intervals (2, 
4, 6, 12, and 24 hours) for Folin-Denis residual tannin measurement[9]. 

 
RESULTS 
Microorganism 
The potential isolate HP-6 was recognized as Aspergillus sp. based on its morphological and microscopical studies 
(figure 1). Further identification by 18S rRNA sequencing (figure 2) discovered the isolate as Aspergillus niger HP-6 
(accession No. ON259934) with 100% similarity.  
 
Statistical optimization of tannase production 
Production of tannase by optimized media 
The basal medium showed tannase production of 4.59 U/ml, while it was slightly increased with addition of 0.75% 
(w/v) tannic acid i.e., 5.04 U/ml. Amongst the tested nitrogen sources 0.5% (w/v) peptone was found to be the best 
supporting component for tannase production with 5.99 U/ml.Furthermore, 0.5% (w/v) of sucrose also enhanced the 
production (2.84 U/ml).Next, amid the natural sources of tannin Indian gooseberry juice was found with enhanced 
tannase production of 6.0 U/ml. The other two Terminalia chebula (Harde) and  Terminalia bellirica (Behda) also 
showed good amount of tannase activity i.e., 5.81 and 5.01 U/ml. This experiment proves that the natural tannin 
source like Indian gooseberry juice can support the maximum tannase production without addition of any other 
component, and ultimately affects the production expences of the tannase.A comparative study was carried out to 
check the production ability of optimized media (10.11 U/ml) and optimized media supplemented with Indian 
gooseberry juice(6.98 U/ml). Both the medium have been shown closely related enzyme activity. Thus, we can 
replace the expensive components with such cheap and easily available products for tannase production. From the 
one-factor-at-a-time observations, Indian gooseberry juice, peptone, starch, and sucrose were selected as the best 
componentsand further studied for tannase production by A. niger HP-6. 
 
Central composite design 
The second-order polynomial equation for the response surface method (RSM) was used to determine the effect of 
the experimental variables (i.e., varying concentrations of Indian gooseberry juice, starch, and peptone) and their 
interactions on the response totannase production by A. niger HP-6. The CCD of 20 randomized runs is shown in 
Tab 2, along with the tannase production responses. Standard run orders 10 with Indian gooseberry juice (1.30%; 
v/v), starch (1.1%; w/v), and peptone (0.55%; w/v) combinations produced a maximum of 5.50  units of tannase 
activity (Tab 2). The second order polynomial model describing the effect of independent variables on tannase 
activity is measured by the following formula, 
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Tannase = + 4.66 + 0.4595 × A + 0.1363 × B + 0.4483 × C + 0.2187 × AB – 0.2713 × AC– 0.4963 × 
BC– 0.0461× A² – 0.7514 × B² – 0.2882 × C² 

 
Where, A = Indian gooseberry juice 
             B = Starch 
             C = Peptone 
 
Employing design expert software, the appropriate model was identified during the analysis of response data via a 
fit summary report (Tab 3). Fit summary plots, ANOVA, and model diagnostic plots analysis for tannase production 
responses from isolates A. niger HP-6 revealed that the quadratic model fits with each of these four responses. With a 
p-value of less than 0.05, the quadratic model was substantially above the >90% confidence threshold in all 
situations. From the ANOVA analysis, model -value of 19.78 showed very high confidence level with the 
corresponding  value of < 0.0001. The experiment is showing linear effect of Indian gooseberry juice, starch, and 
peptone as well as the interaction effect of tannase with significance.Similarly, the quadratic model's Lack of Fit F-
value was >4.0, indicating that the Lack of Fit was not significant. Furthermore, the coefficient of determination 
R2value of the model is 0.8989, which is near to the predicted value 0.6863. This R2 value suggest that the model is 
able to explain 89.89% of the data variability. 
 
Figure 3showed 2D response surface plots of tannase production interaction to Indian gooseberry juice, starch, and 
peptone forA. niger HP-6. Each plot's highest tannase response values were tracked using axis modifications. The 
maximum tannase response was reported from A. niger HP-6 when moderate concentrations of Indian gooseberry 
juice (1%; v/v), starch (2%; w/v), and peptone (0.1%; w/v) were used. 
 
The interaction effect of Indian gooseberry juice and starch indicates that higher concentrations of bothIndian 
gooseberry juice and starch have favorable impact on tannase production (Figure 3a). Figure 3b showing the 
moderate effect of peptone and Indian gooseberry juice on the tannase activity; while starch (Figure 3c) showed 
profound interaction effect on tannase production irrespective to the peptone concentration. Overall observation 
revealed that Indian gooseberry juice have most significant effect on tannase production amongst the all three 
components varied, and the combination of starch and Indian gooseberry juice have positive interaction effect.As a 
result, a combination of these components can elicit the synthesis of tannase in a single setup, lowering 
manufacturing costs. Furthermore, the point prediction analysis was used to produce the best possible output for 
both. 
 
Validation study 
The optimized parameters suggested by the model i.e., 1% (v/v) Indian gooseberry juice, 1.2% (w/v) starch, and 0.6% 
(w/v) peptonewere kept at 48 hours to validate the study. The experiment was found successful with 5.01 U/ml of 
tannase, which is very close to the predicted value i.,e., 5.12 U/ml. 
 
Purification of tannase 
 
Ammonium sulpahte precipitation 
Optimum production of tannase by Aspergillus niger HP-6 was carried out as discussed earlier and the cell-free 
supernatant i.e., crude tannase was subjected for subsequent purification. The protein precipitates were concentrated 
through ammonium sulphate fractionation. The protein pellets of 0-30% and 30-70% both showed tannase activity 
with 9.71% and 52.10% yield, respectively (Tab 4). 
 
Gel permeation chromatography 
The next step of tannase purification by gel permeation chromatography exhibited tannase elution curve with 
highest peak i.e., showing maximum tannase activity in Figure 4. The active fractions (fractions no. 11-13) were 
mixed and dialyzed against citrate buffer. It was observed with 38.49% of yield and 7.24-fold purification (Tab 4). 
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Most tannase purification techniques include three or more stages, such as protein concentration through 
ammonium sulfate precipitation, dialysis, and/or gel permeation chromatography. 
 
Characterization of partiallypurified tannase 
 
SDS-PAGE 
SDS-PAGE, sodium dodecyl sulfate-polyacrylamide gel electrophoresis is widely used for identification, screening 
and determine the homogeneity of the purified/partially purified protein fractions. The partially purified tannase 
from A. niger HP-6showed band of protein on 13% polyacrylamide gel stained with coomassie brilliant blue R250 
(Figure 5), which indicates the presence of a monomer protein with an estimated molecular mass of 50 kDa.  
 
Determination of Kmand Vmax 

The velocity versus substrate (tannic acid) concentration from 0.05 to 0.5 mM was plotted on a double reciprocal 
Line weaver-Burk plot to yieldthe Km and Vmax values (Figure 6 ) for tannase. The Km and Vmaxvalues for tannase were 
0.11 µM and 10.24 µMmin-1, respectively. The higher Kmvalue corresponds to lower affinity for the substrate and so 
as the reaction rate.  
 
Effect of pH 
The effect of pH value (varied from 4.0 to 8.0) on partially purified enzyme activity (Figure 7) revealed that the 
optimal pH value for tannase activity was 6.0 (1 M phosphate buffer) with 72.89% recidual activity.The enzyme 
showed lowest activity in both highly acidic and moderately alkaline range i.e., pH 4.0 and pH 8.0.  
 
Effect of temperature 
The activity of the partially purified tannase increased from 30°C to 40°C and start decreasing afterwards, hence 40°C 
was selected as the optimal temperature for tannase activity by A. niger HP-6 (Figure8). It showed that the tannase 
can tolerate the higher temperature, but gradually decrease the activity around 48.70% and 60.90% as the 
temperature increased (50-70°C). 
 
Effect of metal ions 
The effect of various metal ions on purified tannase was studied with 1.0 mM concentration for 1 hour at room 
temperature. The experiment showed that Mg2+and Mn2+supports the tannase activity while, Fe3+, Ca2+, and Hg2+ have 
inhibitory effect (Figure 9). 
 
Effect of surfactants and organic solvents 
The effect of surfactants like SDS (28.19 %), Tween 20 (43.23 %), and Tween 80 (65.5 %)on tannase activity was shown 
in Figure10.All the surfactants have detremental effects on the purified tannase from A. niger HP-6. The findings 
revealed that surfactants influenced the protein hydrophobic interactions and hence results in a loss of partial 
enzyme function.Similarly, after 60 minutes of incubation, a solvent concentration of 5 mM had a detrimental effect 
on tannase activity (Figure 11). The tannase activity retains at 32.78%, 45.12%, 59.34%, and 68.34% in the presence of 
different solvents such as propanol, methanol, formaldehyde, and acetone, respectively.  
 
Effect of inhibitors 
P-chloromercuribenzoic acid (PCMB), Dithiothreitol  (DTT), N-bromosuccinimide (NBS), Ethylenediaminetetraacetic 
acid (EDTA), and Phenylmethylsulfonyl fluoride (PMSF) were used with 10 mM concentration. The relative tannase 
activity of partially purified HP-6 was inhibited drastically by dithithreithol (approximately 70%) as shown in Figure 
12.DTT, generally known for preventing the intramolecular and intermolecular disulfide bonds form between the 
cysteine residues of proteins. This can be correlated with the inhibitory effect of DTT on tannase, that 
tannasepossibly contain the cysteine residues. PCMB and EDTA showed approximately equal inhibition, which is 
more than the NBS. In contrast of these inhibitors, PMSF supported maximum relative tannase activity with less 
inhibitory effect. 
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Clarification of fruit juices 
Indian gooseberry andpomegranate juices weretried to clarified by tannase and other enzymes. Tab 5 shows that 
after 24 hours of incubation at 37°C with 1 ml of partly purified tannase (1 U) the tannin content of both fruit juice 
was decreased by approximately66.24% and 60.17%. It was observed that in initial phase enzyme was more active 
and continuously reducing the tannin content, but as the time increases the enzyme gets inactivated may be due to 
the environmental stress and slow down the de-bittering. The decrease in tannin content indicates reduction of the 
bitter test of fruit juices. 
 
DISCUSSION 
 
The present study deals with the optimization, purification, characterization, and application of tannase produced 
by Aspergillusniger HP-6, a potential soil isolate. HP-6 isolate was determined through 18S rRNA sequencing with 
utmost match with Aspergillus niger (MK89555.1) and identified as A. niger HP-6. Resent studies discovered A. niger 
as the potential tannase producers[10,11].The optimization by CCD, successfully increased the tannase production 
from 4.59 U/ml in basal media to 5.01 U/ml using Indian gooseberry juice as the main component.A statistical 
optimization of tannase by A. niger showed 19.7 U/ml production with 5% tannic acid in submerged production[10]. 
Tannase was purified using ammonium sulphate precipitation and gel permeation chromatogrphay with 52.10% 
and 38.49% yield. The molecular weight of partially purified tannase was found to be 50 kDa through SDS-PAGE. 
Lal and Gardner [11] and Roushdy et al.[12]. showed similar results for A. niger and A. flavus var. columnaris tannase, 
respectively. On the other hand, this finding contradicts that of Mahmoud et al.[13], who claimed that the migration 
of Enterococcus faecalis, Porphyromonas verrucosum, and Aspergillus niger MTCC5889 tannases on SDS-PAGE as a 
single band with molecular weights of 45, 81, and 89.9 KDa, respectively. Furthermore, Marco et al.[14] detected 
three bands on SDS-PAGE with molecular weights of 50, 75, and 100 kDa, but Gonçalves et al.[15]reported that the 
molecular weight of Emericella nidulans tannase was 302 kDa after gel filtration, with two protein bands (45.8 and 52 
kDa) on SDS-PAGE. 
 
The Km and Vmax values for Aspergillusniger HP-6 tannase were 0.11 µM and 10.24 µMmin-1, respectively, while the 
other tannase from A. niger were reported with Km values of 6.4×10-4, 6.8×10-4, and 6.0×10-4 mM; and Vmax values were 
0.84, 0.87, and 0.74 mole/min/ml respectively, during submerged, liquid-surface, and solid-state fermentation [15]. 
However, Km values of 0.7×10-4 and 2.0×10-4mM for semi-solid and submerged fermentation, were reported in another 
study from the same species[16]. The tannic acid Km findings include showed 2.3×10-5 mM for A. niger GH1 
[14].Additional findings described partially purified tannase work efficiency at pH 6 and 40°C temperature. The 
tannase activity was enhanced by the presence of Mg2+and Mn2+, but other metal ions, surfactants, and solvents 
sevearly decrease the activity. The ideal pH values for tannase, according to several researchers are between 5.0 and 
6.0. The optimal temperature for partially purified tannase enzymes generated by A. tamari, A. nomius GWA5, 
Penicillium sp. EZ-ZH190, A. flavus var. columnaris, and Kluyveromyces marxianus are substantially higher [17,18]. At a 
concentration of 1.0 mM, Mg2+, Mn2+, Ca2+, Na+, and K+ promoted tannase activity, but Cu2+, Fe3+, and Co2+ inhibited 
tannase activity from A. awamori MTCC 9299 [10]. According to [16], Fe3+ inhibited tannase from A. niger GH1, but 
Cu2+ and Zn2+ had only a minor inhibitory effect and Co2+ enhansed tannase activity. Mukherjee and Banerjee [19] 
discovered that the presence of Mg2+ at low concentration increased tannase activity, while tannase was maximally 
inhibited by Hg2+ followed by Fe3+, Zn2+, and Ba2+. The study of heavy metal on tannase from A. niger ATCC 16620 
found that the addition of metal ions such as Zn2+, Mn2+, Cu2+, Ca2+, Mg2+, and Fe2+ inhibited the tannase activity [20]. 
Non-specific binding or aggregation of the tannase would be the cause of tannase activity inhibition in the presence 
of divalent cations. 
 
Tween 80 fully suppressed the action of A. foetidus tannase [21]. The results of present study are consistent with prior 
research on R. oryzae tannase [22]. Organic solvents such as chloroform, acetic acid, isopropyl alcohol, isoamyl 
alcohol, and ethanol completely inhibited tannase from A. awamori, according to Chhokar et al.[18] Butanol and 
benzene, on the other hand, boosted enzyme activity. After 60 minutes, tannase from the P. variable preserved more 
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than 60% of its residual activity in 20% v/v of carbon tetrachloride, heptane, petroleum ether, and toluene [23].This 
tannase also clarified approximately 60% of tannin content from the Indian gooseberry juice and pomegranate juices; 
that ultimately reduces the bitterness of the juice. tannase from A. carneus URM5577 repored for clarifying 49.66% 
tannin content from mangaba juice [24]. Andrade et al. [25] efficiently reduced 70% tannin from apple juice by 
clarification. 
 
CONCLUSION 
 
The Aspergillus niger HP-6 produced significant tannase using the Indian gooseberry juice as the key medium 
ingredient and reduces the production cost. This tannase characterized as the effective enzyme and successfully 
clarified the Indian gooseberry and pomegranate juices. Such properties make the tannase an important candidate 
for industrial applications, specialy in food sector. 
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Table 1Concentration levels of the variants for CCD 
 

Name Minimum Low Mean High Maximum 
A: Indian gooseberry 
juice, % (v/v) 

-0.20 0.1 0.55 1.0 1.31 

B: Starch, % (w/v) -0.41 0.2 1.10 2.0 2.61 
C: Peptone, % (w/v) -0.20 0.1 0.55 1.0 1.31 
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Table 2. CCD design for optimizing tannase production 

Std. 
A: Indian 

gooseberry 
juice%(v/v) 

B: Starch 
% 

(w/v) 

C: Peptone 
% 

(w/v) 

Predicted Value 
Tannase 
(U/ml) 

Actual value 
Tannase 
(U/ml) 

1 0.1 0.2 0.1 1.98 2.12 
2 1.0 0.2 0.1 3.01 2.88 
3 0.1 2.0 0.1 2.81 3.08 
4 1.0 2.0 0.1 4.71 4.92 
5 0.1 0.2 1.0 4.41 4.20 
6 1.0 0.2 1.0 4.35 4.08 
7 0.1 2.0 1.0 3.26 3.38 
8 1.0 2.0 1.0 4.07 3.93 
9 -0.206807 1.1 0.55 3.76 3.57 
10 1.30681 1.1 0.55 5.30 5.50 
11 0.55 -0.413614 0.55 2.31 2.59 
12 0.55 2.61361 0.55 2.77 2.49 
13 0.55 1.1 -0.206807 3.09 2.80 
14 0.55 1.1 1.30681 4.60 4.90 
15 0.55 1.1 0.55 4.66 4.85 
16 0.55 1.1 0.55 4.66 4.75 
17 0.55 1.1 0.55 4.66 4.20 
18 0.55 1.1 0.55 4.66 4.65 
19 0.55 1.1 0.55 4.66 4.80 
20 0.55 1.1 0.55 4.66 4.72 

 
Table 3ANOVA analysis for tannase production 

 

Source Sum of 
Squares 

df Mean 
Square 

F-value p-value 
 

Model 17.66 9 1.96 19.78 < 0.0001 significant 
A-Indian 

gooseberry juice 
2.88 1 2.88 29.07 0.0003 

 
B-Starch 0.2538 1 0.2538 2.56 0.1408  

C-Peptone 2.74 1 2.74 27.66 0.0004 
 

AB 0.3828 1 0.3828 3.86 0.0779 
 

AC 0.5886 1 0.5886 5.93 0.0351  
BC 1.97 1 1.97 19.86 0.0012 

 
A² 0.0306 1 0.0306 0.3082 0.5910  
B² 8.14 1 8.14 82.03 < 0.0001  
C² 1.20 1 1.20 12.07 0.0060 

 
Residual 0.9920 10 0.0992    

Lack of Fit 0.7129 5 0.1426 2.55 0.1633 
not 

significant 
Pure Error 0.2791 5 0.0558    
Cor Total 18.65 19 
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Table 4. Purification of tannase 
 

Procedure 
Volume 

(ml) 

Total 
activity 

(U) 

Total 
Protein 

(mg) 

Specific 
activity 
(U/mg) 

Yield 
Enzyme 

(%) 

Purification 
fold 

Crude enzyme 60.0 607.2 750.60 0.808 100 1.00 
Ammonium sulphate 

(0-30% fraction) 4.0 59.0 300.11 0.196 9.71 0.24 

Ammonium sulphate 
(30-70% fraction) 

7.0 316.36 284.72 1.111 52.10 1.37 

Gel permeation 
chromatography 

8.0 233.77 39.96 5.85 38.49 7.24 

 
Table 5 De-bittering of natural fruit juices 
 

Tannin(mg/ml) 0 h 2h 4h 6h 12h 24h 

Indian gooseberry juice 15.91 14.95 13.56 12.55 11.04 10.54 
Pomegranate juice 25.74 25.41 23.52 21.33 19.44 15.49 

 

  
Figure 1 (a) Growth of HP-6 on PDA and (b) Microscopic 
view of HP-6 

Figure 2 Phylogenetic analysis of HP-6 
 

 

 
Figure 3 CCD response for variant interaction and tannase 
production 

Figure 4 Tannase elution curve from gel filtration 
chromatography 
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Figure 5 SDS-PAGE of partially purified tannase: Lane 1, 
Markers and Lane 2, Purified tannase from ammonium 

sulphate precipitation 

Figure 6 Lineweaver Burk plot of Tannase 
 

 

 

 

 
Figure 7 Effect of pH on tannase activity Figure 8 Effect of temperature on tannase activity 

 

 

 

 
Figure 9 Effect of metal ions on tannase activity Figure 10 Effect of surfactant on tannase activity 

 

 

 

 
Figure 11 Effect of solvents on tannase activity Figure 12 Effect of inhibitors on tannase activity 
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The palynoflora recovered from the thick coal section of Bhubaneswari Colliery (N 20° 96′ 20′′ latitude 
and E 85° 17′ 80′′ longitude), Talcher Basin, Odisha, India, exhibits a distinct palynoassemblage based on 
the quantitative and qualitative distribution of different palynomorphs. The recovered palynoassemblage 
is characterised by the dominance of Striatopodocarpites spp. and the subdominance of Faunipollenites spp. 
The other stratigraphically significant taxa in this assemblage are Scheuringipollenites,Faunipollenites, 
Striatites, Sulcatisporites, Ibisporites, Parasaccites, Lunatisporites, Weylandites, Ginkgocycadophytus, 
Densipollenites, and Rhizomaspora. The studied coal section of the Bhubaneswari Colliery has been dated to 
the Raniganj/Lower Kamthi Formation of Late Permian (Wordian-Capitanian) affinity based on the total 
palynocomposition. The palynoassemblage also correlates with similar assemblages from other Indian 
Gondwana basins, like the Damodar, Godavari, and Son-Mahanadi basins of India. Palynofossil evidence 
indicates the prevalence of warm and humid conditions during the deposition. Glossopterid dominance 
and subdominance of conifers and cordaites indicate a freshwater depositional environment. 
 
Keywords: Palynology, Palaeoclimate, Permian, Talcher Basin, Odisha. 
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INTRODUCTION 
 
The Talcher Basin constitutes the south-easternmost part of the Mahanadi Master Gondwana Basin and spreads over 
Odisha's Dhenkanal, Angul and Sambalpur districts. It is occupied by the Brahmani River valley but is considered 
part of the Mahanadi Basin due to its geological similarities with the other sub-basins of the master basin. In India, 
Gondwana sequences are considered non-marine (Goswami et al., 2018; Pillai et al., 2023), however, several marine 
incursions have been reported from these sequences (Goswami, 2008; Jha et al., 2020; Jha and Sinha, 2022; Mishra et 
al., 2021; Pillai et al., 2023). The first ever palaeobotanical reports from the Talcher Basin were carried out by Blanford 
et al. (1859). Several palynological studies were reported from the Lower Gondwana formations of the Talcher 
Basin(Bhattacharya et al., 2001; Meena, 2003; Tiwari et al., 1991; Tripathi, 1993, 1996, 1997, 2001, 2009; Tripathi and 
Bhattacharya, 2001; Saxena et al., 2014; Sahoo et al., 2020a, b; Patel et al., 2021, 2022; Aggarwal et al., 2022 a, b; Mishra 
et al., 2022). The present palynological study was carried out in a coal section of the Bhubaneswari Colliery (N 20° 96′ 
20′′ latitude and E 85° 17′ 80′′ longitude) in the Jagannath Area of Talcher Coalfield, Angul district, Odisha (Fig. 1). 
The colliery is managed by the public-sector company Mahanadi Coal Fields Limited (MCL), a subsidiary of the Coal 
India Ministry's Navratna Company Coal India Limited. The Bhubaneswari Colliery extends over 658.724 ha (6.584 
sq. km.). The study aims to reconstruct the palynostratigraphy of the Lower Gondwana formations of the Talcher 
Basin based on palynomorphs and to decipher the age, palaeovegetation, and palaeoclimate based on palynofloral 
assemblages. 
 
GEOLOGICAL SETTING  
The Talcher Basin covers 1800 sq. km and is located between latitudes 20° 53′ and 21° 12′ and longitudes 84° 20′ and 
85° 23′ (Fig. 2). The strike of the basin is in an E-W direction (Toposheet No. 73 H/1; RF 1:50000). It's a strike-slip 
basin. The Precambrian-Permian boundary in the basin is manifested by WNW-ESE trending faults in the north and 
an unconformity is exposed in the south (Raja Rao, 1982). The Permo-Triassic Gondwana sediments of this basin 
belong to the Talchir, Karharbari, Barakar, Barren Measures, Lower Kamthi/Raniganj, and Upper Kamthi formations. 
The stratigraphic nomenclature of the Talcher Basin is represented in Table 1 (Goswami and Singh, 2013; Sahoo et al., 
2020a). 
 
MATERIALS AND METHODS 
 
Six samples (BA, BB, BC, BD, BE and BF) were collected from the new coal section with a total thickness of around 30 
m (Fig. 3) to avoid contamination within the Bhubaneswari Colliery and carry out the palynostratigraphic studies. 
The samples were crushed into small pieces (between two and three millimetres in size), treated with 40% 
hydrofluoric acid (HF) to dissolve the siliceous components, followed by hydrochloric acid (HCl) to break down the 
carbonate components, and then repeatedly rinsed with water to remove acids. The resulting demineralised samples 
were then subjected to a three- to four-day treatment with commercial nitric acid (HNO3), with periodic additions of 
fresh HNO3 (63.09%) to aid in the digestion of humic matter. Before further processing, each sample was inspected 
under a microscope at each maceration stage. The samples were treated with 10–20% potassium hydroxide (KOH) 
after being thoroughly washed with water to get clear palynomorphs. Palynomorphs were concentrated, forming the 
final residue. A few drops of the final residue were used to produce slides and mounted in Canada balsam using 
polyvinyl alcohol (PVA). Five slides were prepared for each sample. All slides were imaged with a Zeiss Axiocam 
208 camera and scanned using a Germany Zeiss Bright Light Microscope at 40X magnification. These slides were 
kept in the palynology laboratory of the Department of Studies in Earth Science, University of Mysore, India. 
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RESULTS AND DISCUSSION 
 
Palynology 
Out of the six collected samples, four were yielding and only two of them (BC and BD) had a countable number of 
palynomorphs (Fig. 3). The palynomorphs were identified based on their morphological features, and counted 
(around 200 specimens per sample) to calculate the respective frequency percentage. The quantitative distribution of 
different types of palynoflora (genus-wise) has been presented in Fig. 4. The list of recovered palynotaxa and their 
respective botanical affinities are presented in Table 2. Stratigraphically significant taxa of the recovered 
palynoassemblage are shown in Fig. 5. Based on the quantitative and qualitative distributions of various palynotaxa, 
one distinct palynoassemblage has been identified from the studies section of Bhubaneswari Colliery. 
 
The palynoassemblageis characterised by the dominance of the striate bisaccate, Striatopodocarpitesmultistriatus, S. 
decorus, S. diffuses, S. magnificus, S. subcircularis, S. labrus (46.5%) and the subdominance of Faunipollenites varius, F. 
magnus (28.5%),along with some stratigraphically significant taxa: non-striate bisaccate: Scheuringipollenites maximus 
(11%), striate bisaccate: Striatites tentulus, S. incircus (3%), monosaccate: Densipollenites indicus, D. invisus, D. 
magnicorpus (2%), Sulcatisporites tentulus (1%), non-striate bisaccate: Ibisporitesdiplosaccus (1-2%), and monosaccate: 
Parasaccites obscures, P. bilateralis, P. densus (2-3%). The other recorded taxa of this palynoassemblage are taeniate 
Lunatisporites sp. (0–0.7%), striate bisaccate: Rhizomaspora monosulcata, R. costa (1–1.5%), sulcate pollen: Weylandites 
lucifer (0–0.8%) and Ginkgocycadophytus (0.5%). The abundance of striate bisaccates (Striatopodocarpites spp. and 
Faunipollenites spp.) and different stratigraphically significant taxa Scheuringipollenites sp., Densipollenites spp., 
Striatites spp., Weylandites sp., Rhizomaspora spp., and Lunatisporites sp. confirm its resemblance with the Raniganj 
palynoflora of the Late Permian. 
 
This palynoassemblage compares well with the Striatopodocarpites-Faunipollenites (Zone V-A) Assemblage Zone of 
Tiwari and Tripathi (1992) of the Late Permian Raniganj Formation in Damodar Basin. It also compares well with 
Palynoassemblage-I of Kumunda, Talcher Basin (Sahoo et al., 2020a), Palynoassemblage-I of Gopalprasad, Talcher 
Basin (Sahoo et al., 2020b), palynoassemblage of the Ustali Area, Ib River Basin (Patel et al., 2020), Palynoassemblage-
II of Brajrajnagar area, Ib River Coalfield (Meena et al., 2011), Palynozone-5 of the Lingala-Koyagudem coal belt 
(Aggarwal and Jha, 2013), Palynoassemblage-E of the Son Basin (Tiwari and Ram-Awatar, 1989), and 
Palynoassemblage-V of the Chintalapudi sub-basin of Godavari Basin (Jha et al., 2018). 
 
Age demarcation based on palynoassemblage 
The abundance of striate bisaccates Striatopodocarpites spp. (S. multistriatus, S. decorus, S. diffuses, S. magnificus, S. 
subcircularis and S. labrus) and Faunipollenites spp. (F.varius and F. magnus) along with the presence of 
stratigraphically significant taxa, namely Scheuringipollenites sp. (S. maximus), Striatites spp. (S. tentulus, S. incircus), 
Densipollenites spp.(D. indicus, D. invisus, D. magnicorpus), Parasaccites spp. (P. obscures, P. bilateralis, P. densus), 
Lunatisporites sp., Rhizomaspora spp. (R. monosulcata, R. costa), Ibisporitesdiplosaccus and Weylandites Lucifer confirms its 
resemblance to the Raniganj palynoflora of Late Permian (Wordian-Capitanian) affinity. Lower Barakar in India 
contains relatively high quantities of striate bisaccates, and Raniganj/Lower Kamthi in the Late Permian continues to 
have striate bisaccates as its primary palynofloral component (Sahoo et al., 2020b). 
 
Botanical affinity 
The Palynocomposition retrieved from the studied samples of the Bhubaneswari Colliery section, Talcher Basin 
exhibits 12 genera and 22 species belonging to Glossopteridales (14 taxa: Striatopodocarpites multistriatus, S. decorus, S. 
diffuses, S. magnificus, S. subcircularis S. labrus, Faunipollenites varius, F. magnus,Scheuringipollenites maximus, Striatites 
tentulus, S. incircus, Striatites sp., Ibisporites diplosaccus and Weylandites lucifer), Coniferales (7 taxa: Parasaccites 
obscures, P. bilateralis, P. densus, Parasaccites sp., Rhizomaspora monosulcata, R. costa andLunatisporites sp.) and 
Cordaitales (4 taxa: Densipollenites indicus, D. invisus, D. magnicorpus and Sulcatisporites tentulus) (Table 2). Thus, the 
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coal-forming vegetation in the studied section is primarily composed of gymnosperms, represented by glossopterids, 
conifers and cordatites. 
 
Palaeoclimate 
Based on morphology and the cumulative abundance of palynomorphs, Tiwari and Tripathi (1987) proposed 11 
climatic suits during the deposition of Lower Gondwana sediments. The present Striatopodocarpites-Faunipollenites 
palynoassemblage lies in Suite 8 of the Lower Raniganj and the lower part of the Upper Raniganj assemblages, 
presenting a warm and very highly humid climate. The dominance non-striated pollens over striated ones also 
support the aforesaid climatic condition (Tiwari and Tripathi, 1987; Pillai et al., 2023). Botanical affinities of the 
recovered palynoflora, with the dominance of glossopteridales, contributory presence of cordaitales and coniferales, 
and absence of spores, also support the warm and highly humid climatic condition and confirm a freshwater 
environment (Guerra-Sommer et al., 1983; Sahoo et al., 2020b).  
 
CONCLUSIONS 
 
 The recovered palynoflora with a Striatopodocarpites-Faunipollenites assemblage confirms the studied sequence to 

be the Lower Kamthi (Raniganj) Formation of Late Permian (Wordian-Capitanian) affinity. 
 The botanical affinities of the recovered palynotaxa exhibit 12 genera and 22 species belonging to 3 different plant 

groups (Glossopteridales, Coniferales and Cordaitales), where Glossopteridales dominate the assemblage. 
 The Striatopodocarpites-Faunipollenites palynoassemblage, dominance of glossopteridales and absence of spores, 

and dominance of non-striate over striate pollens in the sequence suggest a warm and humid climatic condition 
in a fresh water environment during the Late Permian in Talcher Basin, Odisha. 
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Table 1 Stratigraphic nomenclature of Talcher Basin, Odisha (after Goswami and Singh, 2013; Sahoo et al., 2020a) 

Age Formation Lithology and fossil content Thickness 
Recent  Alluvium and laterite  

Triassic Upper 
Kamthi 

Upper bed (Late Triassic):Ferruginous, hard and quartzitic sandstones, bands 
of compact brown, grey and yellow shales and clasts of lavender and creamy 
white shales. Palynoassemblage includes Brachysaccus, Rimaesporites, 
Samaropollenitesand Callialasporites. 

250 + 
meters 

Lower bed (Early Triassic): Medium-grained, cross-bedded ferrugineous 
yellowish white sandstones, alternating with thick bands of red and grey 
shales. Palynoassemblage includes Striatopodocarpites, Satsangisaccites, 
Falcisporites, Weylandites, Muraticavea, Lundbladispora, Arcuatipollenites, 
Playfordiasporaand Alisporites 

Late 
Permian 

Lower 
Kamthi/ 
Raniganj 

Medium to coarse grained, pebbly cross-bedded ferruginous sandstones, 
clasts of greenish-white and grayish-white shales, carbonaceous and grey 
shales, pink clays. Palynoassemblage is dominated by 
Striatopodocarpites,Faunipollenites and Crescentipollenites. 
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Table 2. List of palyno-taxa recorded in the Bhubaneswari Colliery section and their respective botanical 
affinities (Balme, 1995; Mishra et al., 2017; Sahoo et al., 2020b) 

Middle 
Permian 

Barren 
Measures 

Coarse to medium grained greenish grey feldspathic sandstones with shreds 
and lenses of chocolate coloured clay, micaceous siltstone, dark grey shale, 
carbonaceous shale, purple brown shale and clay ironstone. Palynofloral 
assemblage is dominated by Densipollenites and Striatopodocarpites 

317+ 
meters 

Early 
Permian 

Barakar 

Fine to coarse grained feldspathic whitish sandstones, siltstone, grey shale, 
sandy shale, fireclay and coal seams with polymictic conglomerate at the 
base. Palynoassemblage is dominated by Scheuringipollenites, Faunipollenites 
and Striatopodocarpites. 

600 meters 

Early 
Permian 

Karharbari 
Medium to Coarse grained whitish arkosic sandstones, carbonaceous shale, 
grey shale and coal seams. Palynoassemblage is dominated by Parasaccites, 
Microbaculisporaand Brevitriletes 

270 meters 

Early 
Permian 

Talchir 

Diamictites, rhythmites, turbidites, conglomerate, fine to medium-grained 
greenish sandstones, olive coloured needle shales, turbidite, tiliets and 
tilloids etc. Palynoassemblage is dominated by Plicatipollenites, 
Potonieisporitesand Caheniasaccites. 

170+ 
meters 

----------------------------------------------------------------------------- Unconformity--------------------------------------------------------- 
Precambrian Granites, gneisses, amphibolites, migmatites, quartzite and pegmatites etc. 

Palynotaxa Botanical affinity 
Scheuringipollenites maximus(Hart) Tiwari, 1973 Glossopteridales 
Weylanditeslucifer(Bharadwaj and Salujha) Bharadwaj and Dwivedi, 1981 Glossopteridales 
Faunipollenites variusBharadwaj, 1962 Glossopteridales 
Faunipollenitesmagnus (Bose and Kar) Tiwari et al. 1989 Glossopteridales 
Striatopodocarpites multistriatusJha, 1996 Glossopteridales 
Striatopodocarpites decorusBharadwaj and Salujha, 1964 Glossopteridales 
Striatopodocarpites diffuses Bharadwaj and Salujha, 1964 Glossopteridales 
StriatopodocarpitesmagnificusBharadwaj and Salujha, 1964 Glossopteridales 
Striatopodocarpites subcircularisSinha, 1972 Glossopteridales 
StriatopodocarpiteslabrusTiwari, 1965 Glossopteridales 
StriatitestentulusTiwari, 1965  Glossopteridales 
StriatitesincircusMaithy, 1965 Glossopteridales 
Striatitessp. Glossopteridales 
IbisporitesdiplosaccusTiwari, 1967 Glossopteridales 
Parasaccites obscuresTiwari, 1965 Coniferales 
ParasaccitesbilateralisTiwari, 1965 Coniferales 
ParasaccitesdensusMaheshwari, 1967 Coniferales 
Parasaccites sp. Coniferales 
Rhizomaspora monosulcataTiwari, 1967 Coniferales 
Rhizomaspora costa Wilson, 1962 Coniferales 
Lunatisporites sp. Coniferales 
Densipollenites indicusBharadwaj, 1962  Cordaitales 
Densipollenites invisusBharadwaj and Salujha, 1964  Cordaitales 
Densipollenites magnicorpusTiwari and Rana, 1981 Cordaitales 
SulcatisporitestentulusTiwari, 1967 Cordaitales 
Ginkgocycadophytussp. ? 
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Fig. 1. Study area map of Bhubaneswari Colliery, 
Talcher Basin, Angul, Odisha 

Fig. 2 Geological map of Talchir basin indicating 
investigated locality (modified after Raja Rao 1982, 
Goswami et al., 2018) 

  
Fig. 3 Litholog of the studied section of Bhubaneswari 
Colliery, Talcher Basin, Odisha 

Fig. 4 Frequency distribution of the palynomorphs 
recorded (genus level) from the studied section of 
Bhubaneswari Colliery. 
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Fig. 5 a. Ginkgocycadophytus spp.; b. Scheuringipollenites maximus; c. Rhizomasporamonosulcata; d. 
Faunipollenitesmagnus; e. Striatopodocarpites magnificus; f. Rhizomasporacosta; g. Striatopodocarpites sp.; h. 
Ibisporitesdiplosaccus; i. Parasaccitesdensus; j. Parasaccitesbilateralis; k.Striatites incircus; l. Striatites incircus; 
m. Striatopodocarpiteslabrus; n. Sulcatisporites tentulus; o. Lunatisporites sp. 
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The generalization of Pawlak’s lower and upper approximation operators of rough set theory in formal 
concept analysis is presented in this paper. Applying the nature of formal concept analysis in rough set 
theory for the multi-valued attribute set of an information system  =  ( , ), helped to decompose the 
attribute set into the attribute value pair set. Using the equivalence relation on U, the rough set 
theoretical concepts are incorporated into the formal concept analysis to establish the rough concept 
lattice in an efficient way. The rough concept lattice, which is the hierarchical structure of rough 
concepts, represents the structural data that are derived from an information table. Filters for this rough 
concept lattice are also defined. All the defined concepts are illustrated with examples.  
 
Keywords: Information system, Rough set, Formal concept analysis, Concept lattice, Filters 
 
INTRODUCTION 
 
Formal concept analysis is a method for modelling and manipulating the data that are incomplete and imprecise. 
Rough set theory and formal concept analysis are the two comparable mathematical tools for processing and 
analysing data. One of the primary goals of rough set theory introduced by Z. Pawlak [9] in 1982 focus on an 
indiscernibility relation between the set of objects with respect to the set of attributes that induces partition. The 
formal concepts and concept lattice are the key notions of formal concept analysis[2]. In this paper, we propose to 
merge these two notions into a single framework. One is to introduce the idea of concept lattice into rough set theory 
and the other is to introduce the approximation operators into formal concept analysis. Generally, these notions are 
introduced into rough set theory via formal concept analysis using approximation operators. So, a common 
framework used to combine these two theories is the concept lattice[6][7].  
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Bernhard Ganterand Rudolf Wille [2] introduced the formal concept analysis as a mathematical theory in the early 
1980’s, and it quickly became a popular method in information retrieval discipline. Formal concept analysis focuses 
on the formalization of concepts and conceptual thinking that has been used in a wide range of areas. Formal concept 
analysis [2] is an informal study of how objects might be hierarchically classified together based on their common 
attributes. Formal concept analysis and rough set theory are two similar theories for the concept analysis based on 
tabular data [1,3,4,8]. In this tabular data, row represent a collection of objects, column represent a collection of 
attributes or properties, and each cell represents the value of an object on an attribute, if not empty. A data table is a 
context for defining and interpreting concepts. In formal concept analysis, a table with only one value for each 
attribute is referred to as a one-valued formal context. When each attribute has several values, then the table is 
referred as many-valued context. Hence a binary relation between a set of objects and a set of attributes is easily 
referred as formal context. 
 
A data table in rough set theory is defined to be an information system ( , ) consists of universe , attributes set , 
and the relation between  and , which corresponds to the formal context in the formal concept analysis. For 
combining the formal concept analysis and rough set theory many efforts have been made, in which lattice for 
covering rough approximation [1], three-way concept lattice in social networks [4], a rough set approach on concept 
lattice [3] and Y.Yao [8] study on defining RS-definable concepts by incorporating ideas from formal concept 
analysis. In this paper, we present a rough concept lattice to incorporate the rough set theoretical idea by considering 
the information system [5] into a concept lattice using Indiscernibility equivalence relation. Furthermore, a new 
approach is initiated in defining filters in this rough concept lattice.  
 
This paper is organized into the following sections. Preliminary definitions of rough set are provided in Section 2. An 
introduction to formal concept analysis and concept lattice are given in Section 3. Establishing rough set ideas in 
formal concept analysis is discussed in Section 4. Filters for this rough concept lattice is presented in Section 5. 
Conclusion is given in Section 6. 
 

Preliminaries 

In this section, preliminary knowledge about rough set is provided.  
Definition 1. [5] The structure = ( , )be an information system, where  is called the universe with the non-
empty finite set of objects and  is a non-empty finite set of fuzzy attributes defined by : → [0,1], a ∈  A is a 
fuzzy set. There is an associated equivalence relation for any subset  of  is ( ) and defined by  

( )  =  {( , )  ∈  | ∀a ∈  P, ( )  =  ( )} 
The equivalence classes obtained from the partition induced by IND(P) is defined by 

[ ]  =  { ∈  | ( , )  ∈ ( )} 
For any ∈ , the lower approximation space ( ) is defined by 

( ) = { ∈  | [ ] ⊆ } 
Also, the upper approximation space ( )is defined by  

( ) = { ∈  |[ ] ∩ ≠ ∅} 
 
Definition 2. [5] If  is an arbitrary subset of , then the rough set ( ) is an ordered pair 
( ( ), ( )). The set of rough sets in  is defined by = { ( ) | ⊆ }. 
 
Definition 3. [5] Let , ⊆ . The Praba ∆ is defined as ∆ = ∪  if ( ∪ ) = ( ) + ( ) + ( ) − ( ∩

), where ( ) is the number of equivalence classes in . 
 
Definition 4. [5] Let , ⊆ . ThePraba∇ of  and  is denoted ∇  and defined as ∇ = {x | [ ] ⊆ X ∩ Y} ∪ ∩ . A 
pivot element ∈ ∩  such that, if [ ] ⊈ ∩ , but [ ] ∩ ≠ ∅and[ ] ∩ ≠ ∅.Each element in ∩  is the 
representative element of the particular class. 
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Definition 5. A non-empty subset  of a lattice,  is said to be filter if for a ∈  F, b ∈  L, a ≤  b impliesb ∈  F, and 
∧ ∈  for alla, b ∈  F. 

 
Formal concept analysis and Concept lattice 
A formal concept analysis considers the data in the form of a table with rows and columns representing the object set 
and attribute set respectively. A formal context which is referred as an object-attribute table in the formal concept 
analysis is of two types. One is the single-valued context and the other is the multi-valued context. Each attribute in 
the table taking one unique value is a single-valued context and on the other hand each attribute taking more than 
one value is a multi-valued context. The method of deriving the single-valued context from the multi-valued context 
in known as the conceptual scaling.Conceptual scaling is categorizing the objects (or) the process of categorizing the 
objects in the data table based on the common aspect (or) properties shared by the attributes. There are different 
types of scaling available in literature are elementary scaling, nominal scaling, ordinal scaling, inter-ordinal scaling 
and bi-ordinal scaling etc. The expansion of rough set theoretical concepts in the formal concept analysis in the 
following sections consider the nominal scaling for the conversion from the multi-valued to single-valued context. 
 
Nominal scaling is used in the scenario when the set of attribute values exclude each other in the data table. In other 
words, the set of attribute values are mutually exclusive. This leads to the existence of partition in the object set as 
well as in the attribute set. Formal concept analysis aims at defining formal context in the form of two. One is the 
extension that includes all the objects in the concept and other is the intension that comprises all the attributes, that 
are shared by all the objects in common. These extension and intension operators in the formal concept analysis were 
defined using derivation operators. The extension operator in the formal concept analysis is replaced by lower and 
upper object approximation operator. Similarly, the intension operator is replaced by lower and upper attribute 
approximation operator. This replacement of operator in formal context of the formal concept analysis provides a 
way to the rough set theory. These operators behave much like a lower and upper approximations in the rough set 
theory and it helps to establish the rough set concept over the sets  and  connected by a binary relation . This 
establishes a way to introduce the notion of rough set concepts in the formal concept analysis using approximation 
operators. 
 

Information system and Formal concept analysis 
In this section, an information system = ( , ) is considered to begin with the rough set notions to theformal 
concept analysis.An information system taken for the discourse is a multi-valued data table. A rough context (single-
valuedcontext) for this information table to be obtained is described below. 
 
Conceptual Scaling in an Information table = ( , ) 
Let us consider an information table [5],where  is a non-empty with finite set of objects called the universe and  is 
a non-empty set with finite fuzzy attributes defined as : → [0,1], ∈ is a fuzzy set. The association relation (or) 
the equivalence relation known as Indiscernibility of , for ⊆  induces partition in the object set .  
 
The conceptual scaling method introduced by Ganter and Wille {[2]} is the technique used for constructing formal 
context from the many-valued context. For each attribute ∈ , the value set V =∪ { |a ∈  A} where =
{ (x)| (x) = }, ∈ [0,1]. The attribute value pair (a, )for a ∈  A, ∈  V satisfies (x) = . This means that 
the value  is satisfying the attribute value pair (or)  is the value of  on . The set of all attribute value pairs in an 
information table is denoted by ( ) and defined byAVP(A) = {(a, ) | a ∈  A, ∈  V}.  For each attribute value 
pair in ( ), the mapping  is defined by θ: 2 ( ) → 2 such that ((a, )) = X ⊂  U. Then the family of attribute 
value pair is the set defined byW = {p ⊆  AVP(A)|θ(p) ⊂  U}  ⊊ 2 ( ). 
 
Hence the conversion from multi-valued to single-valued context is attained by taking the attribute set  as the 
attribute value pair set . It is given in the form(U, W, ), where  is the binary relation between the object set 
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and the attribute value pair set . For any set  of , the binary relation ( ) = {( , ) ∈ ×  | ∀ ∈ , ( ) =
1}. 
 
This derived rough context ( , , ) with the binary relation  between  and  is represented by a value1in the 
cell, if the relation exists and empty, if there is no relation. This will lead to the new formulation of defining rough 
concepts. 
 
Definition 6. A single-valued context ( , , ) is the rough context derived from an information table with the 
identical object set. A binary relation  for x ∈  U and p ∈  W is given by (x, p)  ∈ if and only if ( ) = 1. 
 
For an elementx ∈  U, the attribute value pair set obtained under  is 

= { ∈ |( , )  ∈ }  ⊆  
And for an elementp ∈  W, the object set obtained under  is 

= { ∈ |( , )  ∈  }  ⊆  
Therefore, the partition in the object set and attribute value pair set is given by 

[ ] = = { ∈ |∀ ∈ , ( , )  ∈ }  ⊆  
[ ] = = { ∈ |∀∈ , ( , )  ∈ }  ⊆  

Note 1:For the rough context ( , , ), the partition in the attribute value pair set   exists because by the 
indiscernibility equivalence relation defined on . 
 
Definition 7. Let ( , , ) be the rough context of an information systemI =  (U, A). For anyX ⊆  U, the mapping of 
lower and upper object approximation of  is  , ∶  2 → 2 and defined by 

= { ∈  | ∀ ∈ , ⊆ } = { ∈ |[ ] ⊆ } 
= { ∈ |∃ ∈ , ∩ ≠ ∅ } = { ∈ |[ ] ∩ ≠ ∅} 

and forP ⊆  W, the mapping of lower and upper attribute approximation of  is  , ∶  2 → 2  and defined by 
_ = { ∈ | ∀ ∈ , ⊆ } = { ∈ | [ ] ⊆ } 

= { ∈ | ∃ ∈ , ∩ ≠ ∅} = { ∈ | [ ] ∩ ≠ ∅} 
 

Construction of rough concepts 
For the subsets X ⊆ U and P ⊆ W, their corresponding lower and upper object approximation of  and the lower and 
upper attribute approximation of  are used to define the rough concepts. The possible pairs made out of these lower 
and upper approximation operators of object and attribute sets 
are(  , ), (  , ), ( , ), ( , ), (  , ) and( , ). First, we consider the pairs (  , ) and (  , ). The 
pair (  , ) produce the same lattice structure as of   in [5], the structure obtained for the set rough sets of ordered 
by the partial ordering relation. But the pair (  , ) produce the subsets of the attribute value pair set of   for the 

 considered. Onthe other hand, the pair (  , ) produce the same lattice  itself in terms of the subsets of . Hence 
these pairs do not provide the desired results related to rough sets in formal concept analysis. 
 
Now, consider the pairs ( , ), ( , ), (  , ) and( , ). For the arbitrary choice of subsets of object set  and 
the attribute value pair set  do not provide two-way deduction, but some. In other words, for the pair (  , ).  
is the collection of ∈ , such that all  related to  must be the subset of  and  is the collection of ∈ , such 
that there exists some  related to  must have non-empty intersection with . So, for any pair( , ), =  and 

=  is the condition to be verified, where the derivation operator in formal concept analysis is replaced by object 
and attribute approximation operators. This is the two-way deduction for the subsets of  and . This method is 
applicable to the remaining three pairs as well. This gives rise to defining the rough concept in the formal concept 
analysis for the rough context. The next level of constructing rough concept lattice will include the pair (  , ) in 
the discussion. The remaining pairs and their operators are discussed in examples. 
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Definition 8.(Rough Concept) Let ( , , ) be a rough context. For ⊆  and ⊆ , a roughconcept is a pair 
( , ) such that  =  and  =   . 
 
Definition 9. (Partial order relation) The set of all rough concepts in the rough context ( , , )is denoted by( , ). 
For any two rough concepts ( , ), ( , ) in( , ), the partial ordering relation ̃over( , ) is given by ̃ =
{( , ), ( , )|X ⊆  Y & ⊆  Q}. 
 
Theorem 1. ̃ is a partial ordering relation on( , ). 
 
Proof. Proof is straight forward. 
 
Theorem 2.( ∆ , ∪ ) is the least upper bound of ( , ) and ( , ) in ̃. 
Proof. First to check ( ∆ , ∪ ) is a rough concept. That is ( ∆  )  =  ∪  and ( ∪ )  =  ∆ . Claim 
( ∆  )  =  ∪ .Let ∈ ( ∆  )  

⇒ [ ] ⊆ ∆  
⇒ [ ] ⊆ ∪  

⇒ [ ] ⊆  ( ) [ ] ⊆  
⇒ ∈  ( ) ∈  

⇒ ∈  ( ) ∈  (∵  =  &  =  ) 
⇒ ∈ ∪  

( ∆  ) ⊆ ∪  
Let ∈ ∪  

⇒ ∈  ( ) ∈  
⇒ ∈  ( ) ∈  (∵  =  &  =  ) 

⇒ [ ] ⊆  ( ) [ ] ⊆  
⇒ [ ] ⊆ ∪  
⇒ [ ] ⊆ ∆  
⇒ ∈ ( ∆  )  
∪ ⊆ ( ∆  )  

Therefore, ( ∆  )  =  ∪ . Now claim ( ∪ )  =  ∆ . Let ∈ ( ∪ )  
⇒ [ ] ∩  ( ∪ )  ≠ ∅ 

⇒ [ ] ∩ ≠ ∅ ( )  [ ] ∩ ≠ ∅ 
⇒ ∈  ( ) ∈  

⇒ ∈  ( ) ∈  (∵  =  &  =   ) 
⇒ ∈ ∪  
⇒ ∈ ∆  

( ∪ ) ⊆ ∆  
Let ∈ ∆  

⇒ ∈ ∪  
⇒ ∈  ( ) ∈  

⇒ ∈  ( ) ∈  (∵  =  &  =   ) 
⇒ [ ] ∩ ≠ ∅ ( )  [ ] ∩ ≠ ∅ 

⇒ [ ] ∩  ( ∪ )  ≠ ∅ 
⇒ ∈ ( ∪ )  
∆ ⊆ ( ∪ )  

Therefore, ( ∪ )  =  ∆ . Hence ( ∆ , ∪ ) is a rough concept. To show ( ∆ , ∪ ) is theleast upper bound of 
( , ) and ( , ), it requires to show first that ( ∆ , ∪ ) is the upper bound of( , ) and ( , ). 
To prove ( , )  ⊆  ( ∆ , ∪ ) and ( , )  ⊆  ( ∆ , ∪ ). 
Consider ( , )  ⊆  ( ∆ , ∪ ), it is equivalent to prove ⊆ ( ∆  )  and ⊆ ( ∪ ) . Claim ⊆ ( ∆  )  
Let ∈  

⇒ [ ] ⊆  
⇒ [ ] ⊆ ∪  (∵ ⊆ ∪  ) 

⇒ [ ] ⊆ ∆  
⇒ ∈ ( ∆  )  
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⊆ ( ∆  )  
Let ∈  

⇒ [ ] ∩ ≠ ∅ 
⇒ [ ] ∩  ( ∪ )  ≠ ∅ (∵ ⊆ ∪ ) 

⇒ ∈ ( ∪ )  
−⊆ ( ∪ )  

Therefore ( , )  ⊆  ( ∆ , ∪ ). Similarly, it can be proved that ( , )  ⊆  ( ∆ , ∪ ). Hence( ∆ , ∪ ) is the 
upper bound of ( , ) and ( , ). 
 
Now to prove ( ∆ , ∪ ) is the least upper bound. Suppose ( , ) is the upper bound of ( , ) and( , ), then 
( , )  ⊆  ( , ) and ( , )  ⊆  ( , ). To prove now ( ∆ , ∪ )  ⊆  ( , ), it is requiredto show ( ∆  ) ⊆  
and( ∪ ) ⊆ .  Let ∈ ( ∆  )  

⇒ [ ] ⊆ ∆  
⇒ [ ] ⊆ ∪  

⇒ [ ] ⊆  ( ) [ ] ⊆  
⇒ ∈  ( ) ∈  

⇒ ∈  (∵ ⊆ & ⊆ ) 
( ∆  ) ⊆  

Let ∈ ( ∪ )  
⇒ [ ] ∩  ( ∪ )  ≠ ∅ 

⇒ [ ] ∩ ≠ ∅ ( ) [ ] ∩ ≠ ∅ 
⇒ ∈  ( ) ∈  

⇒ ∈   (∵ ⊆ & ⊆  ) 
( ∪ ) ⊆  

Hence ( ∆ , ∪ ) is the least upper bound of ( , ) and ( , ). 
 
Theorem 3.( , ∩ ) is the greatest lower bound of ( , ) and ( , ) in ̃. 
Proof.Proved like Theorem 1 using the definitions of  and ∩. 
 
Definition 10.(Rough concept lattice) The set of rough concepts denoted by( , )and ordered bythe partial order 
relation ̃, then (( , ), ̃) is called a rough concept lattice. 
 
Theorem 4.( , )  =  {( , )| ⊆ & ⊆ } is a rough concept lattice. 
Proof. Proof is the immediate consequence from Theorem 1,2 and 3. 
Example 1. [5] Let us consider the information table as in Table 1 
Where, = { , , , , , } is the object set and = { , , , } is the fuzzy attribute set whose membership 
values are given in the table. The relation IND(P) induces the equivalence classes = { , }, = { , , } and 

= { }.  
The value set of  from the table is  

= {0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.9,1} 
The collection of attribute value pair is  

( ) = {( , 0), ( , 1), ( , 0.8), ( , 0.1), ( , 0.6), ( , 0.5), 
( , 0.3), ( , 0.7), ( , 0.2), ( , 0.2), ( , 0.3), ( , 0.4)} 

The family of attribute value pair set is given by 
= { , … . } ⊊ 2 ( ) 

= {( , 0)}, = {( , 1)}, = {( , 0.8)}, = {( , 0.1)}, = {( , 0.6)}, 

= {( , 0.5)}, = {( , 0.3)}, = {( , 0.7)}, = {( , 0.2)}, = {( , 0.2)}, 

= {( , 0.3)}, = {( , 0.4)}, = {( , 0)( , 0.1)}, = {( , 0)( , 0.3)}, 

= {( , 0)( , 0.2)}, = {( , 1)( , 0.6)}, = {( , 1)( , 0.7)}, 

= {( , 1)( , 0.3)}, = {( , 1)( , 0.5)}, = {( , 0.8)( , 0.2)}, 
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= {( , 0.8)( , 0.4)}, = {( , 0.1)( , 0.3)}, = {( , 0.1)( , 0.2)}, 

= {( , 0.6)( , 0.7)}, = {( , 0.6)( , 0.3)}, = {( , 0.5)( , 0.2)}, 

= {( , 0.5)( , 0.4)}, = {( , 0.3)( , 0.2)}, = {( , 0.7)( , 0.3)}, 

= {( , 0.2)( , 0.4)}, = {( , 0)( , 0.1)( , 0.3)}, = {( , 0)( , 0.1)( , 0.2)}, 

= {( , 1)( , 0.6)( , 0.7)}, = {( , 1)( , 0.6)( , 0.3)}, 

= {( , 0.8)( , 0.5)( , 0.2)}, = {( , 0.8)( , 0.5)( , 0.4)} 

, = {( , 0)( , 0.3)( , 0.2)}, = {( , 1)( , 0.7)( , 0.3)}, 

= {( , 0.8)( , 0.2)( , 0.4)}, = {( , 0.1)( , 0.3)( , 0.2)} 

, = {( , 0.6)( , 0.7)( , 0.3)}, = {( , 0.5)( , 0.2)( , 0.4)} 

= {( , 0)( , 0.1)( , 0.3)( , 0.2)}, = {( , 1)( , 0.6)( , 0.7)( , 0.3)} 

= {( , 0.8)( , 0.5)( , 0.2)( , 0.4)} 

Now the object set of the attribute value pair set is given, 
( )  =  ((  ,0))  =  { , } =  , 

(  )  =  ((  ,1))  =  { , , } =   , 

(  )  =  ((  ,0.8))  = {  }  =  , . . . , 

(  )  =  ((  ,0))  ∧ ((  ,0.1))  =  { , } ∧ { , }  =  { , }  =   , . . . , 

(  )  =  ((  ,1)) ∧ ((  ,0.6))  ∧ ((  ,0.7))  =  { , , }  =   , . . . , 

(  )  =  ((  ,0.8))  ∧ ((  ,0.5)) ∧ ((  ,0.2)) ∧ ((  ,0.4))  =  {  }  =   

and its object table is of the form 
 

Thus, the considered information table is converted into a single-valued rough context ( , , )and thepartition in 
the object set obtained using the relation   is 

= [ ] = = { , } 

 =  [ ] =   =  { , , } 

=  [ ]  =   =  {  }  

and the partition in the attribute set  obtained using the relation    is 

 = [ ] =   =  {  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  } 
 =  [ ]  =   =   {  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  } 

=  [ ] =  =   {  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  ,  } 
 
Using these partitions, the rough concepts for the single-valued rough context ( , , ) is obtained.For the subsets 

 ⊆   and  ⊆  , their lower object approximation and upper attribute approximation are as follows, 
1. = ∅ and = ∅ 

_ = ⇔  ∅_ = ∅ and = ⇔  ∅ = ∅ 
(∅,∅) is a rough set concept. 

2. = { , } and =  

({ , })_ =   and  = { , } =  
( , ) is a rough set concept. 

3. = { , , } and =  

({ , , })_ =   and  = { , , } =  
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( , ) is a rough set concept 
4. = { } and =  

({ })_ =   and  = { } =  
( , ) is a rough set concept 

5. =  and =  
( )_ =  and ( ) =  
( , ) is a rough set concept 
 

6. =  and =  
( )_ =  and ( ) =  
 
( , ) is a rough set concept 
 

7. =  and =  
( )_ =  and ( ) =  

( , ) is a rough set concept 
8. =  and =  

( )_ =   and  =  
( , ) is a rough set concept. 
Thus, the set of all rough concepts for the rough context is obtained to be 

( , ) = {( , )| _ =  &  = } 

( , ) = {(∅,∅), ( , ), ( , ), ( , ), ( , ), ( , ), ( , ), ( , )} 

Hence the rough concept lattice obtained is given by 

This is the rough concept lattice structure obtained from the derived single-valued rough context. 
 
Remark 1: 
From Example-1, the collection of pairs obtained for the lower and upper attribute approximation of   for the pair 
( _ , ) is 

{(∅,∅), (∅, ), (∅, ), ( , ), ( , ), ( , ), (∅, ∪ ), ( , ∪ ), 

( , ∪ ), ( , ∪ ), ( , ∪ ), ( ∪ , ∪ ), ( ∪ , ∪ ), 

( ∪ , ∪ ), ( , ), ( ∪ , ), ( ∪ , ), (W, W)} 

Introducing the partial order relation between the elements of ( _ , ) gives the lattice structure ofthe form in 
Figure 2. 
Similarly, the collection of pairs obtained for the lower and upper object approximation for the pair ( _ , ) is 

{(∅,∅), (∅, ), (∅, ), ( , ), ( , ), ( , ), (∅, ∪ ), ( , ∪ ), 

( , ∪ ), ( , ∪ ), ( , ∪ ), ( ∪ , ∪ ), 

( ∪ , ∪ ), ( ∪ , ∪ ), ( , ), ( ∪ , ), ( ∪ , ), (U, U)} 

Introducing partial order relation between the elements of ( _ , ) gives the lattice structure of theform in Figure 3. 
 
Figure 2:( _ , )Figure 3:( _ , ) 
Note 2. Both the pairs ( _ , ) and  ( _ , ) produce similar lattice structure with the object approximation and 
attribute approximation operators. 
 
Example 2. From example-1, for the object set = { , , , , , } and attribute value pair set  =
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{ , … . },the pairs that satisfies the condition of rough concept are given in Table 5 
 
Note 3. The pairs that satisfy the conditions of rough concept in Example-2 produce the similar rough concept lattice 
structure as in Figure 1. 
 
Remark 2. This is one kind of rough concept lattice structure obtained for the partition on  inducedby the 
indiscernibility relation. In this example, we have  =  3 and  =  2, where  is the number of theequivalence 
classes in  and  is the number of equivalence classes whose cardinality is greater than 1.There are variety of rough 
concept lattice structures obtained for the same object set  and attribute set   in an information system, by 
introducing various partition between the elements of  by the choice ofmembership values. 
Note 4.A similar rough concept lattice structure in Figure-1, is obtained for  =  3,  =  3 and   =  3,  =  1 for 
 =  ( , ) in Example-1. But the partition here is done with the various choices ofmembership values. 

Example3.From Example-1, for = 2 and = 2 and = 2, = 1 the set of rough set concepts is  
( , ) = {(∅,∅), ( , ), ( , ), ( , )} 

and its rough concept lattice obtained is given in Figure 4, 
 
Also, for = 4, = 2 and = 4, = 1 the set of rough concepts obtained is  

( , ) = {(∅,∅), ( , ), ( , ), ( , ), ( , ), ( , ), ( , ), 

( , ), ( , ), ( , ), ( , ), ( , ), ( , ), 

( , ), ( , ), ( , )} 

 and its rough concept lattice structure is given in Figure 5, 
 
Remark 3. Thus, defining partition in the object set provides the better scaling of obtaining single valuedrough 
context from the multi-valued context. It reduces complexity in the structure of rough concept latticeunlike other 
relation used between the elements of object set in the data table. This rough concept latticestructure is found to be 
the refinement of the structure in comparison with the lattice structure . Thismotivates us to define filters on this 
rough concept lattice. 
 

Filters in Rough concept lattice 

In this section, a rough concept lattice structure (( , ), ̃)is considered to define filters in it. 
 
Definition 11. Let ( , ), ̃ be a rough concept lattice. For any subset  ⊆   and  ⊆  , a non-emptysubset 

( , )(( , )) of( , )is said to be filter if 
1. ( , )  ∧  ( , )  ∈ ( , )(( , )) for ( , ), ( , )  ∈ ( , )(( , )) 
2. If ( , )  ∈ ( , )(( , )) and ( , )  ≤  ( , ) then ( , )  ∈ ( , )(( , )) 
 
Definition 12. Let (( , ), ̃) be a rough concept lattice, where ( , )is the set of rough concepts. Thenthe rough 
concept upset of an element ( , ) in( , ) is defined by 
RCupset(( , ))  =  {( , )  ∈ ( , )|( , )  ≤  ( , )} 
 
Theorem 5.RCupset(( , )) is a filter. 
Proof. (i) Let (  ,  ), (  ,  )  ∈ RCupset (( , )). Then by the definition of RCupset 

( , )  ≤  (  ,  ) (1) 
( , )  ≤  (  ,  ) (2) 

From (1) and (2), 
( , )  ∧  ( , )  ≤  (  ,  )  ∧  (  ,  ) 

⇒  ( , )  ≤  (  , )  ∧  (  ,  ) 
⇒  (  ,  )  ∧  (  , )  ∈ RCupset (( , )) 
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Therefore, RCupset (( , )) is closed under ∧. 
(ii) Consider ( , )  ∈ RCupset (( , )) 

⇒  ( , )  ≤  ( , ) 
There exists ( , )  ∈ ( , ) and ( , )  ≤  ( , ), then ( , )  ≤  (  ∆ , ∪ ) 

⇒  ( , )  ≤  (  ∆ , ∪ ) 
⇒  (  ∆ , ∪ )  ∈ RCupset (( , )) 
⇒  ( , )  ∈ RCupset (( , )) 
Hence RCupset(( , )) is a filter. 
Theorem6. 

( , )(( , )) =  {( , )  ∈ ( , )|( , )  =  ( , ) ∨  ,  ∈  ( (  \  ), (  \  ))} isthe RCupset(( , )). 
Proof. To prove ( , )(( , )) = RCupset (( , )) 
Claim: ( , )(( , )) ⊆ RCupset (( , )) 
Let ( , )  ∈ ( , )(( , )) 
⇒  ( , )  =  ( , )  ∨   for  ∈ ( (  \  ), (  \  )) 
To prove ( , )  ∈ RCupset (( , )), it is enough to prove ( , )  ≤  ( , ). Since byassumption ( , )  =  ( , )  ∨  , 
then( , )  ≤  ( , )  ∨   

⇒  ( , )  ≤  ( , ) 
⇒( , )  ∈RCupset (( , )) 

( , )(( , )) ⊆ RCupset(( , )) (3) 
Now claim: RCupset(( , ))  ⊆ ( , )(( , )) 
Let ( , )  ∈ RCupset (( , )) 

⇒  ( , )  ≤  ( , ) 
To prove ( , )  ∈ ( , )(( , )) it is enough to prove ( , )  =  ( , ) ∨ , for  ( (  \  ), (  \  )). Since 
( , )  ≤  ( , ) 

( , )  ∨  ( , )  =  ( , )  =  ( , )  ∨   
⇒  ( , )  =  ( , )  ∨  ( \  ∩   , \  ∩   ) 

⇒  ( , )  ∈ ( , )(( , )) 
RCupset(( , ))  ⊆ ( , )(( , ))(4) 
From (3) and (4), ( , ) ( , ) is the RCupset(( , )). 
Note 5. In theorem 6, , , and stands for the union of equivalence classes in , ,  and   respectively. 
Example 4. From Example-1, the set of rough concepts obtained for an information system  =  ( , ) is 

( , ) = {(∅,∅), ( , ), ( , ), ( , ), ( , ), ( , ), ( , ), ( , )} 
The RCupset(( ,  )) is 
RCupset ( , ) = ( , )(( , )) 

 =  {( ,  ), ( ,  ), ( , ), ( , )} 
The filter conditions for the RCupset(( , )) is verified in Table 6 and 7, 
 
Example 5. From Example-1, for the rough context the set of rough concepts obtained is given to be 

( , ) = {(∅,∅), ( , ), ( , ), ( , ), ( , ), ( , ), ( , ), ( , )} 
The set of filters obtained for the rough concepts of ( , ) is 
Rupset((∅,∅))  = ((∅,∅))(( , ))   =  ( , ) 
Rupset(( , ))  = (( , ))(( , ))  =  {( , ), ( , ), ( , ), ( , )} 
Rupset(( ,  ))  =  (( , ))(( , ))  =  {( , ), ( , ), ( , ), ( , )} 
Rupset(( ,  ))  =  (( , ))(( , ))  =  {( , ), ( , ), ( , ), ( , )} 
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Rupset(( , ))  = (( , ))(( , ))  =  {( , ), ( , )} 
Rupset(( , ))  = (( , ))(( , ))  =  {( , ), ( , )} 
Rupset(( , ))  = (( , ))(( , ))  =  {), ( , ), ( , )} 
Rupset(( , ))  =  (( , ))(( , )) =  {( , )} 

 
CONCLUSION 
 
In this paper, a framework that exhibits the interpretation of analyzing rough concepts by combining ideasfrom 
formal concept analysis is given. This is accomplished via conceptual scaling, to obtain the single-valued rough 
context from an information system  =  ( , ). So, by integrating the rough concepts fromthe formal concept 
analysis, a refined rough concept lattice structure is obtained. This refinement in thestructure helped to define filters 
in this rough concept lattice. Filters defined on this rough concept latticeis the unified iterative search of an 
information in information retrieval, data analysis etc. for the data tableconsidered. The results provided in this work 
gives the systematic understanding of constructing roughconcept lattice and defining filters on it, through an 
information system  =  ( , ). 
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Table 1: Information table  
 

/      
 0 0.1 0.3 0.2 
 1 0.6 0.7 0.3 
 0 0.1 0.3 0.2 
 1 0.6 0.7 0.3 
 0.8 0.5 0.2 0.4 
 1 0.6 0.7 0.3 

 
Table 2: Object table 

 
                       
                       

 
Table 3: Object table 

 
                        

                        
 

Table 4: Rough context table 
                       
 1   1   1   1   1 1 1       1 
  1   1   1   1     1 1 1     
 1   1   1   1   1 1 1       1 
  1   1   1   1     1 1 1     
   1   1   1   1       1 1 1  
  1   1   1   1     1 1 1     

 
                       

1     1   1 1     1   1   1   
 1 1    1    1 1    1   1   1  

1     1   1 1     1   1   1   
 1 1    1    1 1    1   1   1  
   1 1   1     1 1   1   1   1 
 1 1    1    1 1    1   1   1  

 
Table 5: 
⊆  and P⊆  ( , ) 

 
( , ) 

 
( , ) 

= ∅ and P= ∅ 
 

(∅,∅) (∅,∅) (∅,∅) 

= { , } and =  
 

({ , }, ) 
 

({ , }, ) 
 

({ , }, ) 
 

= { , , } and P=  
 

({ , , }, ) ({ , , }, ) ({ , , }, ) 

=  and P=  ({ }, ) ({ }, ) ({ }, ) 
=  and P=  

 
( , ) ( , ) ( , ) 
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Table 6: ( , )(( , )) is closed under ∧ 
 

∧ ( ,  ) ( ,  ) ( , ) ( , ) 
( ,  ) ( ,  ) ( ,  ) ( ,  ) ( ,  ) 

( ,  ) ( ,  ) ( ,  ) ( ,  ) ( ,  ) 
( , ) ( ,  ) ( ,  ) ( , ) ( , ) 

( , ) ( ,  ) ( ,  ) ( , ) ( , ) 
 

Table 7: 
∨ (∅,∅) ( , ) ( ,  ) ( ,  ) ( , ) ( , ) 

( ,  ) ( ,  ) ( ,  ) ( ,  ) ( ,  ) ( , ) ( , ) 
( ,  ) ( ,  ) ( ,  ) ( ,  ) ( ,  ) ( , ) ( , ) 
( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) 

( , ) ( , ) ( , ) ( , ) ( , ) ( , ) ( , ) 
 

 
 

Figure 1: Figure 2:( _ , ) 

 

 

Figure 3:( _ , ) Figure 4: 

 
Figure 5: 
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As a result of technological improvements, everyone can now afford a mobile device and a broadband 
connection. Parallel to this, the number of mobile applications is growing, offering quick, simple door-
step solutions to one's professional and personal needs. Mobile-based app solutions provide a wide 
range of banking financial services (pay/collect money, etc.) and non-financial services in the present 
trend of the digital and cashless economy (cheque request, account balance, view transaction history 
etc.).The explosion of mobile apps is also accompanied by numerous known and unidentified security 
threats.UPI (Unified Payment Interface) based apps are among the more user-friendly, dependable, 
centrally certified (by NPCI [National Payment Corporation of India]), and secure mobile banking 
applications. Studying UPI apps indicated the potential for additional security improvements using 
technology breakthroughs to stop fraud and cybercrimes in mobile transactions. This paper examines 
information security improvement recommendations with regard to authentication and authorisation, as 
well as UPI-based mobile apps (architecture, transactions, functionality and security challenges). 
 
Keywords: Security; UPI; USSD; Authentication; Authorization; Encryption; Financial Service; 
Application Security; Information Security; Mobile Banking; 
 
 
INTRODUCTION 
 
With the help of a handheld mobile device, the end user can do remote banking operations (both financial and non-
financial) at any time and from any location. There are many different technology-specific mobile banking solutions 
available, including IMPS (Immediate Payment Service), USSD (Unstructured Supplementary Service Data), SMS 
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(Short Messaging Service), and UPI (Unified Payment Interface) [1] based app solutions (like BHIM (Bharat Interface 
for Money), GooglePay (Tez), PhonePe, and Bank-specific apps like SBI Pay, Axis Pay, i Mobile, Mobile Money, etc.). 
Every programme offers different functionality and security levels depending on the mobile device's capabilities, 
operating system, and internet connectivity. Banking activities based on USSD and SMS are appropriate for low-end 
non-smart phones without an internet connection. In collaboration with Mobile Network Operators (MNOs), USSD 
service is provided. Even though there are a few security issues with mobile banking apps, everyone still prefers 
them because of their well-known benefits like being quick, simple to use, useful for paying bills, portable, available, 
etc.Even banks support mobile banking [2] because it increases consumer capacity while lowering operational costs 
without sacrificing service quality. To promote mobile banking, banks often provide discounts, prizes, etc. 
 
The terminologies frequently used in mobile payment kinds are listed below.Virtual Private Address: VPAAn 
address with the @upi [6] format that is used to send money via UPI Apps.A user may create several VPAs.VPA is 
used internally by UPI-based fund transfers to look up account numbers.Indian Financial System Code (IFSC)The 
eleven-digit code on the back of a check is used to identify the financial institutions that are involved in money 
transfers.Mobile Money Identifier, or MMID.a special seven-digit code given to clients when they register to use the 
IMPS service as a beneficiary.The paper's content is divided into seven sections, including Section 2 on the evolution 
of financial and payment solutions, Section 3 on UPI-based mobile banking, Section 4 on security enhancement 
suggestions, Section 5 on UPI vs. other parallel systems, Section 6 on conclusions, and Section 7 on the paper's future 
work scope. 
 
Evolution of financial and payment solutions 
Over the years, coins have given way to paper and plastic money as part of the evolution of money, which began 
with the barter system (i.e., the reciprocal exchange of goods and services) (i.e cards).The below depicts the changes 
in the development of money. In the twenty-first century, currency-free money transfers are now possible through 
mobile payments and virtual currencies.NEFT (National Electronic Fund Transfer), RTGS (Real Time Gross 
Settlement), IMPS (Immediate Payments Service), UPI, USSD, and mobile wallets are just a few of the many 
alternatives available to users for mobile-based payments.The many mobile payment methods available.Portable 
Payment Methods.Methods of Mobile Payment Below is a list of mobile payment options.NEFT: A method of 
transferring money between accounts.RTGS: A system for immediate 30-minute money transfers[3]. Unlike NEFT, 
RTGS immediately and without delay executes the instructions. IMPS: An immediate payment mechanism that 
enables mobile money transfers between accounts. It is an NPCI initiative.UPI: The upgraded version of IMPS is 
UPI.A single VPA can be used to manage several mobile accounts in this mobile-based payment modality. Enables 
merchant payment and fund routing.UPI PIN is used to verify UPI fund transfers. 
 
It is based on the IMPS network. Using *99#service codes, USSD is a method of making mobile banking 
transactions.A safe approach to save credit/debit card information is in a mobile wallet.enables mobile payment at 
retail locations.The availability of multiple payment methods enables the user to select the most appropriate method 
in accordance with the capabilities of his or her device (smart/GSM phone), internet connectivity (online/offline), 
known/available confidential information (i.e. Account Number/IFSC/MMID code/Mobile number/VPA and MPIN), 
fund transaction details including amount, day and time (i.e. weekday/weekend, and time of day), and 
known/available confidential information (i.e.B. An evaluation of mobile payment options 
 
The comparison of different mobile payment solutions .Users prefer to use their bank account data in net banking on 
a PC rather than a mobile device because NEFT/RTGS/IMPS require them. Depending on an affordable transfer time, 
one may select NEFT or RTGS for transactions of 2 lakhs within banking hours (i.e within 30 minutes or more but on 
same day). NEFT is the only option for offline/online transactions over $2 lakh, but for transactions under $5,000, one 
may pick between NEFT (only on business days), UPI, and USSD (any day any time).UPI is the sole option for big 
amounts (up to 1 lakh) to be transferred quickly, easily, and securely online or offline without the need for private 
information (such as a bank account number or an IFSC code). 
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The only choice on low-end non-smart phone devices is USSD.To sum up, every new payment method overcomes 
the drawbacks of its prior iteration and offers more capabilities, allowing the user to select one in accordance with his 
needs and resources. 
 
Mobile Banking Based On UPI 
The IMPS infrastructure is used in the backend by UPI, which is an immediate payment system. The mobile financial 
revolution's push towards a cashless [4] economy has resulted in UPI. UPI Goals, These are its main goals, according 
to its design.A one-click, two-factor authentication-based payment system with a simple, secure interface. Should be 
able to send and receive protected payments without revealing any private information about the user, such as their 
bank account number. Utilize the cutting-edge capabilities of mobile devices to offer a creative solution with 
excellent security.Offer a streamlined payment method.Must be able to integrate with third-party security measures 
to add extra protection. 
 
Architecture by UPI.The UPI's architecture is provided. A common collection of UPI APIs [9,10,11,13] and an 
architecture make up the Unified Payment Interface, which is used to carry out transactions (credit/debit).The 
following parties are involved in UPI payment transactions. The UPI ArchitecturePSPs: Refers to Banks' UPI apps 
that are used to offer payment services to end users. Banks: Customer's bankProvides the UPI interface is NPCI. 
 
A. Types of Transactions 
Both financial and non-financial transactions are supported by UPI.Financial Exchanges:Pay Request: A PUSH 
transaction that the customer started to transfer money to the beneficiary account using the beneficiary's account 
number, IFSC code, mobile number, MMID, Aadhaar number, etc.Collect Request: The customer uses his VPA to 
obtain the monies from the remitter.Transactions That Are Not Financial:Mobile Banking Sign-UpOTP Generation 
Update PIN Set Status Check Transaction 
 
B. Flow of Transactions 
A UPI transaction includes three phases: push/pull transaction, one-time customer registration [5], and bank account 
registration.To register a customer, download and install the UPI app.Create and send a [2,3,4] SMS with a PKI 
encrypted device fingerprint (i.e about mobile number is bound with other device identities namely Device Id, App 
Id, IMEI number etc.[5]).Create a VPA (a unique identifier with the @ sign that is used internally during transactions 
to map to the bank account number).Registering a bank account Create bank accounts in the app.Create an MPIN 
using an OTP; after it is authenticated with the user's debit card's last six digits and expiration date, the app registers 
the user's MPIN with the bank. 
 
The transaction flow of a pull request is called a push/pull transaction.UPI Pull Transaction, Push can be done with a 
VPA, IFSC, or Aadhaar number.Pull is carried out by starting a collect request with the payer's VPA as the input, and 
after authorization by the remitters PSP and MPIN authentication by the payee, the money is sent to the beneficiary's 
account. 
 
C. Permission 
UPI utilises the following 2F authentication method.1F - Device finger prints after a mobile number transaction that 
the PSP has allowed.2F - UIDAI-authenticated PIN/Biometrics (Unique Identification Authority of India). 
 
D. Benefits 
Simple and convenient to use Multifactor Authentication that is Easy and Secure (as it uses only VPA).Gives users 
unified access to many accounts with a single VPA.UPI APIs make it easier to design apps quickly and 
incrementally.PSP application innovation and exponential growth are facilitated by straightforward, compact, and 
feature-specific UPI APIs.resolves all issues that other Non-UPI applications are now experiencing.PSPs are 
periodically audited and approved by NPCI as secure and authentic UPI Apps.No beneficiary information is 
required to send funds.Based on the device's capabilities, security can be either biometric or non-biometric.uses the 
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third-party programme UIDAI to provide biometric authentication using the finger and IRIS (Unique Identity 
Aadhaar to all residents of India).Multiple identifiers, including VPA, Aadhaar Number, Account number and IFSC, 
Mobile number and MMID, and QR Scancode, can be used to make payments.according to RBI norms, payments.can 
be combined with security apps and technologies from other parties.Infrastructure prerequisites.can function both 
with and without internet access. 
 
4. Proposals for Security Improvement 
The security risks and improvement suggestions for UPI-based apps.Discreet MPIN Update security.Currently, 
MPIN operation just employs the last six digits of the credit card number and the expiration date for authentication; 
however, this will need to be improved because it is easy for anyone to remember and abuse.Instead, you might read 
the user's responses to a few pre-registered queries (let this be a subset of randomly selected queries from a primary 
set that have been registered upon Bank registration) and then compare them.Update the MPIN only when all 
prompted questions have 100% matching answers; else, stop.Limit the amount of invalid MPIN update transactions 
to 3 as well.Excessive retries need to prevent the VPA.MPIN updates fraud.Currently, information is stored in the 
transaction log in the event of MPIN failure.In some bank applications, frequent MPIN update errors cause the UPI 
app to lock, requiring the user to go to the bank branch.In circumstances when a stolen phone is used 
inappropriately, MPIN failures may occur, and if an email address is registered, the user may be alerted.Account 
Improve the present UPI app so that it can record unsuccessful MPIN update attempts with information. An email 
alert can be sent to a registered email address in the event that a UPI transaction is not authenticated.For additional 
security improvements, it may also be investigated to leverage optional requirements outlined in RBI 
recommendations for UPI Apps, behavioural features, and artificial intelligence. 
 
Other Parallel Systems vs. UPI 
The mobile wallet is another parallel method for UPI[6]. Mobile wallet apps are less secure than UPI but are 
technologically more advanced and have an intuitive user experience. UPI is also more secure and runs on the tried-
and-true IMPS technology.Mobile wallet providers are growing their customer base through marketing campaigns 
and clever alliances with particular businesses.Mobile wallets are adapting their business models to meet shifting 
market demands and technological advancements. Additionally, they have started working with particular banks 
(For egFreecharge with Axis,SBI  etc).Therefore, in the future, wallets and UPI will coexist and compete with one 
another.The architecture of UPI-based apps, their transactional flow, their authentication method, and its USP in 
comparison to alternative mobile banking payment systems have all been covered in this article.have found a few 
security problems and suggested security improvement measures to address them (MPIN update transaction 
security issues and detection of fraud transactions related to MPIN update and UPI financial transactions).It has been 
noted that adding email notifications and more fields to MPIN authentication will strengthen the security of the 
current UPI application.Additionally, there is potential to include AI and behavioural characteristics to improve 
security. 
 
Projective Area of Work 
The next phase is to design, execute, and evaluate the suggested solutions once specific UPI difficulties have been 
discovered and their associated solutions have been outlined in outline form in this work.It is necessary to 
investigate the optional RBI rules related to security for the inclusion and usage of behavioural features and artificial 
intelligence for authentication during UPI transactions in order to make further security upgrades. 
 
Utilizing Online Banking 
We have examined a pilot case of victimisation in Sangli City in order to understand the functioning on the area of 
preventative and remedial legal actions in cases involving digital identity theft (Maharashtra, India).The 
investigation demonstrates how customers who conduct online banking might become easy targets for 
cybercriminals due to banking sectors' violations of precautionary legislation and how victims' legal remedies 
sometimes fail to help them.Since IT has proven to be a boon for industries around the world, every nation, 
including India, is now making efforts to recognise the legality of consumer online transactions, providing the 
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necessary infrastructure, and creating a variety of other favourable legal conditions for the expansion of the IT 
industry.However, given the increasing prevalence of online identity theft around the world, these developmental 
goals shouldn't take precedence over the interests of particular consumers. In order to protect them against 
victimisation, it is essential to implement the appropriate preventive and corrective legal measures as well as strong 
law enforcement.The paper will aid in understanding the issues at hand and potential remedies for successful 
application of pertinent legislation connected to Identity Theft. 
 
Findings from the research 
From the foregoing considerations, it can be concluded that the government agencies in India support the 
development of information technology in order to advance the economic interests of the nation. Giving legal status 
to every transaction carried out electronically or online was one of the goals for passing the Information Technology 
Act.By providing the necessary facilities and infrastructure, the government is also attempting to create an 
environment that is appropriate for the goal.The regulatory agencies are also establishing standards and guidelines 
that must be followed by banks and other service providers in order to promote customer confidence in online 
transactions.However, as was already mentioned, the scenario on the field is entirely different. 
 
The government and its law enforcement organisations are least concerned with protecting the interests of 
consumers in the industrial sector (banking, telecommunications, and other corporate bodies).Few banking and 
telecommunications businesses are breaking the preventive regulatory standards, and police personnel lack the skills 
necessary to look into crimes that hide behind complicated procedures and technicalities.Between investigative 
officers from state police departments across the nation, there is a lack of coordination.The victims are not aware of 
the legal options they have.As a result, our legal system encounters a number of obstacles while attempting to apply 
the pertinent law for the interests of consumers.As a result, it can be said that India's legal framework and general 
strategies for addressing the issue of digital identity theft are development-oriented rather than consumer- or victim-
oriented. 
 
Artificial Machine Intelligence Language for Chatbot Conversational Banking Automation 
The subject of artificial machine intelligence is quite complex.It entails building tools with the ability to simulate 
knowledge.This essay looks at some of the most recent AI behaviours and trends before offering an alternative idea 
for how some of the most widely held beliefs of the day might evolve.System-Chatbots are created based on 
fundamental A.I. (Artificial Intelligence) structuring and working for this (or chatter bots).The study demonstrates 
how AI is always evolving.There is currently a lack of knowledge regarding artificial intelligence, but this study 
introduces a novel idea that discusses machine intelligence and highlights the possibilities of intelligent systems. The 
latest disruptive force that has altered how customers connect is the growth of chatbots in the finance 
industry.Artificial intelligence has transformed the way that banks communicate with their consumers in the 
banking sector by enabling chatbots.Any nation's development depends heavily on the banking industry.It also 
investigates the chatbot's current usability to determine whether it can satisfy customers' fluctuating needs. 
 
CONCLUSION AND FUTURE WORK, 
 
This article discusses ontology-based dialogue management techniques for the banking and financial industry. 
Although this work has not yet undergone comprehensive testing, the existing successes are promising.The 
framework must be finished, and a chatbot must be developed, among other tasks [24].The future system would 
serve as a first step in the development of an intelligent question management programme that is capable of not only 
responding to queries but also self-improving in subsequent stages. This would improve user service while also 
lessening the burden on human workers, boosting productivity, and, of course, increasing the number of satisfied 
users .In the rapidly expanding field of artificial intelligence, consumers receive technical support in every part of 
their life. 
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The internet offers a variety of information-gathering options and has fundamentally altered how we communicate. 
Innovation has improved our lives by giving us more opportunities, and things are now very straightforward for us. 
Everyone enjoys working together and anticipates quick responses. For a variety of reasons, you can frequently 
contact with others using websites or online networking networks. A chatbot is a programme or service that connects 
with you simply and assists you in finding answers to your questions. A chatbot can offer a wide range of resources, 
from monitoring the weather to ordering a new pair of shoes to sending crucial life-saving safety alerts. When 
dealing with a chatbot, you should feel as though you are speaking to a real person .Additionally, the domain's 
growth is necessary. Intelligent responses are generated by including not only the most recent FAQ list but also 
numerous additional sources, including servers, twitter, and other data sources. Presenting solutions for a 
conclusion.Imaginative answer image and links.Combining cosine similarity with linguistic similarity. Information 
pertaining to the reporting account using the Bank's integrated system. 
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The rationale of the current research is to analyse the allocation of funds to infrastructure sector in the 
Union budget and explore the relationship between union budget and infrastructure sector index. The 
study has focused on the Union budget funds allocation to the infrastructure sector. The budget 
allocation to infrastructure is crucial to the Indian economy because this will create the new metro lines, 
roads railways that increases the movement of goods and also expedites the growth of the economy. The 
current study considers secondary data from 2007-08 to 2019-20 that is 13 years annual data. Auto 
regressive Distribution Lag and Ordinary least square method were applied to analyse the data. The 
study concludes that every year in the union budget is increasing the proportion of allocation funds to 
the infrastructure sector. The current study confirms that there is a long run and positive relationship  
between Union budget and infrastructure sector stock prices.  Allocation of funds in the budget is 
significantly affecting the infrastructure sector stocks and infrastructure stock prices. The current study 
aids the policy makers in allocating union budget funds to infrastructure sector.  
 
Keywords: Union Budget, Fund allocation, Impact, Infrastructure Sector index.  
 
INTRODUCTION 
 
A Union budget is defined as an official document approved by the legislature and accepted by the President. The 
two fundamental elements of any budget are the revenues and expenses. Union Budget is intended for best possible 
allocation of scarce financial resources taking into consideration economical and socio-political. Union Budget is an 
estimation of expenditure and receipts with the help of past performance for plans of the future government for 
various Departments. The budget is the financial manifestation of what the government proposes to do. The vital 
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feature of allocating funds in the budget is to choose or prefer which of the activities to be approved on and to what 
level, with the limited financial resources available. The dilemma is not only how to maximize the benefits of the 
budget but also who will get the benefits and to what extent.  The ultimate objective is optimal utilization of financial 
resources in terms social benefit. 
 
The principal goal of a budget is economic growth which leads to improvement of living standards of the people 
along with balanced economic growth. The primary objective of the budget is to attain higher economic growth, 
price stability and full employment. Budget plays a crucial role in the pooling of capital in public and private sector, 
mobilizing financial resources for projects related to infrastructure and reduce the imbalance is the dispersal of 
wealth and income in the hands of the people of the country.Budget impact all the sectors greatly in India. Industries 
performance depends on the overall policy and guidelines laid by the government. The union budget by the central 
government issues the extensive guidelines for all the major sectors of the country. Infrastructure sector refers to 
power, bridges, dams, roads, and urban infrastructure. Infrastructure sector is attributed as a most important 
facilitator of economic growth of a country. It creates a multiplier effect, which ushers the development cycle 
through diverse industries such as Construction, Steel, Power, Cement, etc. These sectors in turn boost employment 
and improve efficiency of supply chain while developing infrastructure sector.   
 

REVIEW OF LITERATURE  
 
Thomas, Susan and Shah (2002), viewed that the union budget is the most awaited and viewed event from the 
perspective of economic policy of India. According to their observation that the maximum number of trade 
transactions on NSE were 1.4 million transactions on 28th February 2001 on the budget day. In their paper, they 
discussed the relationship between the Union Budget and the Indian stock market in the certain areas. At the end 
they concluded that the Indian stock market index is important for the Union budget in influencing prices and 
volatility. Kaur (2004), explored month effect on Indian stock market. January month has influence on Indian stock 
market is not significant; however February & December gave considerable positive returns. Sensex and Nifty were 
found to be more volatile in the month of February when compared to March and April.  The returns in the month of 
March and September were significantly low.  
 
Gupta and Kundu (2006), evaluated the Budget influence on stock markets of India, taking into consideration the 
sensex returns and volatility of BSE Sensex. The study confirms that the budget has highest impact on post short 
term budget phase, however during post medium and long term the average returns and instability of Sensex is not 
much. Soni (2010), analysed the budget influence based on the logarithmic daily returns starting from 2000 to 2009.  
Budget announcement before and after 3 days, 15 days and 30 days returns were analysed and the results confirm 
that there is no long run impact of budget on Indian stock markets and during short term there was positive and 
negative impact on the Sensex. Singhvi (2014), has analysed the influence of Union budget announcement on Nifty 
from the perspective of Post and pre budget announcement. The time period considered is 3, 15 and 30 trading days. 
The study confirmed that the day on which budget announcement is made the returns were high compared to 
previous 3, 15 and 30 trading days return. However , it is found that there is no significant change in the average 
returns of Nifty.. 
 
Asish (2016), study focused on union budget impact on Indian stock market that has considered data  between a 
period of 2012 to 2016. Their analysis of the study has confirmed that during the month of February the index was 
found to be highly volatile.Gakhar (2016), their research paper evaluated the impact of Union budget on NIFTY.  
Five budget periods starting from 2011 to 2015 is considered, to study impact on daily average returns and volatility 
over a period of 3, 10 and 30 trading days in before and after budget period. Paired T-test was used to analyse the 
average returns and F-test was applied to analyse the variance of the Nifty. Their study has confirmed that there was 
a maximum impact of budget during short term, less impact during medium term and no impact during long term.    
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Gayathiri & Ganesamoorthy (2018), they have analysed the impact of 2018 budget on Sensex. They have analysed by 
using Returns, Average Abnormal Returns and Cumulative Average Abnormal Returns of Sensex. Results of their 
study confirmed that there is no significant impact of union budget 2018 on the Sensex, however the Cumulative 
Average Abnormal Returns one day pre and post announcement of budget had a insignificant negative effect on 
Sensex.Joshi & Mehta (2018), The study analysed the indices of BSE such as BSE Sensex, BSE 500, BSE Auto, BSE 
Bankex, BSE IT and BSE finance. It has explored from the perspective of how the stock market reacts during the 
budget announcement and the closing values of the indices. Statistical techniques such as F-test and T-test were used 
for the analysis. The results of their study confirm there is a considerable impact of budget on these indices. 
 
Based on past literature it can be substantiated that many researchers have explored the influence of Union budget 
on Indian stock market. The focus of extant literature was more on impact of union budget on short term or medium 
term returns on the Indian stock market and stock market volatility.Past impact studies related to budget were based 
on event study method. None of the past studies in the literature have explored the effect of union budget on 
infrastructure sector. The current study fills the research gap by focusing on long-term impact of budget on 
infrastructure sector. The current study is based on the empirical data collected over a period of time. 
 
Objectives of the Study  
 To analyse Union Budget from the perspective of allocation of funds to infrastructure sector. 
 To analyse the trend of infrastructure Index.  
 To investigate the association between Union Budget and Infrastructure Sector.  
 To evaluate the impact of Union Budget on Infrastructure sector Index.  
 
RESEARCH METHODOLOGY  
 
The present study considers 13 years annual data starting from 2007-08 to 2019-20. The data prior to 2007 could not 
be considered due to the limitation of data  i.e.,  non availability of CNX Infra, as NSE Infra started in the year 2007. 
 
Data Analysis 
The Table 2 presents the figures related Union budget, allocation of funds to infrastructure and percentage of funds 
allocated to infrastructure sector. Based on the figures presented in Table 2, it can be inferred that there is constant 
increase in Budget Allocation to Infrastructure Sector during the period 2007-08 to 2019-20. In the year 2018-19 
Government allocated the highest 24% of the total Budget towards infrastructure development which shows that the 
Government is focusing on infrastructure and its development by allocating more funds to infrastructure sector. 
 
Infrastructure Index CNX Infra 
Infrastructure Index is designed to measure the performance of the Indian Companies involved in Infrastructure. 
NIFTY Infrastructure Index comprised of stocks associated to Telecom, Power, Port, Roads, Shipping, and other 
Utility Service providers. The Index CNX Infra includes 30 companies listed on the National Stock Exchange of India. 
The table 3 show the weightage of sectors and stocks under the Infrastructure Index. The table 3 presents the list of 
Sectors and their respective weight in the infrastructure index CNX Infra. Oil & Gas is given 32.36 weights, Cement 
& Cement products is 17.67, Construction sector is 15.19, Telecom sector is 10.67 and power sector is 9.63. The other 
sectors such as Services, Automobile, Healthcare services and Industrial Manufacturing is 5.89, 4.48, 2.88 and 1.23 
respectively. 
 
Table 4 presents the list of top companies that constituent the CNX Infra and their weightage. Reliance Industries 
Limited is the Company with highest weightage of 19.10 percent in the CNX Infra followed by Larsen & Toubro 
Limited with 13.71 percent; Bharati Airtel Limited is 9.40 percent. Top 3 companies stocks have more than 42% of 
weightage in the CNX Infra Index.Table 5 presents annualized returns of Infrastructure Index CNX Infra during the 
period  2007 to 2020.  Data for the current study is considered from 2007 as Index was launched on August 07, 2007. 
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Infrastructure Index was trading at 2388 points on December 2008 and it is closed at 3650 on December 2020. In the 
past 13 years CNX Infra gave 1.07% of average annual returns. Index gave highest return of 50.83% in the period of 
2009 and the lowest return of 5.22 in the year 2019. During the year 2008 the CNX Infra has seen maximum fall to an 
extent of 61.55%. The average annual positive returns of the index during 2007 to 2020 is 21.94% and average annual 
negative returns is  -23.27%. 
 
Table 6 presents the performance of CNX Infra with reference to Nifty. CNX Infra index has given price returns of 
8.83 since inception. The standard deviation, Beta with Nifty 50, Correlation with Nifty 50 is 26.51, 1.05 and .90 
respectively. Based on the correlation figure it can be concluded that there is a perfect correlation between Nifty 50 
and CNX Infra. The beta value is 1.05 indicating that 1 percent rise Nifty 50 will lead to 1.05 percent rise in the CNX 
Infra. As the beta value of CNX Infra is greater than 1 hence it can be concluded that the CNX Infra is more volatile 
than Nifty 50.As the data used for the analysis is time series data. Stationarity of the data series is checked by 
applying Augmented Dickey Fuller (ADF) unit root test. Both variables are found to be stationary at 1st lag. The 
results of the same are presented in the table 7.  
 
After confirming stationarity, the next step was to investigate the relationship between Union Budget and 
Infrastructure sector, for which Auto regressive Distribution Lag (ARDL) and Bound Test is applied and the results 
of the same is presented. 
 
The Figure 2 shows that ARDL(1,1) is considered to have an optimal lag order selection by the study, which implies 
that the dependent variable (Infrastructure Sector) fits at lag 1,while the independent variable (Union Budget) fits at 
lag 1. ARDL(1,1) is therefore used to determine the ARDL model with respect to Infrastructure Sector.Auto 
regressive Distribution Lag (ARDL) represents the long run association between the independent variable and the 
dependent variable the results of the same is presented in Table 8. Here, Infrastructure Sector is considered as 
Dependent variable and Union Budget is considered as Independent variable. To estimate the association between 
them and study considered period from 2007-08 to 2019-20.  The coefficient value of the Infrastructure Sector is 
found to be positively associated with the independent variable Union Budget. The ARDL model have identified that 
coefficient value is positive that is 0.016656 between the infrastructure sector and union budget.  In order to check the 
significance of the model, Persaran Bound test has been applied and results are presented in Table 9. 
 
Table 9 shows the results of the Bound Test. From Bound test or Persaran test indicates that, f-statistic calculated 
values is lies above the persaran critical value at 5% significant level, implies there is  Long run association between 
the Infrastructure Sector  index and Union Budget. To evaluate the impact of Union Budget on Infrastructure Sector, 
Ordinary Least Square method is applied, the results of the same is presented in Table 10.Ordinary Least Square 
shows the influence of Independent Variable on Dependent variable. Here, Dependent variable is considered as 
Infrastructure Sector and Independent variable is considered as Union Budget. Table 10 shows that the coefficient 
value of Infrastructure Sector is positive which indicates that Union Budget is found to have a positive impact on 
Infrastructure Sector. It also represent that the Probability value is less that 0.0(<0.05). Hence, it is concluded that 
union budget is significantly influencing the infrastructure index. As the amount of allocation of funds to 
infrastructure increases the infrastructure index returns also increases.  
 
CONCLUSION 
 
Infrastructure sector is considered as the backbone of any country. Roads, railways, power, telecommunication etc 
are the pillars on which the economy of any country stands and grows. Infrastructure sector is a key factor of the 
economy of any country as it propels the countries’ economy as a whole.  Government policies and initiatives are 
directed towards creation of top notch infrastructure in India. A country which has robust infrastructure will grow 
and prosper. The current study has focused on the Union budget funds allocation to the infrastructure sector and 
analyse the relationship between union budget and infrastructure sector. The study has considered the secondary 
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data and the period of study is 13 years annual data starting from 2007-08 to 2019-20. Auto regressive Distribution 
Lag and Ordinary least square method were used to analyse the data. The study concludes that every year in the 
union budget vast amount of funds is allocated to the infrastructure sector. The current study confirms that there is a 
long run and positive relationship between Union budget and infrastructure sector. In long run the union budget 
ispositively affecting the infrastructure sector so the policy makers has to see to it that expenditure on infrastructure 
has to be still considered as paramount objective while allocating funds in union budget. 
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Table 1: Sources of data 
S. 
No.  

Type of Variable  Variable Name  Proxy  Source of data  

1  Independent Variable  Union Budget  Budget Allocation Amount  https://www.indiabudget.gov
.in/  

2  Dependent Variable  Infrastructure 
Sector  

Returns of Infrastructure Index 
NSE: CNXINFRA  

https://www.nseindia.com/  

Source: Compiled by the author 
 
Table 2: Budget Allocation to Infrastructure Sector from 2007-08 to 2019-
20 

Years Total 
Budget (Cr) 

Allocation to 
Infrastructure 
Sector (Cr) 

Percentage of Budget 
allocated  to 
Infrastructure 

2007-08 2,05,000 12,864 6.28% 
2008-09 7,50,884 26,832 3.57% 
2009-10 10,20,838 32,660 3.20% 
2010-11 11,08,749 1,73,552 15.65% 
2011-12 12,57,729 2,14,000 17.01% 
2012-13 14,909,25 1,94,360 13.04% 
2013-14 16,65,297 1,66,756 10.01% 
2014-15 17,94,892 1,81,134 10.09% 
2015-16 17,77,477 2,51,134 14.13% 
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2016-17 19,78,000 2,21,246 11.19% 
2017-18 21,47,000 3,96,000 18.44% 
2018-19 24,42,213 5,97,000 24.45% 
2019-20 27,86,349 4,56,000 16.37% 
Source: https://www.indiabudget.gov.in/ 
 
Table 3 : List of Sectors and their respective weight in the 
Infrastructure Index (CNX Infra) 
Sector  Weight (%) 
Oil & Gas 32.36 
Cement & Cement Products 17.67 
Construction  15.19 
Telecom 10.67 
Power  9.63 
Services 5.89 
Automobile 4.48 
Healthcare Services 2.88 
Industrial Manufacturing  1.23 
Source: nseindia.com 
 
Table 4: List of top companies that constituent the CNX Infra and 
their weightage 
Company's Name  Weight (%) 
Reliance Industries Ltd.  19.10 
Larsen & Toubro Ltd.  13.71 
Bharti Airtel Ltd.  9.40 
Ultratech Cement Ltd.  6.23 
Grasim Industries Ltd. 4.20 
Power Grid Corporation of India Ltd.  4.15 
NTPC Ltd.  3.98 
Adani Ports and SEZ Ltd. 3.51 
Oil & Natural Gas Corporation Ltd  2.98 
Bharat Petroleum Corporation Ltd.  2.95 
Source: nseindia.com 
 
Table 5: Infrastructure Index- Annualized 
Returns & Growth Rate. 
Year Infrastructure 

Index 
Growth Rate 

2007 6210.95 - 
2008 2388.1 -61.55% 
2009 3602.05 50.83% 
2010 3457.6 -4.01% 
2011 2124.9 -38.54% 
2012 2648.5 24.64% 
2013 2389.8 -9.76% 
2014 2985.8 24.93% 
2015 2631.85 -11.85% 
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2016 2712.25 3.05% 
2017 3637.5 34.11% 
2018 3130.65 -13.93% 
2019 3294.25 5.22% 
2020 3650.95 10.82% 
Source: nseindia.com 
 
Table 6: Performance of CNX Infra with reference to Nifty 50 as on July 2021. 
 1 Year 5 Years Since Inception (2007) 
Index Price Returns 40.56 8.36 8.83 
Standard Deviation 17.87 19.78 26.51 
Beta with Nifty 50 0.95 0.95 1.05 
Correlation with Nifty 50 0.87 0.87 0.90 
Source: nseindia.com 
 
Table 7: Augmented Dickey Fuller (ADF) Unit  
Root Test Results of  the two Variables. 

Variables 

1st Lag 

t-statistic   Prob. 
Budget -3.610425 0.0074 

Infrastructure Index -4.883909 0.0036 
 
Table 8: ARDL Long Run Form. 
Dependent Variable: D(INFRASTRUCTURESECTOR)  
Selected Model: ARDL(1, 1)  
Case 2: Restricted Constant and No Trend  
Sample: 2007 2019  
Included observations: 11  
Conditional Error Correction Regression  
Variable  Coefficient Std. Error t-Statistic Prob. 
C  758176.7 677090.2 1.119757 0.2998 
INFRASTRUCTURESECTO
R(-1)*  -1.108047 0.372961 -2.970944 0.0208 

DUNIONBUDGET(-1)  0.016656 1.513888 0.011002 0.9915 

D(DUNIONBUDGET)  0.004452 0.888654 0.005010 0.9961 

* p-value incompatible with t-Bounds distribution.  
Levels Equation 
Case 2: Restricted Constant and No Trend 
Variable  Coefficient Std. Error t-Statistic Prob. 
DUNIONBUDGET  0.015032 1.366436 0.011001 0.9915 

C  684245.7 565975.7 1.208967 0.2659 
EC = INFRASTRUCTURESECTOR - (0.0150*DUNIONBUDGET + 684245.6586 )  

Source: eviews output 
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Table 9: Bound test 
F-Bounds Test  Null Hypothesis: No levels relationship  
Test Statistic  Value Signif. I(0) I(1) 
   Asymptotic: n=1000  
F-statistic  2.947615 10% 3.02 3.51 
k  1 5% 3.62 4.16 
  2.5% 4.18 4.79 
  1% 4.94 5.58 
Actual Sample Size 11  Finite Sample: n=35  
  10% 3.223 3.757 
  5% 3.957 4.53 
  1% 5.763 6.48 
   Finite Sample: n=30  
  10% 3.303 3.797 
  5% 4.09 4.663 
  1% 6.027 6.76 
Source: eviews output 
 
Table 10: Results of Ordinary Least Squares Method. 
Squares Dependent Variable INFRASTRUCTURE SECTOR 
Method: Least Squares  
Sample (adjusted): 2008 2019  
Included observations: 12 after adjustments  
Variable  Coefficient  Std. Error  t-Statistic  Prob.  
C  225179.6  220693.6  1.020327  0.0024  
DUNIONBUDGET 0.163412  0.2414620  0.160012  0.0013  
R-squared  0.600372  Mean dependent var  230998.7  
Adjusted R-squared  -0.699591  S.D. dependent var  657473.8  
S.E. of regression  689436.0  Akaike info criterion  29.87615  
Sum squared resid  4.75E+12  Schwarz criterion  29.95696  
Log likelihood  -177.2569  Hannan-Quinn criter.  29.84623  
F-statistic  4.003723  Durbin-Watson stat  2.898860  
Prob(F-statistic 0.000549  
Source: eviews output 
 

  
Figure 1: Infrastructure Index- Annualized Returns & 
Growth Rate 

Figure 2: Graph showing ARDL (1, 1) 
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Effect of ethanolic extract of Achyranthes asperalaves on polycystic ovarian syndrome (PCOS) was studied.  
PCOS was induced by administration of Letrozole orally. Estimated the levels of blood glucose, total 
cholesterol, triglycerides and hormonal changes like increase in level of testosterone, estrogen and 
decreased levels of progesterone with menstrual irregularity confirmed by vaginal smears and 
histopathological changes in the ovary of polycystic ovarian disease control. The various treatment 
groups of Achyranthes aspera exhibited significant reduction in blood glucose levels, total cholesterol and 
testosterone levels have a most prominent action. Identified the presence of phytoconstituents like 
glycosides, carbohydrates, alkaloids, saponins, terpinoids, proteins, steroids and phenolic compounds. 
Administration of Achyranthes aspera was reduce the blood glucose levels, decrease of androgen 
production and it showed beneficial effect on anovulation and menstrual irregularity. Also analysed the 
level of SGOT, SGPT found that significantly reverted in all the treatments. All the treatment groups 
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indicate reduction in Serum urea and creatinine levels weight of these organs, which are related to the 
endocrine functions.  Histopathological study of PCOS control showed more number of developed cyst 
and theca lutein cells. Various treatment groups showed significant reduction of number of cysts as 
compared to PCOS control rats. 
 
Keywords: Ethanolic extract, Achyranthes aspera, Letrazole, Histopathological studies, blood glucose, 
menstrual cycle, biochemical estimation, hormonal analysis, follicular cyst. 
 
INTRODUCTION 
 
Polycystic ovary syndrome (PCOS) is one of the most common endrocrine disorder frequently characterised by the 
accumulation of numerous cysts (fluid- filled sacs) on the ovaries associated with high male hormone levels 
(hyperandrogenism), ovulatory dysfunction, abdominal obesity, and other metabolic disturbances. The reproductive 
features of Polycystic ovary syndrome (PCOS) include the increased production of androgen and disordered 
gonadotropin secretion leading to the menstrual irregularity, hirsutism, and infertility [1,2]. PCOS is characterized by 
hyperandrogenism, elevated androgen levels, acne, acanthosis nigricans, insulin insensitivity, and chronic 
anovulation [3-6]. The aetiology of PCOS is not clearly understood, but lipid imbalance, oxidative stress, insulin 
resistance and genetics are some of the contributing factors [7-9]. The association with insulin resistance leads to 
increased production of androgen in theca cell by leutinizing hormone was increased and also the inhibition of 
hepatic synthesis of SHBG synthesis in liver cell. It prevents the normal follicular development in granulose cell by 
decrease in the level of follicular stimulating hormones which leads to follicular arrest [10].The treatment options in 
this case contribute to be more natural. Patients may be influenced to avoid dairy while also being prescribed 
supplements such as Iodine, Vitamin D, Magnesium, and Zinc, along with herbal formulas to reduce testosterone. 
Natural progesterone may also be prescribed in order to improve the hormonal imbalance and induce ovulation [11-
15].In the United States, polycystic ovarian syndrome (PCOS) is one of the most common endocrine disorders of 
reproductive-age women, with a prevalence of 4-12%. Up to 10% of women are diagnosed with PCOS during 
gynecologic visits. In some European studies, the prevalence of PCOS has been reported to be 6.5-8%. Ranging from 
2.2% to as high as 26%. As a result, the levels of estrogen, progesterone, LH, and FSH become imbalanced. 
Androgens are normally produced by the ovaries and the adrenal glands[16-18].Androgens may become increased 
in women with PCOS because of the high levels of LH but also because of high levels of insulin that are usually seen 
with PCOS [19, 20].In the present study is to evaluate the in-vivo polycystic ovarian syndrome of ethanolic leaves 
extract of Achyranthes aspera.The main objective of this study is to evaluate theeffectiveness of Achyranthes asperaon 
PCOS through blood glucose levels estimation, identification of irregularity in menstrual cycle, biochemical 
estimation, hormonal analysis, follicular cyst developments in Letrozole induced PCOS in rats. 
 
Plant Profile 
Achyranthes aspera belongs to Amaranthaceae, six species of Achyranthes occur in warm temperate and tropical 
regions of the world. The root, seeds and leaves of Apamarga is used in the form of juice and powder to treat 
excessive hunger, piles, visucika, sidhma, calculi and stone, wounds, difficult labour, sin, accidental wounds, eye 
disease, ear disease, head disease, dog-bite, abdominal pain, jaundice, insomnia and pain in vagina [21,22]. 
 
MATERIALS AND METHODS 
 
Preparation of Stock Solutions  
1mg/ml solution was prepared by using carboxy methylcellulose as a diluting solvent. 
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Preparation of Test Dose 
From the above prepared 1mg/ml solution 200, 400,600 mg/ml solution were prepared. Doses were given to animals 
according to body weight. 
 
Preparation of Standard Dose 
1mg/ml solution of Clomiphene citrate was prepared by using carboxy methylcellulose as a diluting solvent.Doses 
were given to animals according to body weight. 
 
Authentication of Plant  
The fresh plant of Achyranthes aspera was collected from Nallajerla, West Godavari Andhra Pradesh. The plant was 
identified and authenticated by Dr.Ramadevi, Associate Professor of Dr.Y.S.R Horticulture University, 
Venkatramanna Gudem. 
 
Drying 
After collection of leaves they were washed; left for shade dry for 10 days. 
 
Soxhlet Extraction Procedure 
After drying, plant leaves were size reduced by grinder. The dried powdered material was weighed and subjected to 
extraction by soxhelt apparatus. The apparatus was ran at a speed of 3 cycles/1hr. This process was continued for 16 
hrs. Finally solvent was recovered by simple distillation. Crude drug obtained from above procedure was stored 
carefully at room temperature. Phytochemical investigation was done to this crude material to identify secondary 
metabolites or constituents of plant.This crude material was used as a drug in the treatment of our present in-vivo 
screening [23]. 
 
Phytochemical Screening 
Animal Study 
The Wister albino female rats weighing 180-220g were obtained from Sai Agencies Secundrabad all animals were 
kept under 27+ 2°C, 80+10%humidity and a 12 hr light/ 12hr dark cycle. The animals were provided with free access 
to water and they were fed with standard rat diet. Each case contained 3 rats with bedding of husk. Animals were 
acclimatized 7 days prior to initiation of experiment. Polycystic ovary was induced in female rats by giving an oral 
administration of Letrozole once daily at the concentration of 1.0mg/kg dissolved in 0.25% carboxymethylcellulose 
(2ml/kg body weight vehicle) For 21 days. After 21 days (i.e. 22 day) PCOS control group animals were anesthetised 
by diethyl ether and retro orbital puncturing was done to determine blood glucose, estrogen, progesterone and total 
cholesterol. Then animals were sacrificed to determine the weight of uterus, ovaries, kidneys liver and heart. The 
treatment group animals were treated with different doses of plant extract and standard group animals were treated 
with Clomiphene citrate for a period of 15 days. On 36th day animals were anesthetised by diethyl ether and retro 
orbital puncturing was done to determine blood glucose, estrogen, progesterone and total cholesterol then animals 
were sacrificed according to the protocol to determine the weight of uterus, ovaries kidneys, liver and heart [24-26].  
 
Vaginal Smear Preparation Procedure 
The value of the vagina smear method for the study of ovarian function is based upon the response of the vaginal 
epithelium to the hormones of the ovary.Smears were taken every day on 10am. Female animals were anesthetised 
according to procedure by diethyl ether then animals were positioned in ventral side. A piece of cotton ear swab was 
taken and wetted by normal saline. Inserted the swab into vagina of the rat to certain depth and then rotated the 
swab gently in a clock wise direction. Then slowly removed the swab out of the vagina, and then rolled the swab on 
microscopic glass slide. The glass slide was stained by crystal violet or methylene blue then dried .glass slide was 
gently washed by water again dried for one minute. Then cells were observed by light microscope by 10X [27]. 
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Biochemical Parameters Determination  
On 22ndday (only PCOS induced group) and 36th day (remaining all groups) of the study, the animals were 
anesthetized with diethyl ether. The blood was drawn through retro orbital plexus and the serum was separated 
after centrifugation of total blood without anticoagulants, at 3000rp, for 10 min. The analysis of blood glucose,Total 
cholesterol,  Triglycerides, serum gluctamic-oxaloacetic transaminase (SGOT), serum glutamic pyruvic transaminase 
(SGPT), urea, creatinine were estimated in serum by standard laboratory technique [28-30]. 
 
Hormonal Determination  
The Serum testosterone,estrogen and progesterone were measured using an enzyme immunoassay kits by standard 
laboratory techniques [31]. 
 
Body Weight Observation 
Body weights of the animals were monitored every day morning   by using weighing balance till the end of the 
experiment [32]. 
 
Histopathology 
After Scarification of animals ovaries were dissected immediately without any delay. After that they were placed in a 
formalin containing container for fixation   for a period of 16hrs.After fixation samples were subjected to dehydration 
by immersing them in a series of alcoholic solutions of increasing order normally 70%,90%, 100% alcohol for a period 
of each 15mins respectively. Later samples were immersed in a clearing solution like xylene for 20min.then samples 
were placed in a tissue embedding cassette and pour molten pure paraffin wax on cassette then they were kept at 
20°C for 20min. Finally they were sectioned at a thickness down to at least 2µm and sections were observed by using 
microscope [33].  
 
RESULTS AND DISSCUSSION 
 
Polycystic ovarian syndrome was induced by oral administration of Letrozole 1mg/kg body weight of female rats at 
single dose. This causes the animals to produce irregular estrus cycle, anovulation and hormonal imbalance, 
abnormal follicular development hyperlipidemia and hyperglycemia. Hormonal evaluation showed that Letrozole 
induced PCOS rats were shown significant increase in serum Estrogen, Testosterone levels and decreased 
Progesterone levels as compare to PCOS control group. Letrozole administration increased sensitivity of the pituitary 
to GnRH results an increase in leutinizing hormone (LH) and increased insulin levels mainly amplify the intrinsic 
abnormality of their steroidogenesis. Excess androgen activity leads to hyperandrogenism. Achyranthes aspera 
changed these levels to almost normal. The present study total cholesterol and triglycerides levels were increased to 
high level in Letrozole induced PCOS rats these high levels might cause obesity and cardiovascular diseases. 
Achyranthes aspera significantly decrease the levels of cholesterol and triglycerides in all treatment groups (Group-
III,IV,V,VI) as compared to letrazole induced PCOS control. 
 
Vaginal Smears 
Total 36 days smears were taken to all animals.Every day at 10am smears were taken. 
 
Biochemical Parameters 
The above Values are expressed as Mean±SEM,n=6.used one way ANOVA to calculate statistical significance of 
various groups at*P<0.05,**P<0.01,***P<0.001 by using Dunnette multiple comparison test.The above Values are 
expressed as Mean±SEM,n=6 used. one way ANOVA to calculate statistical significance of various groups 
at*P<0.05,**P<0.01,***P<0.001 by using Dunnette multiple comparison test.The above Values are expressed as 
Mean±SEM,n=6.used one way ANOVA to calculate statistical significance of various groups 
at*P<0.05,**P<0.01,***P<0.001 by using Dunnette multiple comparison test. 
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CONCLUSION 
 
The present study polycystic ovarian disease was induced by administration of Letrozole orally. It confirmed that 
elevated levels of blood glucose, total cholesterol, triglycerides and hormonal changes like increase in level of 
testosterone, estrogen and decreased levels of progesterone with menstrual irregularity confirmed by vaginal smears 
and histopathological changes in the ovary of polycystic ovarian disease control. In this study, SGOT, SGPT level 
was significantly increased in PCOS control group as compared to the normal control. It indicate that the impairment 
of hepatic function in PCOS group. The elevated level of SGOT, SGPT and ALP was significantly reverted in all the 
treatments. Serum Urea and Creatinine levels were increased in Letrozole induced PCOS rats it might be the causes 
of renal dysfunction the earliest stages of atherogenesis is endothelial cell dysfunction.Result of this study suggests 
the Achyranhes aspera treatment prevent the impairment of renal functions evident by a decrease in serum urea and 
creatinine.  The increase in liver and ovary weight are related to inhibit the hepatic synthesis, and increases the 
immature development of follicles in ovary and increase androgen secretions in Letrozole induced PCOS rat. 
Histopathological study of PCOS control showed more number of developed cyst and theca lutein cells. Various 
treatment groups showed significant reduction of number of cysts as compared to PCOS control rats. 
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Table-1: Phytochemical investigation of Achyranthes Aspera 
S.No Phytochemicals Presence 

1 Alkaloids + 
2 Carbohydrates + 
3 Glycosides + 
4 Tannins or Phenolic Compounds + 
5 Phytosterols and Triterpennoids + 
6 Flavonoids + 
7 Proteins + 
8 Saponins + 

 
Table-2: Protocol for evaluation of efficacy 

Animal model Female Albino wistar rats 
Weight of animals  Between 170-180g 
No of dose groups 10 
Animal per group 6 
Dose of Letrozole 1.0mg/kg body weight 
Route of administration P.O.( oral administration) 
Vehicle for administration 0.25%carboxymethylcellouse 
Volume of vehicle 2.0ml/kg body weight  
Test sample Leaves of Achyranthes aspera 
Standard sample Clomiphene citrate 
Dose of standard 1.0mg/kg body weight 
Dose volume for evaluation  Testostetrone,Estrogen,Progesterone;  cholesterol and 

triglycerides; Histopathlogical evolution of ovary  

  
Table-3:Animal groups design 

Group-I Normal control  Received 2ml distilled water orally chow diet 
Group-II Letrozole control  Scarified on day 22 
Group-III Letrozole+clomiphene citrate  Received 1.0mg/kg body weight dose of 

clomiphene citrate (for 15days post letrozole 
induction) 

Group-IV Letrozole+Achyranthes aspera 
(Treatment-1) 

Received 200mg/kg body weight dose of 
clomiphene citrate (for 15days post letrozole 
induction) 

Group-V Letrozole + Achyranthes aspera 
(Treatment-2) 

Received 400mg/kg body weight dose of 
Clomiphene citrate (for 15days post letrozole 
induction) 

Group-VI 
 
 

Letrozole + Achyranthes 
aspera(Treatment-3) 

Received 600mg/kg body weight dose of 
Clomiphene citrate (for 15days post letrozole 
induction) 

Group-VII Vehicle control CMC 0.25% 
Group-VIII Natural recovery After induction was over only chow diet and 

water was given 
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Table-6: Effect of various treatments on Hormones in Letrozole induced PCOS rats 
Name of the Group Estrogen Progesterone Testosterone 

Group-1 (Normal control) 6.042±0.1586 30.39±1.30 7.01±0.1647 
Group-2(Letrozole control) 21.45±0.6357 21±1.289 15.87±1.045 

Group-3 (Letrozole+ 
Clomiphene citrate) 

11.42±0.6401*** 
 

29.80±2.84** 
 

10.42±0.6140*** 
 

Group-4(Treatment-1) 
Letrozole+A.aspera extract 

200mg/kg 

13.19±0.7151*** 
 

30.12±0.87 
** 
 

11.30±0.9081*** 
 

Group-5(Treatment-2) 
Letrozole+A.aspera extract 

400mg/kg 
11.30±0.4928*** 39.62±1.924*** 

 
9.46±0.7446** 

 

Group-6(Treatment-3) 
Letrozole+A.aspera extract 

600mg/kg 
9.075±0.2253 42.47±1.904* 

 
6.36±0.5181*** 

 

Group-7 (Natural recovery) 20.72±0.6079 18.55±0.690 15.13±0.5213 
Group-8( Vehicle control) 6.573±0.2005** 32.50±1.318*** 7.35±0.2078** 

 
Table-8: Effect of various treatments on cholesterol and triglycerides in Letrozole induced PCOS rats 

Name of the group Cholesterol Triglycerides 
Group-1 (Normal control) 170.8±2.120 148.7±2.539 
Group-2(Letrozole control) 228.5±15.62 183.7±5.308 

Group-3 (Letrozole+ 
Clomiphene citrate) 186.7±9.528* 167.5±1.455* 

Group-4(Treatment-1) 
Letrozole+A.aspera extract 200mg/kg 

180.7±3.78* 
 

163.8 ±2.404** 

Group-5(Treatment-2) 
Letrozole+A.aspera extract 400mg/kg 

171.3±8.999** 
 

152.7±0.097** 
 

Group-6(Treatment-3) 
Letrozole+A.aspera extract 600mg/kg 

164.3±1.687*** 
 

134.3±2.431*** 
 

Group-7 (Natural recovery) 215.2±13.58 177.3±4.558 
Group-8( Vehicle control) 169.5±2.01*** 1445.8±3.487 

 
Table-9: Effect of various treatments on SGOT and SGPT levels in Letrozole induced PCOS rats 
Name of the group SGPT SGOT 
Group-1 (Normal control) 36.50±1.057 31.00±0.856 
Group-2(Letrozole control) 56.35±6.869 56.17±4.468 
Group-3 (Letrozole+ 
Clomiphene citrate) 

36.50±2.141* 
 

44.50±4.559* 
 

Group-4(Treatment-1) 
Letrozole+A.aspera extract 200mg/kg 

35.17 ±.167*** 
 

36.50±1.784* 
 

Group-5(Treatment-2) 
Letrozole+A.aspera extract 400mg/kg 

29.83±1.108*** 
 

33.67±1.08* 
 

Group-6(Treatment-3) 
Letrozole+A.aspera extract 600mg/kg 

28.00±0.930** 
 

36.33±1.382*** 
 

Group-7 (Natural recovery) 52.50±5.772 52.00±3.967 
Group-8( Vehicle control) 35.83±1.195*** 31.50±0.896 
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Table-10: Effect of various treatments on Creatinine and Urea in Letrozole induced PCOS rats 
Name of the group Creatinine Urea 
Group-1 (Normal control) 0.983±0.033 26.83±1.138 
Group-2(Letrozole control) 2.100±0.344 4.17±5.510 
Group-3  
(Letrozole+Clomiphene citrate) 

1.233±0.067* 31.50±0.9220** 

Group-4(Treatment-1) 
Letrozole+A.aspera extract 200mg/kg 

1.233±0.070* 
 

32.83±1.641** 
 

Group-5(Treatment-2) 
Letrozole+A.aspera extract 400mg/kg 

1.117±0.080** 
 

33.83±0.703* 
 

Group-6(Treatment-3) 
Letrozole+A.aspera extract 600mg/kg 

1.050±0.080** 
 

26.33±0.881*** 
 

Group-7 (Natural recovery) 2.167±0.373 41.33±3.756 
Group-8( Vehicle control) 1.067±0.030 27.33±0.802 

  

 
Fig-1: Achyranthes aspera plant &Soxhlet process for extraction of plant constituents 

 
 

Fig- 2: Microscopic observation of cells in estrus cycle of 
Letrozole induced animals 

Fig- 3: Microscopic observation of cells in estrus cycle 
of treatment group 
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Fig- 4. Effect of A.aspera on Estrogen (a), Progesterone (b) and testosterone (c) levels in PCOS induced rat 

 
Fig- 5.:Effect of A.aspera on total cholesterol (a) and triglycerides (b) in PCOS induced rats 

 
 

Fig- 6: Effect of A.aspera on SGPT& SGOT levels in 
PCOS induced rats 

Fig- 7: Effect of A.aspera on Creatinine and Urea levels 
in PCOS induced rats 
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Fig -8: Histopathology observation of ovaries of Normal 
control (Group-1) 

Fig-9: Histopathology observation of ovaries of 
Letrozole induced animals (Group-2) 

 
 

 
Treatment-1 (200mg/ml     Treatment-2 (400mg/ml)Treatment-3 (600mg/ml) 

Fig- 10: Histopathology observation of ovaries of 
animals treated with standard Group-3 & natural 
recovery 

Fig- 11: Histopathology of ovaries treated with 
Traetment-1, Treatment-2 and Treatment-3 
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A field experiment was conducted at Musiri (Taluk), Trichy (District), Tamil Nadu during August- Ocotober 
2021to study the effect of weed management practices on the weed parameters, yield and economics irrigated 
blackgram. The treatment comprises of Unweeded control (T1), Hand weeding twice on 15 and 30 DAS (T2), 
Pendimethalin @ 750 g ha-1 (T3), Imazethapyr @ 90 gha-1 (T4), Quizalofop-p-ethyl @ 50 g ha-1 (T5), Sodium 
acifluorfen + clodinafoppropargyl@ 306.2 g ha-1(T6),Flumioxazin @125 g ha-1(T7).All the treatments significantly 
influenced the weed biometrics, growth, yield components and yield of blackgram. Among the treatments 
compared hand weeding twice on 15 and 30 DAS (T2) recorded the least weed dry matter production (DMP) 
with highest weed control index, higher grain and haulm yield. This was followed by sodium acifluorten + 
clodinafoppropargyl @ 306.2 g ha-1. However, sodium acifluorfen + clodinafoppropargyl @ 306.2 g ha-1 (T6) was 
recorded the higher net return and highest benefit cost ratio of  (2.43). The least gross return, net return and 
benefit cost ratio was recorded in unweeded control (T1). 
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INTRODUCTION 
 
Pulses are a source of supplementary protein to daily diet based on cereals and starch food for a predominantly 
vegetarian population. Blackgram [Vigna mungo (L.) Hepper] is called as king of pulses and it is one of the most 
important pulse crop cultivated in tropical and sub-tropical region. Blackgram is native of India and it is originated 
from its wild progenitor Phaselous sublobatus. Along with biological nitrogen fixation, it helps in the reduction of 
greenhouse gases emission by 5-7 times as compared to other crops [1].  Weeds results in a drastic decline of 66.67 
per cent yield in blackgram if grown uncontrolled [5].  Weed control plays a key role in increasing the productivity of 
blackgram. Removal of weeds at appropriate time using a suitable weed control practices is essential to obtain higher 
yield of blackgram. Various herbicides are effective against the weeds of blackgram and other pulse crops and the 
best alternative to mitigate crop-weed competition at different stages of the crop is either by the use of pre-
emergence or early post-emergence herbicides were to be studied for better weed management in blackgram. 
Keeping the above facts the present study, the effect of weed management on the weed parameters, yield and 
economics of blackgram. 

 
MATERIALS AND METHODS 
 
The field experiment was conducted at Musiri of Trichy district during August – October 2021 and was laid out in a 
Randomized block design with seven treatments and replicated thrice viz., Unweeded control (T1), Hand weeding 
twice on 15 and 30 DAS (T2), Pendimethalin @ 750 g ha-1 (T3), Imazethapyr @ 90 g ha-1 (T4), Quizalofop-p-ethyl @ 50 g 
ha-1 (T5), Sodium acifluorfen + clodinafop propargyl @ 306.2 g ha-1 (T6), Flumioxazin @ 125 g ha-1 (T7) with 3 
replications. The blackgram variety VBN – 5 was raised under optimum conditions of agronomic practices and plant 
protection measures in the field. The soil was Sandy clay loam in texture having pH 7.7, EC 0.42 dsm-1 with low in 
available nitrogen N (115.59 kg ha-1), medium in available phosphorous  P (21.61 kg ha-1) and high in available 
potassium K (432.25 kg ha-1). Observation on weed dry matter production was taken at 30 and 45 DAS and also the 
yield was taken at the time of harvesting. 

 
RESULTS AND DISCUSSION 
 
The predominant weed flora found in the experimental mainly consists of Cynodon dactylon and Brachiaria reptans 
under grass, Cyperus rotundus under sedge, Cleome viscosa and Trichodesma indicum under broad leaved weeds. 
 
Weed dry matter production 
Weed dry matter production reflects the growth potential of the weeds and is a better indicator of its competitive 
ability with the crop plants. All the treatments significantly influenced the weed DMP. Among the weed control 
measures compared, hand weeding twice on 15 and 30 DAS (T2) performed better in control of weeds throughout 
the cropping period and is superior to other treatments that removed all types of weeds effectively in the critical 
stages and also due to restriction of the emergence of fresh weeds in the later stages of crop growth [3]. This was 
followed by early post emergence application of sodium acifluorfen + clodinafop propargyl @ 306.2 g ha-1 (T6). Lesser 
weed DMP in this treatment was due to better control of weeds especially in the early stages of crop growth. Further, 
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the lower dry matter production of weeds might be due broad spectrum herbicidal activity contributing to weed free 
conditions during crop weed competition period [4]. The highest weed dry matter production was recorded in 
unweeded control (T1) due to uncontrolled weed growth. 
 
Weed control index 
Weed control index (WCI) is a measure of yield loss caused due to varying degrees of weed competition compared to 
relatively weed free conditions throughout the crop period leading to higher productivity. In the present study, hand 
weeding twice on 15 and 30 DAS (T2) (Table 1) was was found to be superior that resulted in highest weed control 
index. It was followed by early post emergence application of sodium acifluorfen + clodinafop propargyl @ 306.2 g 
ha-1 (T6) was found to be next in order. This was due to greater reduction in weed dry matter in this treatment which 
might have increased the weed control index [5], [6].  
 
Grain and Haulm yield 
Results of the study revealed that all the weed control treatments have a salutary effect on yield of blackgram over 
unweeded control. Among the different treatments compared, hand weeding twice on 15 and 30 DAS registered the 
maximum seed and halum yields was 910 and 1528 kg ha-1 higher over control (T1) (Table 1). This might be due to 
better control of all categories of weeds which reduced the crop weed competition by providing no weed situation in 
blackgram field. Thus, the crop plants being vigorous by efficient utilization of nutrients, moisture, sunlight with 
space gave better yield [6]. Further, the treatment with sodium acifluorfen + clodinafop propargyl @ 306.2 g ha-1 (T6) 
was found to be next in order. This might be due to the lower crop-weed competition, weed population and weed 
dry weight, enabling the crop to establish and to grow vigorously resulting in better growth and development of the 
crop [7]. Unweeded control recorded significantly lower seed yield and haulm yield compared to other treatments 
due to narrow spectrum of weed control and higher crop weed competition [8], [5] and [9]. 
 
Economics 
Economic efficiency and viability of crop cultivation are the main criteria for successful crop production. In general, 
higher crop productivity resulted in better economic parameters like net income and benefit cost ratio (Table 2). 
Among the treatments compared, early post emergence application of sodium acifluorfen + clodinafop propargyl 
@306.2 g ha-1 (T6) recorded highest with a BCR of 2.43 and highest net return of Rs.46450 ha-1. This might be due to 
the less cost of cultivation compared to other treatments. The treatment with hand weeding twice at 15 and 30 DAS 
(T2) was found to be next in order. The lowest net income and benefit cost ratio invested were recorded in unweeded 
control treatment, due to the weed competition throughout the cropping period [10], [11]. 
 
CONCLUSION 
 
From the present study, it could be concluded that hand weeding twice on 15 and 30 DAS (T2) significantly recorded 
the least weed dry matter production, higher weed control index and favouring  higher grain yield and haulm yield 
in irrigated blackgram compared to other treatments. However, sodium acifluorfen + clodinafop propargyl @ 306.2 g 
ha-1 (T6) recorded the higher values with respect to net income and highest benefit cost ratio compared to hand 
weeding twice at 15 and 30 DAS. Thus, sodium acifluorfen + clodinafop propargyl @ 306.2 g ha-1 (T6) was found to be 
economically viable chemical weed management option for better weed management and thereby enhancing the 
growth and yield of irrigated blackgram in situation with higher labour cost incurred for hand weeding.  
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Table 1: Effect of weed management on weed dry matter production of weed, weed control control (WCI), grain 
yield and haulm yield of blackgram. 

Treatments Dry matter production 
at 45 DAS (kg ha-1) 

WCI (%) at 
45 DAS 

Grain yield     
(kg ha-1) 

Haulm yield    
  (kg ha-1) 

T1  – Unweeded Control 942.61 - 426 803 
T2  – Hand Weeding twice on 15 and 

30 DAS 
152.84 83.78 910 1528 

T3 –  Pendimethalin @ 750 g ha-1 443.09 52.99 778 1164 
T4 –  Imazethapyr @ 90 g ha-1 324.10 65.61 826 1359 

T5 –  Quizalofop-p-ethyl @ 50 g ha-1 336.71 64.30 819 1344 
T6 –  Sodium acifluorfen + Clodinafop 

propargyl @ 306.2 g ha-1 281.69 70.11 868 1463 

T7 –  Flumioxazin @ 125 g ha-1 468.86 50.26 771 1156 
SEm± 13.13 - 12.37 38.19 

CD (P= 0.05) 40.91 - 37.12 121.23 
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Table 2: Economics of irrigated blackgram as influenced by weed management practices 
 

Treatments Cost of cultivation 
(Rs ha-1) 

Gross income     
(Rs ha-1) 

Net income 
(Rs ha-1) 

Benefit cost 
ratio (BCR) 

T1  – Unweeded Control 28722 38751 10029 1.34 
T2  – Hand Weeding twice on 15 and 

30 DAS 
34699 82664 47965 2.38 

T3 –  Pendimethalin @ 750 g ha-1 31626 70602 38976 2.23 
T4 –  Imazethapyr @ 90 g ha-1 31983 75019 43036 2.34 

T5 –  Quizalofop-p-ethyl @ 50 g ha-1 31934 74382 42448 2.32 
T6 –  Sodium acifluorfen + 

Clodinafop propargyl @ 306.2 g ha-1 
32401 78851 46450 2.43 

T7 –  Flumioxazin @ 125 g ha-1 32889 69968 37079 2.12 
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An L(2,1)- labeling of a graph G is a function f from the vertex set V(G) to the set of all non-negative 
integers such that 2)()(  yfxf  if d(x,y)=1 and 1)()(  yfxf  if d(x,y)=2,where d(x,y) denotes 

the distance between x and y number . The L(2,1) – labeling number  G  of G is the smallest number k 

such that G has an L(2,1)- labeling with   kGVvvf  )(:)(max In this paper we obtain the L(2,1) 
number for some special graphs in terms of the number of vertices(n) and finding L(2,1) number by using 
Python Program . Finally, we got interesting result. 
 
Keywords: labeling, number, paper 
 
 
INTRODUCTION 
 
The assignment of FM frequencies to stations became a problem as technology advanced in the early 20th century. 
As more and more stations requested frequencies, it became difficult to assigns frequencies without having new 
stations interfere with the broadcast of other stations nearby. The channel assignment problem is an engineering 
problem in which the task is to assign a channel (non-negative integer) to each FM radio station in a set of given 
stations such that there is no interference between stations and the span of the assigned channels is minimized. The 
level of interference between any two FM radio stations correlates with the geographic locations of the stations. 
Closer stations have astronger interference, and thus there must be a greater difference between their assigned 
channels. In 1980, Hale introduced a graph theory model of the channel assignment problem where it was 
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represented as a vertex coloring problem [3]. Vertices on the graph correspond to the radio stations and the edges 
show the proximity of the stations. In 1991, Roberts proposed a variation of the channel assignment problem in 
which the FM radio stations were considered either ”close” or ”very close.””Close” stations were vertices of distance 
two apart on the graph and were as-signed channels that differed by two; stations that were considered ”very close” 
were adjacent vertices on the graph and were assigned distinct channels [6]. 
 
More precisely, Griggs and Yeh defined the L(2, 1)-labeling of a graph G = (V, E) as a function f which assigns every x, 
y in V a label from the set of positive integers such that f (x)  f (y) 2 if d(x, y) = 1 and  f (x)  f (y) 1 if d(x, y) = 2 [2]. L(2, 1)-
labeling has been widely studied in recent years. 
 
Definitions and Notation 

Definition1.LetG=(V,E) be  a graph and  f be a mapping f:V −→N. f 
Is an L(2,1)- labeling of Gif ,for all x, y ∈V, 









1),(2
2),(1

)()(
yxdif
yxdif

yfxf
 

 

Definition 2. The L(2, 1)-number, (G), of a graph G is the smallest natural number such that G has an L(2, 1)-

labeling with as the maximum label. An L(2, 1)-labeling of a graph G is called a minimal L(2, 1)-labeling of G if, 

under the labeling, the highest label of any vertex is  (G). 
 
Note. If 1 is not used as a vertex label in an L(2, 1)-labeling of a graph, then every vertex label can be decreased by 
one to obtain another L(2, 1)-labeling of the graph. Therefore in a minimal L(2, 1)-labeling 1 will necessarily appear as 
a vertex label. 
 
Definition 3. Let G = (V, E) be a graph. G is called a complete graph on n vertices, Kn, if for all vertices x, y V ,    (x, y)
 E. 
 
Definition 4:  
Barbell graph is a simple graph obtained by connecting two copies of a complete graph Kn by a bridge and it is 
denoted by B(Kn,Kn). 
Analysis: 
1. Total number of nodes (In n-barbell graph): 

The Total number of Nodes = 2*N 
2. Total number of edges(In n-barbell graph): 

Total number of edges = 2*number of edges in complete graph + 1 
=2*(n*(n-1)/2) +1 = n*(n-1) + 1 
 
Properties: 
1. The barbell graph contains cycles in it. 
2. The barbell graph is connected every two nodes have a path between them. 
3. It has a bridge between 2 complete graphs. 
4. Bridge may and may not have nodes in it. 
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Theorem: 
The L (2, 1) number of a Barbell graph is 2n. 

  .2),( nKKB nn   
Proof: 
Let G= (V, E) be a Barbell graph ),( nn KKB  with the vertex set V= nn vvvvuuuu ,.......,,,,,.......,,, 321321  and 

the edge set E=     njnivvvunjniuu jinji  1;1;1;1; 1 . 

Let f be a minimal L (2, 1) labeling of the Barbell graph ),( nn KKB . We have d( ji uu , )=1 for all ni 1 and 

d( nvu ,1 )=1  for i=1, j=n and d( ji vv , )=1 for all njni  1;1  and d( ji vu , )=2  njandi  1  

Since f is minimal, any one of the vertices of G should have label 1. 
 
Let 1)( 1 uf  

Define,   
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For all Vuu ki ,  
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Therefore f is an L(2,1) labelling. 
Case 2: 
               For all njVvv mj  ,,  

By (2)      
 

2
2
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2222
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Therefore f is an L(2,1) labelling. 
Case 3: 
               For  njvu jj ,,  
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By (1) and (2)      

1
32

212)()(







n

nvfuf nn

 

Therefore f is an L (2, 1) labelling. 
Therefore the labeling pattern  {1,3,5,…….,2n-1,4,6,……2(n-1+1)}={1,3,5,…….,2n-1,4,6,……,2n}   

shows that   .2),( nKKB nn   
 
Example: 
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Python Program For L(2,1) Labeling of Barbell Graph 
 
Python Program For L(2,1) Labeling of Barbell Graph  
 
import network x as nx 
import matplotlib.pyplot as plt 
import numpy as np 
 
defget_points(vals): 
points = [] 
for a in range(len(vals)): 
for b in range(a+1, len(vals)): 
points.append((vals[a], vals[b])) 
return points 
 
while True: 
try: 
        n = int(input("Enter n value (greater than 1):")) 
if n > 1: 
break 
else: 
print("n value should be greater than 1.") 
except: 
print("Invalid Entry. Please enter an integer greater than 1.") 
 
u_values = [1] + [2 * i - 1 for i in range(2,n+1)] 
v_values = [2 * (j+1) for j in range(1,n)] + [2] 
 
print('u-values:', u_values) 
print('v-values:', v_values) 
 
points1 = get_points(v_values) 
points2 = get_points(u_values) 
print(f"L(2,1) number of B(k{n}, k{n}) = {max (v_values)}") 
G1 = nx.Graph() 
G1.add_edges_from(points1) 
 
G2 = nx.Graph() 
G2.add_edges_from(points2) 
 
G_connector = nx.from_edgelist([(points1[0][0],points2[-1][1])]) 
G = nx.compose_all([G1,G2,G_connector]) 
 
seed = np.random.seed(31) 
pos = nx.spring_layout(G, seed=seed) 
plt.figure(figsize=(10,6)) 
nx.draw(G, pos=pos, with_labels=True, node_size = 1000, node_color = 'skyblue') 
plt.show() 
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Output 
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\ 
According to World Health Organization (WHO),balance and postural impairments are commonest and 
affects approximately 50% of stroke survivors. This study intends to determine4-week task oriented 
sitting training given in conjunction with functional electrical stimulation on balance,postural control and 
functional activity. 54 subjects with subacute stroke were invited and screened for participation in this 
experimental study following the selection criteria, through purposive sampling method. Total 32 
patients were included in the study, out of which withdrew due to time limitation and health issues. 
Participants were involved in task oriented sitting training in conjunction with FES intervention, which 
was given20 minutes daily, 5 days per week, 4 weeks in addition to 20 minutes conventional 
physiotherapy. Data of total 29 participants were analyzed and showed significant improvement in 
balance, postural control and functional activities(p<0.001).This study showsthat4-week task oriented 
sitting training in conjunction with DESis effective in improving balance, postural control and functional 
activities in subacute stroke patients. 
 

Keywords: Balance, functional electrical stimulation, functional independence, subacute stroke, task 
oriented sitting training, trunk control. 

 
INTRODUCTION 
 
According to the World Health Organization (WHO), cerebrovascular stroke or accident(CVA)is the third most 
common cause of chronic disability in developing countries [1]. Globally, there is a huge burden of stroke with 10.3 
million new stroke and 113 million disability adjusted life years (DALY) per year [2]. Clinically, a variety of focal 
deficits shows changes in level of consciousness,motor,cognitive, impairments of sensory, perceptual and language 
function [3]. Stroke survivors shows chronic disabilities related to impairments in body structure and function,such 
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as changes in motor function, limitations in certain activities, changes in mobility, increased risk of falling during 
functional activities, and restriction of participation[4]. Balance and postural disorders among the most prevalent 
consequences, affecting 50%of post-stroke patients. 83% of stroke patients experienced difficulty in executing 
successful balance and postural control [5].Post stroke mechanisms of balance disorders are diverse and in stroke 
patient imbalance is due to postural sway, asymmetrical weight shifting, asymmetrical weight distribution [6]. 
Causes of postural imbalance include muscle weakness, spasticity, delayed activity of the trunk muscles, 
perceptual deficits [7]. Trunk Control is an important predictor of recovery and along with the sitting balance it is 
significantly correlated with other functional abilities related to balance[7]. 
 
Recently, physiotherapy interventions have focused on ‘Task Oriented Training (TOT)’ approach which is based on 
behavioral neuroscience as well as recent models of motor control and motor learning. It includes a repetitive 
training of functional task or an element of a single functional task that is carried out in an open environment to 
acquire efficient and effective motor skill [8].Literature has demonstrated the efficacy of a task specific sitting 
training protocol for improving loading on affected lower extremity; enhanced ability to reach further and faster; 
sitting ability, sitting quality and standing up early; balance and functional independence in individuals who had 
suffered stroke [8-12].Functional Electrical Stimulation (FES)is widely researched for rehabilitation of lower 
extremity function after stroke. It is commonly used to initiate and facilitate the voluntary contraction of paretic or 
paralyzed muscles to produce functional movement; and augment repetitive task-specific practice, thereby 
improving motor control [13,14].There is Unavailability of literature suggesting that both of this intervention can be 
used in conjunction to show their effects on balance and postural control in subacute stroke patients. This study 
intends to assess the combined effects of these interventions and also inspect its clinical implications using an 
experimental study design. 
 
METHODS 
 
This study was conducted at the Department of Neurological Physiotherapy,S.P.B. Physiotherapy College, Surat 
between April-2021 to May-2022. After receiving ethical approval from the Institutional Ethical committee, total 54 
patients were screened on the basis of inclusion and exclusion criteria following purposive sampling 
method.Inclusion criteria were: both male and female patients having stroke between 4 weeks -6 months; first 
episode of stroke diagnosed by CT or MRI or diagnostic medical reports by an europhysician; mini mental scale 
score>24; Brunnstorm voluntary control grade 3 or more; and participant who was able to sit for 20 minutes and 
reach forward and 45 degrees across the body onbothsides.Exclusion criteria included: any visual, neurological, 
musculoskeletal or motor planning deficit affecting patient’s ability to participate in the study. After receiving 
informed consent from patients, 32 eligible subjects were subjected to intervention. 3 subjects withdrew their 
participation, 2 from group A and 1 from group B, during the period of intervention (i.e., 1- time limitation, 2- 
worsening of health condition).Total 29 sub-acute stroke patients’ data were used for final analyses (Figure 1). 
Participants performed a standardized training program which involved 10 daily practice sessions of reaching 
beyond arm’s length for 20 minutes for 4 weeks in conjunction with FES applied as shown in figure-2 and 
additionally a 20 minutes’ session of the conventional physiotherapy. Conventional physiotherapy treatment 
included exercises for reduction of tone, gait and balance training, strengthening, stretching, co-ordination 
exercises, etc. 
 
The subjects used their unaffected hand for reaching, picking up and drink water from a glass from 3 reach direction 
conditions: (a) Forward, (b) 45o towards the unaffected side and (c) 45o across the body towards affected side. Subject 
practiced reaching while sitting on the height adjustable stool while feet were resting completely on floor. Height of 
the seat was adjusted to 100% of lower leg length. The glass was kept at height adjusted to 75% of shoulder height. 
The progression in training was done by increasing number of repetitions and complexity of task over 4 weeks’ 
period. Each participant performed 250-350 reaches per session and average 3000 reaches over 4 weeks [8]. 
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The FES was applied simultaneously using Walker 3035 channel FES2’ (Figure 3) through self-adhesive rubber 
electrodes which was be positioned: one over the motor point of the tibialis anterior (TA) muscle and one 
immediately below the belly of the muscle. Active FES was conducted for maximum up to 20 minutes with a pulse 
width of 250 µs, modulated at a frequency of 50 Hz and stimulation cycles of 1:2 (Time on: Time off = 6 sec: 12 
sec)associated with active contraction of the TA muscle [15]. 
 
In this study, berg balance scale for balance (BBS) [16] and performance-oriented mobility assessment (POMA) [17] 
for postural control during mobility were used as primary outcomes. As a secondary outcome, Indian stroke scale 
(ISS) [18] was used for assessing functional activity in daily life. All outcome measures were recorded at the 
starting and at the end of 4-week training period.Statistical analysis for demographic details, BBS scores, POMA 
scores and ISS scores was done using SPSS version 20.00 Software. Microsoft Office Excel for Windows was used 
for creating graphs and tables. 
 
RESULTS AND DISCUSSION 
 
Total 29 participants with mean age 53.96 + 7.68 years participated out of which majority, i.e., 65.52% were male and 
only 34.48% were female. Most of the participants had ischemic stroke (55.17%) and only 44.83% were hemorrhagic. 
Age group wise distribution showed that majority of the patients belonged to the age group 56-60 years (31.03%) 
followed by 61-65 years (20.69%) and least were from younger age group of 35-40 years (3.45%).As shown in table 1, 
the mean difference of BBSvalues was 3.62 ± 1.56. The pre-post difference of means for BBS scores were compared 
using parametric paired t-test. The comparison results indicate statistically highly significant (p<0.05) improvement 
on balance of subacute stroke patients.A previous experimental study from India which assessed effect of task-
oriented training on in balance and self-efficacy reported findings same as the present study by showing statistically 
significant improvements in Berg balance scale, timed up and go test, activity specific balance confidence scale and 
Barthel index scores [19].Non-parametric Wilcoxon Signed rank test was used to compare pre- and post- intervention 
differences of means for POMA and ISS scores. The mean difference for ISS and POMA was, 2.79 ± 0.94 and 2.93 ± 
1.43 respectively. These findings are also indicative of statistically significant (p<0.05) improvement on postural 
control and functional status of subacute stroke patients. The findings of this study are in coherence with previous 
studies which concluded that balance and functional independence measured by BBS and Barthel index scores show 
significant improvements after task oriented sitting training [8,10]. 
 
The mean difference values for pre- and post- intervention scores of BBS (3.62), POMA (2.93) and ISS (2.79) suggest 
that out of three outcome measures BBS shows more significant change in comparison with POMA and ISS scores 
after 4-weeks of intervention. In previous studies, it was concluded that the task-oriented training approach showed 
more changes in specific tasks like ‘standing feet together unsupported’ ‘picking up an object from the ground’, 
‘turning 360 degrees’, ‘placing alternate foot on step or stool’, ‘tandem standing’ and ‘standing on one leg’ [20-22].In 
this study, individual components of BBS or POMA were not scored separately and only total scoring was considered 
which can be considered for future study where we can analyze which components are more affected by seated 
reaching.Study by Dean M. et al (1997) provides strong evidence of the efficacy of task-related motor training in 
improving the ability to balance during seated reaching activities after stroke [11].  
 
The findings of Kang et. Al. (2020) illustrate the role of the lower limbs in balancing the body in sitting during 
reaching tasks. Peak vertical ground reaction force (GRF) through the feet occurs normally around the end of the 
reach. At this time, force through the feet acts to break the forward momentum of the body mass and to prevent a fall 
forward. Additional force enables the return of the upper body to the upright position. After training, stroke subjects 
had improved the timing of peak vertical GRF to normal and were able to activate anterior tibial and soleus muscles 
in the affected leg more consistently. Activation of these muscles, which link the shank to the foot, assists in 
balancing the body mass during distant reaches both in sitting [13]. Almost all the functional activities require 
postural control including trunk in erect position and as the seated reaching works through activation of trunk 
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muscles and anterior tibial group muscles, it may be helpful in improving the functional independence. 
Improvements in functional activity measured by ISS scores are indirect reflection of improvement in specific 
components such as ‘standing up from an armchair’, ‘moving around inside home’, ‘getting dressed’, and ‘standing 
without support for 5 min’. Jung-Hyun Kim et.al. (2011) concluded that in their study when FES was applied to the 
tibialis anterior (TA) and gluteus Medius (GM) muscles it produced significant improvement of the spatiotemporal 
parameters of gait in individuals with a hemiparetic stroke. They compared the groups of patients who received FES 
for TA only and FES for TA+GM with the group of patients who did not receive FES. In comparison to the TA only 
and non-FES conditions, the GM + TA group showed significantly higher gait speed, cadence, and stride length. In 
the TA only condition versus the non-FES condition, the gait speed, cadence, and stride length were all significantly 
increased[23]. In present study also, there is application of FES for TA, resulting in improvement in both postural 
control and gait functions measured by BBS and POMA. 
 
The study has implications for rehabilitation, demonstrating that the performance of subacute stroke patients can be 
improved in functions of daily living by inclusion of short task related seated reach training along with FES that 
takes into account normative biomechanics related to trunk and lower limb function. It can be included in treatment 
intervention at an early stageof rehabilitation when there is greatest potential for neuroplasticity. As for all studies 
this study has its limitations, which include: (a). a smaller sample, (b). lack of long-term follow ups to confirm 
persistence of interventional gains, (c). exclusion of subjects who were not able to sit and reach, (d). lack of training 
for seated reach training on dynamic surface. Future studies may be undertaken with larger sample and shall 
consider long term follow up of the outcomes while also including training on dynamic surfaces. 
 
CONCLUSION 
 
As per result present study supports use of task-oriented approach using task oriented sitting training along with 
functional electrical stimulation for improving balance and postural control leading to increased functional 
independence in subacute patients with stroke. 
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Table 1: Pre- and post-intervention within group comparison of means (n=29) 

OUTCOME 
MEASURES 

PRE-SCORE POST-SCORE 
TEST APPLIED P -VALUE 

Mean SD Mean SD 

BBS Scores 46.10 2.65 49.55 2.81 Paired t- test <0.05 

POMA Scores 22.11 3.02 25.06 2.81 
Wilcoxon signed rank test 

<0.05 

ISS Scores 70.13 3.52 72.89 9.37 <0.05 

Note: Here, Underlined values of ‘p’ shows statistically significant difference at < 0.05 levels. 
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Figure 1: Participant Flow 
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Figure 2: Setup for Task Oriented Sitting Training 

with FES for Tibialis Anterior 
Figure 3: Parts of ‘Walkex 3035 channel FES2’ 

System 
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\ 
Agriculture is the backbone of the Indian economy and it remains for a long time. Agricultural 
productivity mainly depends on various factors like availability and quality of agricultural inputs such as 
land, water, seeds and fertilizers, assurance of remunerative prices for agricultural produce, crop 
insuranceand storage and marketing infrastructure etc. Indian agriculture is largely depended by agro-
ecological diversities in soil, rainfall, temperature, and cropping system. A proper harvesting and 
proficient utilization of water is of great importance.Besides, major commodities imported to India are 
pulses, edible oils, fresh fruits and cashew nuts. Major agriculture produce are exported by India such as 
rice, spices, cotton, meat and its preparations, sugar, etc. The main objectives of the study are to know the 
demographic profile of the farmers and their retention of customers towards market produce, to identify 
the labour shortage after implementation of lockdown during COVID-19 and to examine the satisfaction 
level of the farmers towards the Marketing of Agricultural Produce after implementing Plans and 
policies during COVID Crisis. A sample of 150 farmers has been taken for the study. A purposive 
sampling technique has been adopted to collect the data from farmers. A tool such as Percentage 
analysis, Chi-square, ANOVA and T-test has been applied to analyze the data. The study reveals that 
Indian farmers should expand their cropping pattern from cereals to high-value crops. This will increase 
revenue and reduce environmental degradation simultaneously. It is concluded that marketing 
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beforeand after covid-19 have a significant association with retention of the customer, the marketing 
before covid-19 of the respondents have a significant association with labour shortage after 
implementation of lockdown. The respondents have been varied significantly in the satisfaction score for 
marketing of agricultural produce during covid crisis when they are classified based on age groups, 
gender, marital status, educational qualification, monthly income, problem faced on exporting and future 
farming.  
 
Keywords: Agriculture productivity, Agro-ecological, Harvesting, Commodities and Lockdownduring 
COVID-19 

 
INTRODUCTION 
 
India is an agriculture country where two-thirds of its population is involved in agricultural production activity. 
Agriculture is the pillar of Indian economy, as it contributes 4 per cent of global gross domestic product (GDP) and 
in developing countries; it contributes more than 25 per cent of GDPas reported by World Bank. It is a primary 
activity, whose source of income for about 58 per cent of total India’s population. It employs nearly half of the 
country workforce. India’s food grains production is increasing every year and India is among one of the top 
producers of various crops such as rice, wheat, pulses, sugarcane etc. India becomes the highest producer of milk 
followed by fruits and vegetables. In 2013, India contributed 25 per cent to the world’s pulses production, 22 per cent 
to rice production and 13 per cent to the wheat production. Agriculture refers to the act of growing crops and rising 
livestock for human consumption. It consists of two types of agriculture namely industrialized agriculture and 
subsistence agriculture. Industrialized agriculture is a type of agriculture where huge numbers of crops and livestock 
are produced for massive consumption and the products were exported to different countries. This type of 
agriculture increases the crop yield by implementing the large irrigation system and also by chemical fertilizers & 
pesticides. Another method of industrialized agriculture is monocultures, where single crop is planted on large scale 
in order to acquire high yield. Subsistence agriculture is based on small farming and the farmer produces enough 
food for own personal consumption. The main goal of subsistence agriculture is to produce sufficient food to ensure 
the survival of individual family. If there is any excess in food production, it may cater the needs of the local families. 
Instead of using chemical pesticides, subsistence farmers used only natural predators of pests to control the pest 
population. Polyculture is another method of subsistence agriculture, where different types of crops are planted in a 
single area to get the most crop yield out of a small area of land. 

STATEMENT OF THE PROBLEM  
India is the second major producer of rice, wheat, cotton, sugarcane, fruits & vegetables and groundnuts. As of last 
decade, it also produced 25 per cent of the world's pulses until 2019. India is one among the top 15 exporters of 
agricultural products in the world. Agricultural export from India reached US$ 38.54 billion (FY19) and US$ 35.09 
billion (FY20). High percentage of agriculture land, diverse agro-climatic situations encourages farming of different 
crops. Due to increase in population and rising urban &rural income is driving the demand. Demand for agriculture 
contributions such as hybrid seeds and fertilizers and associated services like warehousing and cold storages are 
increasing pace in India.In India, consumer spending is in growth during 2021 post the pandemic-led contraction, 
expanding by as much as 6.6 per cent. 
 
REVIEW OF LITERATURE 
 
David Harris and Dorian Q Fuller (2014) have made a study on the topic “Agriculture: Definition and Overview”. 
This study mainly focused on the evolutionary model involving pre-domestication cultivation and post-
domestication cultivation evolution syndrome. This study reveals the various indicators like cultivation, 
domestication, mixed crop-livestock farming, pastoralism, horticulture, arboriculture and vegeculture. 
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Chandra Shekara, Ajit Kumar, Balasubramani et al (2016) have made a study on “Basic Agriculture”. The study 
focused on the important extension sources to farmers, input dealers, Cooperative Society, ATMA, Kissan Call 
Center, KrishiVigyan Kendra, Agricultural Universities, ICAR Institutions, Commodity Boards, National Institutes, 
International Institutes and Agricultural Magazines. This study concludes that the important sources of finance to 
farmers are banks, cooperatives and SHGs. Kissan Credit Cards provides adequate and timely financial support from 
the banking system to the farmers. Non loanee farmers are advised to take the benefits of agricultural insurance 
coverage by paying nominal premium, maintain close liaison with extension.William R. Cline (2008) has conducted a 
study on the topic “Global warming and agriculture”. This study focused on the effect on agriculture due to climatic 
changes, impact on crop yields and technological rescue. The researcher applies the ricardian model in the study. 
The study reveals that developing countries get affected due to the effects of global warming on agriculture and 
green revolution has been slow down the global warming. This study specifies the importance of coordinated 
international action to limit the carbon dioxide emissions. 
 
OBJECTIVES OF THE STUDY 
1. To know the demographic profile of the farmers and their retention of customers towards market products. 
2. To identify thelabour shortage after implementation of lockdownduringCOVID-19. 
3. To examine the satisfaction level of the farmers towards the Marketing of Agricultural Products after 

implementing Plans and Policies during COVID Crisis. 

RESEARCH METHODOLOGY 
 
A sample of 150 respondents has been chosen for the study by adopting purposive sampling techniques. Structural 
questionnaire is used to collect the data from the farmers. Secondary data such as newspaper, magazine, journals, 
articles etc., have been taken for the study.  Tools such as Percentage analysis, Chi-square, ANOVA and T-test have 
been applied to analyze the data. 
 
Analysis and Interpretation 
With respect to market before covid-19 of the respondents, it is clear that out of 150 respondents, 78 respondents 
belong to directly selling the products in market before covid-19. Among them, most (28.6 per cent) of the 
respondents has gained the customer. It is observed from the above table that 48per cent of the respondents are in 
the age group of 40 to 60 years, 67.3 per cent of the respondents are male, 65.3 per cent of the respondents are 
married, 38 percent of the respondents are graduate, 38 percent of the respondents have a monthly income of 
Rs.25,000 to Rs.50,000 and 42per cent of the respondents are undertaking farm up to 5 years.23.3 per cent of the 
respondents has neither gained nor lost the customer with respect to market after covid-19.The chi-square result 
have shown that the marketing before covid-19 of the respondents (2=20.655, P >.05) have a significant association 
with retention of the customer at 1 per cent level. Hence, the null hypothesis has been rejected with respect to 
marketing of the respondents before covid-19 whereas the null hypothesis has been rejected with respect to 
marketing of the respondents after covid-19 at 5% level of significance. 
 
With respect to market before covid-19 of the respondents, it is clear that out of 150 respondents, 78respondents 
belong to directly selling the products in market before covid-19. Among them, most (46 per cent) of the respondents 
has labour shortage before COVID 19. Among64 respondents, 32 per cent of the respondents have labour shortage 
after COVID 19.The chi-square result have shown that the marketing before covid-19 of the respondents (2=20.655, P 
>.05) have a significant association with labour shortage after implementation of lockdown at 5 per cent level. Hence, 
the null hypothesis has been rejected with respect to labour shortage after implementation of lockdown before covid-
19.The null hypothesis has been accepted with respect to market after covid-19. 
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ANOVA 
Satisfaction vs. Socio-economic profile and study factors 
ANOVA and t-test have been used to test whether the ‘Satisfaction’ mean score has differed significantly among the 
respondents classified based on ‘socio- economic profile ’ and study profile with the following null hypothesis. 

H0: “The mean score of satisfaction does not have significant difference with Socio- economic Profile and study 
profile of the respondents”. 

The null hypothesis has been tested for each of the Socio- Economic Profile factors and study factors separately and 
the results are presented in the following table.It is inferred from the above table that the respondents whose age 
belong to below 20years (3.7353) have been highly satisfied the Marketing of Agricultural Produce after 
implementing Plans and policies during COVID Crisis and the respondents whose age above60 years (2.0556)  have 
been  highly dissatisfied the marking of agricultural produce during COVID Crisis.Female respondents are highly 
satisfied when compared to male respondents towards Marketing of Agricultural Produce after implementing Plans 
and policies during COVID Crisis. Graduates are highly satisfied when compared to others with respect to 
Marketing of Agricultural Produce after implementing Plans and policies during COVID Crisis. Most of the 
respondents (4.25) who have a monthly income of above Rs.1,00,000 have a highest satisfaction score. Most of the 
respondents do not face any problems on exporting agriculture produce since, it has highest mean score. Most of the 
respondents wish to continue their farming business.  
 
However, with the F-ratio value / T-value, it is revealed that the respondents have been varied significantly in the 
satisfaction mean score for marketing of agricultural produce during covid crisis when they are classified based on age 
groups, gender, marital status, educational qualification, monthly income, problem faced on exporting and future 
farming. Therefore, the null hypothesis has been rejected at 1 per cent level and 5 per cent level with respect to 
Marketing of Agricultural Produce after implementing Plans and policies during COVID Crisis. 
 
 
SUGGESTIONS 
1. Marketing of agricultural produce gets affected after COVID-19. Farmers should compare the gross margins of 

different crops and the production techniques, helps to make decisions on using the land to maximize revenue. 
The retention of the customers is necessary in order to increase the sale of agriculture produce. Therefore 
farmers should retain their customers by fixing affordable price, discounting the agriculture produce and 
providing hospitality to their customers. 

2. The farmers are facing the labour shortage after implementation of lockdown. Hence, thelabour productivity 
helps to identify the crops and techniques that make best use of labour (family or wage labour). It also indicates 
if it is profitable to work on your own farm.In order to reduce the labour shortage, farmers should adopt various 
measures such as providing mask, sanitizer and adequate labour wage to work effectively. 

3. The farmers in the age group of above 60 years are dissatisfied with the Marketing of agricultural produce. 
Therefore government should take appropriate steps to sell the agriculture produce by procuring goods directly 
from the senior citizens. 

4. The farmers who have completed their primary education have less satisfaction score on Marketing of 
agricultural produce. So, the government should provide various awareness programs and skill enhancement 
programs to market the agriculture produce. 

5. Farmer should analyze the capital productivity indicates which crops or production techniques make best use of 
money invested. 

CONCLUSION 
 
Agriculture sector is expected to grow in India in next few years due to increased investment in infrastructure 
facilities like irrigation facilities, warehousing and cold storage. Nowadays genetically modified crops has been 
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increased the yield for Indian farmers. After globalization (1990), the India farmers have faced various challenges. 
Although being significant producer of rice, spices, cotton, rubber, tea, coffee and jute our agricultural products are 
unable to contest with the developed countries due to highly subsidized agriculture in those countries. In order to 
make the agriculture successful and profitable, it is necessary to improve the condition of marginal and small 
farmers. The study has been concluded that the marketing before and after covid-19 have a significant association 
with retention of the customer, the marketing before covid-19 of the respondents have a significant association with 
labour shortage after implementation of lockdown. The respondents have been varied significantly in the satisfaction 
score for marketing of agricultural produce during covid crisis when they are classified based on age groups, gender, 
marital status, educational qualification, monthly income, problem faced on exporting and future farming. Therefore, 
the null hypothesis has been rejected at 1 per cent level and 5 per cent level with respect to Marketing of Agricultural 
Produce after implementing Plans and policies during covid crisis. 
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Table-1 Demographic Factors 

Demographic Factors Categories Frequency Per cent 
Age Below 20 17 11.3 

20 – 40 52 34.7 
40 -60 72 48.0 
Above 60 9 6.0 

Gender Male 101 67.3 
Female 49 32.7 

Marital Status Married 98 65.3 
Unmarried 46 30.7 
Widowed 6 4.0 

Educational Qualification No formal education 17 11.3 
Primary education 15 10.0 
Secondary education 40 26.7 
Graduate 57 38.0 
Post graduate 12 8.0 
Others 9 6.0 
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Monthly Income of the family Below 25000 47 31.3 
25000 – 50000 57 38.0 
50000 – 75000 27 18.0 
75000 – 100000 14 9.3 
Above 100000 5 3.3 

 
Years of farming 

 

Under 5 years 63 42 
5 to 15 years 46 30.7 
More than 15 years 41 27.3 

 

Table-2 Chi square–Retention of the customerbefore and after COVID 19 

 Groups 

Retention before and after COVID 19 Total 

Sig Customer Lost 
Neither gained nor 

lost 
Customer 

Gained No. % 
No. % No. % No. % 

Market before 
COVID 19 

 

Direct 10 6.7 25 16.7 43 28.6 78 100 

** 
Through 

middle men 
11 7.3 37 24.7 8 5.3 56 100 

Through 
agencies 7 4.7 5 3.3 4 2.7 16 100 

Market after 
COVID 19 

 

Direct 18 12.0 26 17.3 10 6.7 54 100 

* 
Through 

middle men 21 14 35 23.3 8 5.3 64 100 

Through 
agencies 

22 14.7 6 4.0 4 2.7 32 100 

(Source: Computed Ns- Not Significant **- Significant at 1% level *- Significant at 5% level) 
 

Table-3 Chi square - Labour Shortage after Implementation of Lockdown 

 Groups 

Labour shortage after 
Implementation of Lockdown Total 

Sig 
Yes No 

No. % 
No. % No. % 

Market before COVID 19 
 

Direct 69 46.0 9 6 78 100 

* Through middle 
men 40 26.7 16 10.7 56 100 

Through agencies 10 6.7 6 4.0 16 100 

Market after COVID 19 
 

Direct 44 29.3 10 6.7 54 100 

NS Through middle 
men 

48 32 16 10.7 64 100 

Through agencies 27 18 5 3.3 32 100 
(Source: Computed Ns- Not Significant **- Significant at 1% level *- Significant at 5% level) 
 

Table-4 Satisfaction Vs. Socio-economic profile factors and study factors 

Marketing strategies Groups N Mean S.D 
F-value/ 
T-value Sig. 

Age 

Below 20 17 3.7353 .93320 

10.056 ** 
20 – 40 52 3.5240 .93444 
40 -60 72 2.9792 .94361 

Above 60 9 2.0556 .54167 
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Marketing strategies Groups N Mean S.D F-value/ 
T-value Sig. 

Gender 
Male 101 3.0668 1.01544 

-2.342 * 
Female 49 3.4694 .92651 

Marital Status 
Married 98 3.0230 .96062 

10.737 ** Unmarried 46 3.6902 .92524 
Widowed 6 2.2917 .71443 

Educational 
Qualification 

No formal education 17 3.1471 1.00023 

7.180 ** 

Primary education 15 2.5667 .94239 
Secondary education 40 2.6875 .89470 

Graduate 57 3.5746 .96010 
Post graduate 12 3.4375 .65821 

Others 9 3.9167 .68465 

Monthly income of the 
family 

Below 25000 47 3.2819 .94928 

4.187 * 
25000 – 50000 57 2.9386 1.01141 
50000 – 75000 27 3.0833 .90671 

75000 – 100000 14 3.8214 1.00684 
Above 100000 5 4.2500 .46771 

Faced problems on 
exporting agricultural 

produce 

Strongly agree 43 3.2907 1.09236 

7.308 ** 
Agree somewhat 63 2.7619 .91077 

Neither agree nor disagree 24 3.6979 .65100 
Disagree 12 3.8333 .77850 

Strongly disagree 8 3.6875 .97055 

Future of farming in 
upcoming years 

Continue farming business 
as usual 

52 3.5240 .92257 

8.016 ** 

Continue and expand 
farming business 44 3.4148 .87095 

Will allow family 21 2.9524 1.06835 
Will rent it 17 2.9118 1.04561 

Will discontinue from 
farming 

16 2.1719 .64368 

(Source: computed)(Ns – Not significant,** - significant at 1 per cent level, * - significant at 5 per cent level) 
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The prior literature has a sizable amount of data and conclusions relevant to analysis of advanced 
composite materials dubbed as functionally graded material plates/shells. Due to their functional 
characteristics along the desired direction, reliable micromechanical modelling of such parts is essential 
to forecast their reaction under various operating situations. Most investigations use a generalized single 
parameter dependent power law to evaluate the constituents' real mechanical properties at any generic 
position, often along the thickness direction. Such a strategy results in the plate/shell arrangement, where 
the bottom surface is occupied by a metal segment and the top surface is dominated by a ceramic 
component. However, the designer or analyst must produce a model that takes into account every 
conceivable combination of the constituents at the upper and lower levels in order to satisfy the practical 
requirements. To address this issue and facilitate accurate computation, the authors conducted the 
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current investigation on functionally graded plates using the finite element approach. The generalized 
four-parameter rule is utilized in this study to determine the material profile and account for different 
profiles in combination. An aluminum or zirconia plate will be used for the study under various support 
arrangements. It is thought that plates having symmetric properties in reference to the neutral plane 
produce better results. Various ramifications of the study are examined in depth. Performance in 
comparison to any other combination of profiles. 
 
Keywords: Functionally graded plate, four-parameter power law, finite element method, higher order 
shear deformation theory, bending analysis. 
 
INTRODUCTION 
 
Numerous articles [1-3] provide clear justifications for choosing FGM constructions over more traditional forms of 
structures (isotropic or laminated composites). Regarding this, numerous traditional and contemporary approaches 
have been developed, including diverse solution methodologies, for the analysis of such structures under varied 
loading circumstances. A few of the most often used solution tools by many scholars working in this field are the 
mesh-free collocation radial basis techniques [12], the differential quadrature method (DQM) [11], and the finite 
element method (FEM) [10]. The main results drawn from such methodologies on the reaction of FGM structures 
follow a similar route, despite the fact that each method has its own channel for handling the problem of interest. On 
the classical plate theory, many branches of kinematics are In order to combine transverse and normal deformation 
modes for extension-bending coupling, the total response of the plate is established. The finite element method is 
used to implement Reddy's higher order theory, which requires no shear factor. To solve for an unidentified higher 
order component present in the displacement fields, no stress boundary conditions are applied at the upper and 
lower profile. As a result, second order terms in the relevant strain field components result from the first order 
transverse displacement components existing in the in-plane and transverse displacement field. The aforementioned 
circumstance prompted the formulation of the C1 continuity problem; it is generally recognized that this problem 
presents a number of challenges. Additionally, C0 elements are preferred over C1 elements in most real-world 
situations.  
 
Problem Description and Finite Element Formulation 
The discrepancy in volume fraction over the thickness direction for various numbers of a, b, and c is shown in Figure 
1. Having a thorough understanding of profiles enables one to select the best top and bottom profiles. It is required 
to depict the displacement field, which includes membrane and flexure components in in-plane and transverse fields 
as well, in order to accurately predict the configuration's overall response. A kinematics field that includes normal 
and transverse cross-sectional deformation modes is taken into consideration in order to solve the problem. In the 
current study, transverse fields use the second degree of thickness term, whereas in-plane fields incorporate the third 
degree of thickness term. At points P (x, y, and z) in the current investigation, the in-plane (u and v) and transverse 
displacement (w) fields are incorporated in the following manner. 

2 3

2 3

2

( , , z) ( , , z) ( , , z) ( , , z) ( , , z)

v( , , z) ( , , z) ( , , z) ( , , z) ( , , z)

w( , , z) ( , , z) ( , , z) ( , , z)

o x x x

o y y y

o z z

u x y u x y z x y z x y z x y

x y v x y z x y z x y z x y

x y w x y z x y z x y

  

  

 

   

   

  

   (1) 

Here, the u0, v0, and w0 values in the x, y, and z directions, respectively, stand in for the displacement components 
at the reference plane (z = 0). Qx and Qy, respectively, stand for the bending rotations of normal components about 
the reference plane or the centre plane around the y and x axes. Taylor's higher terms are polynomial functions that 
include the cubic and quadratic terms in the in-plane and transverse field and take into account the shear 
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deformation modes in the z-direction. No stress boundary condition is employed at the upper and lower portion of 
the plate (i.e., xz = xz = 0= h/2) to resolve higher order polynomial equations. The following expression for in-plane 
fields is produced by making the following assumption and appropriately substituting the variables: 
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Here, the displacement components at the reference plane (z = 0) are represented by the values u0, v0, and w0 in the 
x, y, and z directions, respectively. The normal component bending rotations around the reference plane or the 
centre plane around the y and x axes are denoted by the letters Qx and Qy, respectively. Taylor's higher terms are 
polynomial functions that take into consideration the shear deformation modes in the z-direction as well as the cubic 
and quadratic terms in the in-plane and transverse fields. In order to solve higher-order polynomial equations, no 
stress boundary condition is used at the upper and lower parts of the plate (i.e., xz = xz = 0 = h/2). By assuming the 
following assumption and properly inserting the, the following formula for in-plane fields is derived. 

0 00; 0; 0; 0; 0; 0z z z z
x x x y y y

w w
x x x y y y
        

    
           
     

 

 Thus thefinal manifestation for kinematics formula (u, v and w)incorporating C0 variables turns into 
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 The displacement vector thus can be represented with thirteen unknowns as 

  0 0 0, , , , , , , , , , , ,
T

x y z x y z x y x yd u v w              for each node. Proposed plate geometry is configured 

with Lagrangian element having nine nodes thus contributing a total of 117 nodal unknowns for each element. The 
present element is not subjected to any locking issue and any other false modes. Shape functions Ni which are related 
with natural co-ordinates (and ) are written below for further analysis. 
 
For corner nodes: 

             1 3 7 9
1 1 1 11 1 , 1 1 , 1 1 , 1 1
4 4 4 4

N N N N                      
 

For mid nodes: 

               2 2 2 2 2 2 2 2
2 4 6 8

1 1 1 11 , 1 , 1 , 1
2 2 2 2

N N N N                      
 

For center node: 

  2 2
5 1 1N    

 
In addition, the nodal unknowns within the FGM plate could accommodate terms for Nialong with the vector to 
represent nodal displacement. 
Linear strain-displacement expression for the proposed elementbased on the assumed displacement field could be 
expressed as 
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Here, the variables u0, v0, and w0 in the x, y, and z directions, respectively, represent the displacement components 
at the reference plane (z = 0). The letters Qx and Qy, respectively, stand for the normal component bending rotations 
about the reference plane or the centre plane around the y and x axes. Taylor's higher terms are polynomial functions 
that include the cubic and quadratic terms in the in-plane and transverse fields as well as the shear deformation 
modes in the z-direction. No stress boundary condition is employed at the upper and lower portions of the plate (i.e., 
xz = xz = 0 = h/2) in order to solve higher-order polynomial equations. The following formula can be obtained by 
making the following. 
 
Investigation on Numerical Problems  
The inquiry uses MATLAB (R2013b) to create an effective C0 finite element formulation that includes shear and 
deformation in the transverse and normal axes. An aluminium/zirconia profile is used to construct a plate model that 
uses a generalised four-parameter-based law to determine the material variation in the z direction. Only the specific 
situations (classical, symmetric, and asymmetric) are taken into account to conduct the numerical part in order to 
offer succinct and relevant results. It should be noted that each case is a subset of a generalised power law function 
that was generated by carefully choosing the material profile parameters. The isotropic and composite examples of 
plate shape were represented by the material gradient index (n), and its impact on bending response was 
demonstrated. The current FE-based formulation is validated using the remaining literature data for numerous FGM 
skew plate or shell situations under static, buckling, and dynamic analysis. For more information on the convergence 
and validation sections, see [25–26]. To create a particular FGM model in the current work, five different 
combinations of material parameters are taken into account. Here, the displacement components at the reference 
plane (z = 0) are represented by the variables u0, v0, and w0 in the x, y, and z directions, respectively. The normal 
component bending rotations around the reference plane or the centre plane around the y and x axes are denoted by 
the letters Qx and Qy, respectively. Polynomial functions that incorporate cubic and quadratic components in the in-
plane form of Taylor's higher terms and transverse fields, as well as the shear deformation modes in the z-direction. 
No stress boundary condition is employed at the upper and lower portions of the plate (i.e., xz = xz = 0 = h/2) in order 
to solve higher-order polynomial equations. The following formula can be obtained by making the following 
assumption and appropriately inputting it(Table 1). 
 
A variety of mixtures of material parameters are chosen as shown in Figure 1 to demonstrate the impact of parameter 
values (a, b, and c) on the volume fraction distribution of ceramic Vc. The parameters were selected so that the 
picture could include even the most basic configurations. The volumetric relationship between ceramic and metal 
(Vm+Vc = 1.0) must be met for each set of combinations when setting the material parameters, though. In order to 
clarify the distribution range of each component (ceramic and metal) in the material, the value of the material 
gradient index n was set between 0.2 and 50.To help visualise and interpret the relevance of the current generalised 
four-parameter power law-based FGM model in relation to the traditional kind, the classical profile has been 
introduced as a special case for each numerical example. The distribution is linear for homogeneous cases, or when n 
= 0.2 and 50 (representing a high volume fraction with respect to isotropic material), among the various presented 
profiles. Further values in between, however, reflect a non-linear distribution, and this non-linearity gradually 
decreases when entering an isotropic zone (either ceramic or metal). If the volumetric relationship has been 
considered during the parameter selection, profiles different from those in Figure 1 are likely. 
 
In the group with material gradient index, the plate with all of the edges clamped exhibits the least amount of 
deflection, as anticipated (Figure 2).For lower numerical values of the material index (n = 0, 0.5, 1.0, and 5.0), several 
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FGM models show the same magnitude of deflection. Beyond n = 50.0, an increase in the value of n causes the 
deflection to climb gradually and enter an unstable state. The fact is that as n increases, the gradation property 
slowly decreases, meaning that a large proportion of the material in the plate is isotropic. Furthermore, it is 
demonstrated that, among the numerous profiles displayed, symmetric profiles, which guarantee a minimal 
deflection component, are preferable to conventional and asymmetric natured profiles.All of the selected models, 
with the exception of the FGM2 model, exhibit no discernible behavioural divergence, and this trend is particularly 
apparent when n is between 5 and 50. Three profiles (FGM1, FGM2, and FGM3) are assumed with various ranges of 
material gradient index (n= 0 to 100) in order to illustrate the impact of side-thickness (a/h) ratio on the reaction of 
deflection (Figure 3). 
 
When the thickness range came into the thick category, no appreciable improvement in deflection was seen. This 
finding holds true for all FGM models being considered for thin models, where there is a discernible variance in 
deflection. Symmetric profiles, which show little deflection, come after asymmetric and conventional profiles. 
Additionally, parametric study involving various material gradient indices was conducted for deflection vs aspect 
ratio (a/b) (Figure 4). The parameter b was left untouched, even though the value of awas modified from 0.5 to 5.0. 
The graphs depicting various material gradient indices show an increased trend with aspect ratios greater than 0.5 
and no variation in deflection response for aspect ratios lower than that. When the length of the plate increased to 
three times its breadth, asymptotic reactions were seen. A plate with a lower volume proportion of ceramic or metal 
does not clearly react to changes in anor b, with the exception of the FGM1 type. A FGM model with a high value of 
n (n = 100.0) produces the highest deflection because, in all three of the circumstances (Figures 4(a) to 4(c)), the 
corresponding plate offers less stiffness. 
 
Having performed the brief parametric study with regard to the bending response of FGM plates incorporating 
different profiles, in what follows, the z-distribution of the in-plane axial, shear, and transverse shear components of 
stress was exploited. Linear stress distribution is discerned for in-plane stress (xx) through the z-direction (Figure 
5).and the trend transforms when n> 5.0. Non-linear variation of compressive and tensile stresses was noticed for n = 
10.0, but stresses are lower in magnitude. This implies the presence of a significant percentage of ceramic and metal 
components in comparison with other material index options. However, the value of the volume fraction of a 
particular constituent in the lateral direction depends on the type of FGM model under consideration. Under 
different categories, the FGM5 model records the maximum tensile nature and compressive nature of stresses at 
upper and lower levels, respectively, with different material gradient indexes. 
 
Figure 6 shows the same types of stresses that Figure 5 showed, with the exception that the isotropic plate hides any 
differences in stresses in a linear sense. For isotropic plates, large compressive stresses are seen at the bottom zone. 
When n = 10.0, there is a significant departure from the stresses displayed by isotropic and graded plates at the top 
segment of the plate. For all FGM models, graded plates record the lowest compressive stresses, on par with 
isotropic plates. In light of the types of strains that have been generated at the top and lower regions of the plate, 
exemption is seen. The variation of transverse shear stress (yz) is shown in order to demonstrate the precision of the 
current formulation in forecasting the transverse shear mode.Stresses are shown for three ranges of material gradient 
index (n=0,0.5 and 1.0) and symmetric profile shows minimum stresses (compression and tension) like other cases. 
 
CONCLUSION 
 
A nine-node Lagrangian element is used in this research to create a 2D FE model that includes C0 continuity. The 
fluctuation profile in thickness is defined by a generalized power law distribution with four variables known as 
material gradient parameters. By altering the values of the parameters in the specified power-based law equation, a 
suitable selection of four parameters was used to execute the numerical component. The success of the investigation 
is assessed by comparing the bending analysis results to conventional profiles. Below is a summary of the main 
conclusions drawn from the current inquiry. 
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 The key findings from the investigation are summarized here. 
 By using the right selection of material gradient parameters, the generalized power law distribution described in 

the literature leads to various combinations of FGM constituents. 
 For n > 5, many FGM models with various boundary conditions exhibit noticeable bending responses. 

Furthermore, when n exceeds 50, an asymptotic response is guaranteed. 
 It is demonstrated that, for symmetric profiles, lower values of the material gradient index have no bearing on 

how the deflection parameter changes as the aspect ratio changes. 
 For isotropic and graded plates, linear axial stress change in the x-direction is observed, but the trend is not 

immediately apparent when n is set to 10.0. The neutral plane shift is another one towards the bottom when n = 
10.0 and remains unchanged for any other values. 

 When axial load varied in the y direction, there was a noticeable response between isotropic and graded plates, 
and this response was strong at the bottom segment. 

 The response on graded plates is comparable to that on isotropic plates. For isotropic plates, the magnitudes of 
the tensile and compressive stresses are equal; however, this is not the case for graded plates (see Figures 6 and 
7). 

 In every instance, it was found that symmetric profiles were superior to other profiles in terms of minimizing 
plate deflection. 

 The four-parameter generalized power law for static modelling of FGM plates gives the designer a versatile tool 
for multi-functional requirements after establishing the various outcomes. 
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Table 1.Selection range of material parameters and distribution 

 

Type Parameters Profile Distribution 
FGM1 a=1.0, b=c=0 Classical Metal at upper and ceramic at lower part 
FGM2 a=1.0, b=1.0, c=2.0 Symmetric Ceramic at upper and lower part 
FGM3 a=1.0, b=1.0, c=4.0 Asymmetric Ceramic at upper and lower part 

FGM4 a=1.0, b=0.5, c=2.0 Asymmetric 
Ceramic at upper/lower and mixture of metal and ceramic at 

upper/lower 

FGM5 a=0.8, b=0.2, c=3.0 Asymmetric Ceramic at upper/lower  and mixture of metal and ceramic at 
upper/lower 
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Figure 1. Graphical representation of volume fraction variation of ceramic (Vc)  for Al/Zro2 plate for different 
ranges of material parameters. 

 
Figure 2. Variation of transverse displacement with material gradient index for different types of support 
conditions. 
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Figure 3. Variation of transverse displacement for diverse types of FGM models. 

 
Figure 4. Variation of transverse displacement with aspect ratio (a/b) for diverse kind of FGM models. 
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Figure 5. Variation of in-plane normal stress (σxx) in z-direction 

 
Figure 6. Variation of in-plane normal stress (σyy) in z-direction. 
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Figure 7. Variation of transverse shear stress (τyz) in z-direction. 
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Different concentrations of metalsand heavy metals affect development of pollen grain, which is an 
essential aspect of plant reproduction. In this studyof pollen development in Catharanthus roseus, 
percentage of pollen germination and length of pollen tube weretaken as parameters.Heavy metalsHg, 
Cu, Al and Cr were used in different concentrations.With the change in metal concentration both pollen 
germination and pollen tube length were inhibited. Percentage of pollen germination and length of 
pollen tube was ≥ 95% and 1111.23µm respectively in the control.In this study Hg was the most toxic 
element followed by Cu. Al and Cr showed toxicity in higher concentrations. Pollen germination was 
reduced to less than 10% at 40µM concentration of Hg, 100µM of Cu, 200µM of Al and 200µM of Cr. 
Pollen tube length also showed significant reduction with increase in metal concentration with exception 
at low concentration of Al. Pollen tube length was reduced by 92% at 40µM of Hg and 100µM of Cu, and 
84% at 200µM of Al and 83% at 200µM of Cr. Pollen tube length showed increase by 10% at low 
concentration of 20µM of Al.  
 
Keywords: Heavy metals,Mercury, Copper, Aluminium, Chromium, Catharanthus, Pollen tube length, 
Pollen germination 
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INTRODUCTION 
 
Usage of metals especially heavy metals is essential in various industrial processes which is required for economic 
growth and development of a region. In recent years, alongwith rapid growth in industrialization, environmental 
pollution is also increasing in the ecosystem[1].Environmental pollution by heavy metals is a cause of damage to 
both animal and plant life. Damages can be physiological or morphological which have to be detected 
experimentally to prevent damage to the ecosystem. The source of heavy metals to living organisms can be by air, 
water or soil. Rock mineralization processes can release heavy metals in the ecosystem, but the main source of 
pollution are anthropogenic activities, such as metallurgic industries, waste incinerators, urban traffic, phosphate 
fertilizers, and fungicides[2]. 
 
Effects of pollution can be seen in the vegetative parts of a plant, but pollen germination and tube growth are found 
to be more sensitive to atmospheric pollution[3,4]. Various in vitrostudies have been made to study the effect of 
different heavy metals on pollen tube growth and pollen germination. The effects of mercury,copper, aluminiumand 
chromiumions have been studied in pollen ofLilium longiflorum[5], tobacco (Nicotiana tabacum L.) [3],cherry (Cerasus 
avium L.) and apricot (Armenica vulgaris Lam.)[6], Jatropha curcas [7], sweet cherry [8] and date palm (Phoenix 
dactyliferaL.), [2].In the present study pollen grains of Catharanthus roseus were used forin vitrostudies onpercentage 
of pollen germination and pollen tube length. Catharanthus roseus(L.) G. Don, is an important medicinal plant 
belonging to the Apocynaceae family. Catharanthus is commonly called periwinkle, and flowersthroughout the year. 
Though flowers are bisexual, studies suggest thatautomatic self-pollination does not occur in periwinkle. Many 
flowers are produced on a single day, due to which pollinatorscause geitonogamous self-pollination.[9].According to 
other studies reproduction in Catharanthus is mostly dependent on pollinators which are agricultural pests [10]. 
 
MATERIALS AND METHODS 
 
Pollen studies were done on pollen obtained from freshly bloomed flowers of Catharanthusfrom a healthy plant. The 
flowers were collected and their pollen was dusted on the experimental medium at 8am for in vitro germination 
studies. For in vitro germination, asolution containing 10% sucrose, 300mg/L of calcium nitrate, 100mg/L of boric 
acid, 100mg/L of potassium nitrate,and 200mg/L of magnesium sulphate, known as the standard Brewbaker and 
Kwack’s medium,was used[11]. For heavy metal Hg and Cu treatments, concentrations of 20, 40, 60, 80 and 100µM 
were used and for Cr and Al concentrations taken were 20, 50, 100, 150 and 200µM. Salts taken were mercury (II) 
chloride, copper(II) sulphate, aluminium sulphate and potassium dichromate. Control contained only the 
germination medium. The medium was solidified with 1% agar. Pollen was spread onto petri plates and incubated at 
26±2C for 6 hours.Under a light microscope, pollen germination and pollen tube length were analysed. For 
percentage of pollen germination sixobservations were recorded. Pollen was considered germinated if pollen tube 
length was equal to or longer than the diameter of the pollen grain. Pollen tube length was recorded with an ocular 
micrometer and stage micrometer for 40 pollen tubes selected randomly. Statistical analysis was done by calculating 
mean, standard deviation and one-way analysis of variance (ANOVA). To establish significance between different 
concentrations of metals, Tukey’s test was applied. 
 
RESULTS 
 
The effects of  Hg, Cu, Al and Cr onpercentage of pollen germination and pollen tube lengthof Catharanthus are 
summarised in Table 1. Pollen germination and pollen tube length showed decrease with increase in concentrations 
of heavy metals.The study showed Hg to be a very toxic metal. The percentage of pollen germination was ≥95.66% 
and pollen tube length was 1111.23µm in the control. But at 20µM and 40µM concentration of Hg percentage of 
pollen germination was 34.46% and 7.43% and pollen tube length was 252.17µm and 88.77µm respectively. The next 
toxic metal was Cu with percentage of pollen germination 74.37%, 34.47%, 29.72%, 21.17%and 8.89% and pollen tube 
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length 679.71µm, 250.36µm, 140.94µm, 129.71µm and 90.22µm in 20µM, 40µM, 60µM, 80µM and 100µM 
concentration respectively. Al and Cr were less toxic compared to Hg and Cu. Results of Al and Cr were similar at 
concentrations ≥50µM. The decrease in both the parameters was gradual. Drastic inhibition was seen at higher 
concentrations of greater than 100µM.In Al percentage of pollen germination was 95.13%, 83.01%, 61.97%, 38.13%, 
31.05%and 10.83% and pollen tube length 1108.70µm, 1219.57µm, 797.83µm, 530.80µm, 432.25µm and 179.71µm in 
control, 20µM, 50µM, 100µM, 150µM and 200µM concentration respectively. Al was the only metal which increased 
pollen tube length at low concentration.For Cr percentage of pollen germination was 95.13%, 83.01%, 61.25%, 37.24%, 
31.05%and 9.38% and pollen tube length 1108.70µm, 1061.96µm, 800.72µm, 531.16µm, 431.16µm and 183.33µm in 
control, 20µM, 50µM, 100µM, 150µM and 200µM concentration respectively. 
 
The comparison of percentage of pollen germination and pollen tube length of Cu and Hg is shown in Figure 1 and 
Figure 3 respectively; and the comparison of percentage of pollen germination and pollen tube length of Al and Cr is 
shown in Figure 2 and Figure 4 respectively.Pollen germination was less than 10% and pollen tube length was 
reduced by 92% at 40µMconcentration of Hg. 100µM of Cu, reduced pollen germination to less than 10% and pollen 
tube length by 92%. Pollen tube length did not show significant difference at 60 and 80µM concentration of Cu. 
Pollen germination was reduced to less than 10% at 200µM of Al and 200µM of Cr. Pollen tube length was reduced 
by 84% at 200µM of Al and 83% at 200µMof Cr.Pollen tube length showed increase by 10% at low concentration of 
20µM of Al. But pollen germination always decreased with increase in concentration of metal ions. At higher 
concentrations of Hg and Cu both pollen tube length and germination reduced significantly whereas in Al and Cr at 
higher concentrations pollen germination was inhibited but pollen tube grew to a considerable length. At higher 
concentrations bursting of pollen grains was also observed.Analysis of variance of data demonstrated significant 
differences for percentage of pollen germination and pollen tube length among treatments of different 
concentrations. 
 
DISCUSSION 
 
Mercury is a hazardous heavy metal pollutant and India is a major emitter of mercury[12].Coal burning, nonferrous 
metal production,cement production and ASGM (artisanal and small-scale gold mining) are some activities which 
contributeto emission of mercury in India.  Mercury is also emitted in the waste of electronic and healthcare products 
[13].Both plant and animal life are affected by mercury pollution and to study this various in vitro experiments have 
been done on pollen germination.Cuand Hggreatly inhibited pollen tube growth and pollen germination in Lilium[5]. 
Similarly in tobacco,Cuand Hgshowed maximum toxicity as compared to Al, Ni, Fe, Pb, Co, Cd and Zn [3]. In 
Jatropha curcasHg, Pb, Cd and Cr proved to be most toxic whereas Cu andZn affected the least[7].In the present in 
vitro study too mercury was found to be the most toxic metal.Mercury caused anomalies in the morphologyof pollen 
tube in Lilium[14]. According to the studies in Liliumpollen, the tips of pollen tubes developed anomalous cell wall. 
The tip contained a large number of organelles and secretory vesicles were reduced. This in turn reduced 
cytoplasmic movement integrityand cytosol streaming due to which pollen tubes did not grow[14]. 
 
In the present work copper was also found to inhibit pollen germination but was not as toxic as mercury. Copper has 
redox properties and hence is an essential metal for plants. Copper is used as an antifungal agent in agriculture and 
in industries for electroplating and smelting operations. Themain effect of copper was abnormal cell wall 
organization at the tip of the pollen tube due to which normal growth of the tube is inhibited[5].Aluminium is 
abundantly found in soil and is increasing due to industrial pollution. High concentration of aluminium has negative 
effect on growth of crops. Nevertheless, in low concentrations it has been considered as a beneficial element. In the 
present study too, pollen tube growth was enhanced at low concentration of aluminium. The influences of low 
concentration of AlCl3and its possible cytological mechanism on the pollen tube growthhave been studiedin apple 
(Malus domestica) [15]. The results pollen of apple have shown that 20 µM AlCl3promoted pollen tube elongation by 
enhancing Ca2+ influx and by decreasing acid pectins in pollen tubes but increasing esterified pectins and 
arabinanpectins in pollen tubes. At higher concentrations aluminium has similar effect as copper, it interfered with 
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pectin–calcium binding sites, caused thickening of cell wall at tip of pollen tubes, decrease in calcium influx and 
caused accumulation of callose, acid pectins, esterified pectins, and arabinogalactan proteins[16, 17, 18].Chromium is 
used in different industries like metallurgy, electroplating, paint production, tanning, chemical, pulp and paper 
production [19].Chromium (Cr3+/Cr6+) is highly toxic and a very common environmental pollutant due to its 
extensive use in industries especially tanneries [20]. In the present study potassium dichromate was used which 
contains hexavalent chromium.Studies on effect of chromium on pollen grains of kiwifruit have shown that plasma 
membrane remained undamaged in most of the treated pollen grains, but chromium caused ultrastructural 
alterations, chromatin condensation, and swelling of mitochondria, cytoplasmic vacuolization, and change in 
arrangement of endoplasmic reticulum cisternae [21]. 
 
All studies indicate various physiological and morphological changes in the pollen grain which results in inhibition 
of pollen germination or bursting of pollen grains.Cell wall of pollen tubes contain large amount of pectin, which is 
stabilised by calcium but increase in heavy metal concentrations may cause decrease in cell wall elasticity by 
interfering with the pectin-calcium binding sites, in turn hampering the growth of pollen tube[5]. Heavy metals also 
interfere in the uptake and regulation of essential ions like calcium and boron for metabolic activity in the pollen 
grains and thus inhibit pollen germination [22].With this research we conclude that heavy metals have a negative 
impact on the pollen grains of plants and thus can influence reproduction in them. The studies show that toxic effects 
of heavy metals are not the same for all plants and hence the growth of a plant in a polluted area will depend on its 
tolerance to the metal found in that area. However, both in vitro and in vivo studies are required to analyse the 
actual effect of a heavy metal on the reproduction of a plant. 
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Table 1: Effect of Hg, Cu, Al and Cr on Pollen Germination and Length of Pollen Tube in Catharanthus 
 

CONCENTRATION (µM) 

MERCURY COPPER 
PERCENTAGE OF 

POLLEN 
GERMINATION (%) 

LENGTH OF 
POLLEN TUBE (µm) 

PERCENTAGE OF 
POLLEN 

GERMINATION (%) 

LENGTH OF 
POLLEN TUBE (µm) 

0 (CONTROL) 95.66 ± 0.04a 1111.23 ± 30.68a 95.66 ± 0.04a 1111.23 ± 30.68a 

20 34.46 ± 0.07b 252.17 ± 16.34b 74.37 ± 0.04b 679.71 ± 24.95b 

40 7.43 ± 0.03c 88.77 ± 10.98c 34.47 ± 0.07c 250.36 ± 16.41c 

60 0 0 29.72 ± 0.06cd 140.94 ± 11.83d 
80 0 0 21.17 ± 0.04d 129.71± 11.81d 
100 0 0 8.89 ± 0.04e 90.22 ± 10.11e 

CONCENTRATION (µM) 

ALUMINIUM CHROMIUM 
PERCENTAGE OF 

POLLEN 
GERMINATION (%) 

LENGTH OF 
POLLEN TUBE (µm) 

PERCENTAGE OF 
POLLEN 

GERMINATION (%) 

LENGTH OF 
POLLEN TUBE (µm) 

0 (CONTROL) 95.13 ± 0.02a 1108.70 ± 29.54b 95.13 ± 0.02a 1108.70 ± 29.54a 

20 83.01 ± 0.02b 1219.57 ± 30.53a 83.01 ± 0.02b 1061.96 ± 23.66b 

50 61.97 ± 0.06c 797.83 ± 20.74c 61.25 ± 0.05c 800.72 ± 22.20c 

100 38.13 ± 0.08d 530.80 ± 22.43d 37.24 ± 0.06d 531.16 ± 21.41d 

150 31.05 ± 0.07d 432.25 ± 20.99e 31.05 ± 0.07d 431.16 ± 20.95e 

200 10.83 ± 0.03e 179.71 ± 13.85f 9.38 ± 0.03e 183.33 ± 29.75f 

 
Table 1 shows themeans and standard deviations of pollen germination and pollen tube length in different 
concentrations of mercury, copper, aluminium and chromium. Different letters in superscript indicate statistically 
significant differences (Tukey’s test, p ≤ 0.05). 
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Figure 1: Effect of Copper and Mercury on Pollen 
Germination at various concentrations 

Figure 2: Effect of Aluminium and Chromium on 
Pollen Germination at various concentrations 

Percentage of pollen germination of Catharanthus 
pollen treated with different concentrations of CuSO4 
(black) and HgCl2 (grey) for 6 hours. Each value 
represents the mean ± SD and the letters indicate 
statistically significant differences (Tukey’s test, p ≤ 
0.05).  

Percentage of pollen germination of Catharanthus 
pollen treated with different concentrations of 
Al2(SO4)3 (black) and K2Cr2O7 (grey) for 6 hours. Each 
value represents the mean ± SD and the letters 
indicate statistically significant differences (Tukey’s 
test, p ≤ 0.05) 

  
Figure 3: Effect of Copper and Mercury on Pollen 
Tube Length at various concentrations 

Figure 4: Effect of Aluminium and Chromium on 
Pollen Tube Length at various concentrations 

Length of pollen tube of Catharanthus pollen treated 
with different concentrations of CuSO4 (black) and 
HgCl2 (grey) for 6 hours. Each value represents the 
mean ± SD and the letters indicate statistically 
significant differences (Tukey’s test, p ≤ 0.05) 

Length of pollen tubeof Catharanthus pollen treated 
with different concentrations of Al2(SO4)3 (black) and 
K2Cr2O7 (grey) for 6 hours. Each value represents the 
mean ± SD and the letters indicate statistically 
significant differences (Tukey’s test, p ≤ 0.05) 
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In recent years, a significant amount of garbage from industries and people has been released into the 
atmosphere due to growing concerns about global environmental degradation. Gas sensors play a vital 
role in pollution prevention efforts. In this paper, we describe the hydrothermal combined with co-
precipitation synthesis of SnO2 nanopowder using Stannic chloride as a precursor. The crystallization, 
morphology, element composition, identification of functional groups, and structure of the resulting 
nanopowders were studied using X-ray diffract tograms (XRD), scanning electron microscopy (SEM), 
FTIR, and UV-DRS spectroscopy. The doctor blade method was used to powder coat the final sample on 
a glass plate. a gas sensor designed to detect gas molecules present in the atmosphere. The sensor device 
made from the films is more sensitive to the reducing group of acetone gas, which accepts electrons 
during the reaction with surface oxygen species.  
 
Keywords: Co precipitate method, Gas sensor, Hydrothermal method, SnO2, thick-film. 
 
INTRODUCTION 
 
In our global environment, gas sensors play a vital role in many aspects of technology, in fields such as 
environmental monitoring, air quality assurance, industrial processes, and automotive technologies, to name just a 
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few, and are increasingly important [1]. The gas sensing layer is the most important element in gas sensor devices, as 
it can be used to sense gases of various concentrations and generate changes in electrical resistance [2]. The gas 
sensing layer is basically a chemiresistor, which changes its resistance value according to the concentration of 
particular gases in the environment [3]. So whenever toxic gases are detected, the current flow through them varies 
because the resistance of the element changes, which represents the change in concentration of the gases. 
 
Several advantages like fabrication method, cost effectiveness, stability, durability, miniaturization, and low 
detection limit are satisfied by semiconducting-based metal oxide-based gas sensors [SMOS]. There are two types of 
SMOS. (i) P-type CuO, NiO, and Cr2O3; (ii) N-type SnO2, TiO2,and ZnO. Among these, SnO2 is the most suitable 
material for gas sensing because of its good sensing behaviour towards various gases. SnO2 shows high sensitivity at 
high temperatures [4 - 6], but it has the disadvantage of low sensitivity and selectivity at low temperatures.Li, R., 
Chen et al. prepared porous SnO2 nanowires (PNWs), which were used to create high-performance gas sensors, using 
a controlled two-step process that included electrospinning and hydrothermal etching with Na2S solution to detect 
ethanol [7].Metal tin (Sn) powders were evaporated at 800 °C to create mass-produced SnO2nanowhiskers. The 
ethanol gas sensitivity of the SnO2nanowhiskers ranged from 23 to 50 ppm at 300 °C. Ying et al. showed that 
SnO2nanowhiskers have a prospective use in the construction of gas sensors [8].This report describes the synthesis of 
SnO2 at various temperatures in order to improve the selectivity and sensitivity of gas sensors at low temperatures. 
SnO2 nanostructures are synthesised using a simple hydrothermal with co-precipitation route that controls the 
material size [9]. Three different samples were taken at different temperatures to optimise the sensing material and 
determine the best sensing performance. The aim of this work is to investigate the effect of temperature on the 
reduced gas sensing performance of SnO2. As expected, the SnO2 nanostructure shows excellent selectivity to acetone 
at room temperature. 
 
Experimental Procedure  
Synthesis process of S1, S2 and S3 nanostructures 
Stannic chloride (SnCl4.5H2O), ethanol, and deionized water were purchased from Sigma Aldrich. Stannic chloride 
was placed in a conical flask after it had been cleaned and dried. The sample was then dissolved in de-ionized water 
and stirred for 60 minutes before being transferred to a Teflon-lined autoclave, sealed, and kept at 120 °C for 6 hours. 
After that, the samples were filtered, washed, and dried at 80 °C for 6 hours in the hotter oven. The sample was 
divided into three boats, named S1, S2, and S3, and kept in a tubular furnace maintained at three different 
temperatures (500 °C, 600 °C, and 700 °C) for three hours each. The final samples were grind into a fine powder 
using a mortar and then collected in a separate vile. S1, S2 are black in colour and S3 is in semi white colour. 
 
RESULT AND DISCUSSION  
 
Crystal Structure Analysis (XRD) 
The diffraction patterns were studied with the help of X’Pert-PRO using Cu Kα radiation. X-ray diffractometer 
scanned at a rate of 1° between the range 20°–80° (2θ) at room temperature. The XRD patterns of the S1, S2 and S3 
nanostructures are shown in Figure 1. The diffracted peaks of S1 can be pointed as 2θ value positioned at 29.9, 33.9, 
50.7, 51.8, and 57.4 corresponding to the (001), (110), (112), (021), and (003) of Bragg reflection planes. S2 peaks can be 
indexed peaks at 30.4, 33.4, 37.2, 48.0, 50.9, and 57.5 corresponding to the (001), (110), (002), (112), and (121) miller 
indices value. S3 samples peaked at 26.4, 33.7, 37.7, 51.7 and the corresponding hkl values are (110), (011), (020), and 
(121). The SnO tetragonal nanostructure (JCPDS card no. 00-6052) and its estimated crystal sizes of 36.9 and 24.1 nm 
are represented by the S1 and S2 samples. The S3 sample indicates a SnO2 tetragonal nanostructure (JCPDS: 10 - 
7228) [8], and its average crystalline size is estimated at 21.1 nm.The average crystalline structure was estimated by 
Bragg’s equation 
D  =0.9λ 
Cosθ 
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Where ‘β’ is FWHM (in radians), ‘D’ is the estimated average crystalline size ‘θ’ the angle of reflection and ‘λ’ 
thewavelength of X-ray radiation used. 
 
Structural Analysis (FTIR) 
Fourier transform infrared spectroscopy (Perkin Elmer) was used to identify the presence of functional groups in 
nanostructures, which ranged from 400 to 4000cm-1.Figure.2 shows FTIR spectra of S1, S2 and S3 nanostructures. 
According to O-H stretching and bending vibrations of the absorbed water surface, the large absorption bands at 
3455 and 1660 cm-1 are caused by these wavelengths. C=C stretching is the cause of the sharp band absorption at 1384 
cm-1 and 613 cm-1.The appearance of large number of IR bending modes for particles indicating the homogeneous 
formations of particles. 
 
Morphological Analysis (SEM) 
The surface morphology of S1, S2 and S3 were shown in Figure 4. It is clearly shows that S1nanostructure are 
spherical in shape, and flake like structure was formed for S2. S3microstructure exhibits sphere like morphology with 
pores was visible on the surface of the nanostructure. 
 
Fabrication and Measurement set-up 
The following is the gas sensing film fabrication method: (i) The nanostructure sensor materials were mixed with 
ethanol for binding in a 4:1 ratio to form slurry; (ii) the slurry was coated on a glass substrate; (iii) the glass substrate 
was then dried and kept in an oven at 100o C for 1 hr. A gas sensor is placed inside the gas measurement setup 
chamber, which consists of a gas inlet and outlet path. The inlet gas path is connected to a gas mixer that controls the 
mass flow and ppm level of the gas. Silver leads are connected to the gas sensing film. These leads are connected to 
the reaction chamber and Keithley source meter. The reaction chamber is kept at room temperature, and a Keithely 
meter measures the variation in resistance of the gas sensor. 
 
Gas Sensing Studies 
The performance of gas sensors is typically described in terms of a number of variables, including sensor response, 
sensitivity, selectivity, stability, response time, and recovery time. 
 
Selectivity 
By monitoring the change in resistance of S1, S2 and S3 at room temperature for 50ppm of gas concentration. The gas 
sensing capabilities of S1, S2 are very low nearly negligible value from 50 ppm to 150 ppm. Hence S3 deposited film 
are investigated by examining the change in electrical resistance of the thick sensor films at room temperature when 
there are at 50 ppm of various gases, such as ethanol (C2H5OH), acetone (CH3COCH3), toluene (C6H5CH3), and 
formaldehyde (HCHO) and trichloroethylene ( C2HCl3).Figure 4a clearly shows that S3 sample have good sensing 
capability towards acetone. 
 
Sensitivity 
 As the acetone concentration increases from 50 to 150 ppm, the reaction rises linearly as shown in Figure 4b. Due to 
response saturation, the slope of each graph reduced as concentration increased. There was less surface reaction 
when a tiny concentration of gas was exposed on a fixed surface area of a sample because there were few gaseous 
molecules covering the surface. Due to greater surface coverage, an increase in vapour concentration accelerates the 
surface reaction [10]. When the saturation point on molecule coverage was reached, we found continuous response 
above a particular concentration, and the rise in surface reaction will only occur gradually after that point. 
 
Response Time and Recovery Time 
Theresponsetimeistheperiod inwhichthe sensorresistancechangereaches90%ofthesteady value. The recovery time is 
defined as the time for the resistance to recover90% of the total variation when the test gas was removed. 
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Sensing Mechanism   
From the results, the resistance changing behaviors may be attributed to the adsorption and desorption of Acetone 
molecules on the SnO2 coated sensing film. The SnO2-based sensors gas sensing method is of the surface-controlled 
variety, and the resistance changes as a result of the adsorption of oxygen and test gases and the subsequent 
interaction between them [11]. When oxygen species are chemisorbed onto the surface of tin oxide when there is an 
air atmosphere present, the resistance of SnO2 will rise as a result of the removal of electrons from the conduction 
band [12 -14]. The surface of the SnO2 adsorbs oxygen from the atmosphere onto the film surface when sensors are 
exposed to air. As it absorbs electrons from the SnO2 conduction band, absorbed oxygen transforms into oxygen ions 
(O- or O2-) [15].Here is the reaction mechanism 
1.O2 (ads) + e- O2 (ads), which causes the formation of depletion layers on the interface of the sensing film and causes 
the sensor's high resistance in air when exposed to Acetone vapour [16, 17], will react with oxygen species as follows: 
(2) CH3COCH3+8 O−         → 3CO2+ 3H2O+8 e− 
As CO2 and H2O are the reaction's byproducts, it is simple to desorption them from surfaces and quickly establish 
reproducible response-recovery properties [18].  
 
CONCLUSION 
 
In summary, S1,S2 and S3 have been successfully prepared by the simple hydro thermal method associated with Co-
precipitation method and systematically characterized for acetone sensing at room temperature. The crystalline 
structure of SnO and SnO2 were identified and particle size were calculated by XRD, functional groups were 
analyzed by FTIR, and Sphere and flake like structured were identified by morphological studies. As seen from the 
gas-sensing results, S3 coated sensor demonstrated a rapid decrease of resistance upon exposure to Acetone and 
fully recovered to its baseline values in air with good repeatability. The S3 gas sensor exhibited ultrahigh selectivity 
toward Acetone against various volatile organic compounds (VOCs) and environmental gases at room temperature 
with no effect of humidity in the range 18% RH.  
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Figure 3. SEM of S1, S2 and S3nanostructures 

 
Figure 4. (a). Selectivity  (b). Sensitivity and (c). Response time and  Recovery Time of S3 
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In India, there are several identification mechanisms for individual in place. But none of the existing 
identification system provides the information about individual’s up to date verified educational 
qualification details.This paper presents the concept and framework to design an e-Card (education card) 
which will carry all the educational details along with necessary personal details of an individual. The 
card will reduce the huge amount of data entry and data replication. It will facilitate quick response (QR) 
code and smart card through which anyone can access the educational and other necessary personal 
details such as address, mail id, phone number, experience etc. of an individual. It will also give 
permission to employment sectors to access and verify educational and personal data of candidate or 
employee. The e-Card will carry a unique identification number (issued by Ministry of Education) for 
each educated individual in India. As the individual accelerates towards the higher education, it is just a 
matter of updating the details of the same in the particular identification number. The e-Card can be 
made mandatory everywhere in rural/urban which will not only reduce the burden of carrying important 
certificates or marks cards but also will give the advantage of using it anywhere and anytime whenever 
required encouraging paperless and faster communication. 
 
Keywords: e-Card, Unique Identification Number, Centralized System, QR Code and Smart Card. 
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INTRODUCTION 
 
The strength of information technology infrastructure of a country is evaluated by its governance. The term 
governance implies the structure and processes designed for ensuring the accountability, transparency, 
responsiveness, protocols, permanence measures, fairness, and fullness, enabling, and broad-based participation. e-
governance is a framework to organize public management for increasing efficiency, transparency, convenience, and 
responsiveness to citizens by applying the intensive and strategic use of regional and cumulative data with 
communication technologies for intra and inter-governmental relations. e-governance helps in daily life relations and 
long-term plans with citizens and users of public services offered by the government. e-governance is powered by 
the ICT-tools for achieving fast and reliable analysis of data [1]. Digital India, the initiative of present government of 
India (GOI) is a program for transforming India into a digitally empowered society for preparing it for fast and 
corruption free transactions in future ahead [2]. 
Following are some of the agenda points for digital India mission: 
 The GOI should establish state-of-the-art ICT infrastructure for ministries/departments/states fully leveraged 

with the most common services. Deity would also evolve or laydown the standards and policies providing 
technical supports, undertaking capacity building, and many more. 

 The current ongoing e-Governance initiatives should be revamped to align them with the focused principles of 
Digital India under sustainable development goals (SDGs). Scope enrichment, process re-engineering, integrated 
and inter-operable systems, implementing emerging technologies like IoT, blockchain [3, 4], cloud computing 
[5], artificial intelligence [6], etc. would be undertaken for enhancing the delivery of government services to the 
public. 

 Different states should be given flexible scope for identifying the state-specific projects in public welfare as per 
current socio-economic demands. 

 The e-Governance should be encouraged as a centralized initiative to necessary extent for ensuring the citizen-
oriented services, interoperations of various e-governance apps and optimum use of ICT infrastructure and 
resources to adopt a decentralized model to implement. 

 The successes of e-Governance should be evaluated under standard operating procedures (SOPs) and their 
reproduction should be promoted in proactive manner with the required production and customization 
wherever and wherever required. 

 The public and private collaborations should be chosen wherever there is feasibility of implementing e-
Governance projects with ample management and strategic controls. 

 The 100% implementation of unique-ID (UID) should be promoted for facilitating identification, authentication, 
and delivery of government schemes to the unprivileged people. 

 Doing restructuring of national informatics centers (NICs) should be for strengthening the information 
technology support to all the government departments at all levels. 

 
Identification system is a mapping from a known quantity to an unknown entity, the known quantity is called the 
identifier and the unknown entity is what needs to be identified. It is the process to find, retrieve, modify, 
delete/report specific data without ambiguity from data storage. In India, several government ID systems exist such 
as Passport, Voter Card, DL, PAN, AADHAAR, etc. But none of these provides the educational qualification details 
of any individual. Beside these, an individual also needs governmental identification proof issued by government 
during his/her study period (primary, secondary, higher secondary and university education). Any individual is 
eligible to apply any identity proof after attaining age 18. The e-Card will be an identification proof of a student 
issued by government which will carry all the educational details along with other necessary personal details such as 
address, phone number, mail id, experience etc. The e-Card will also allow individual to pay course fee and 
examination fee through online using its smart card feature. So, he/she can avoid visiting brick ‘n’ mortar and 
standing in a queue to pay in cash or to make demand draft or bankers’ cheque [7, 8]. 
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The e-Card will allow the students or professionals to carry all the educational details starting from the day of their 
education. As the student proceeds towards higher education the concerned institution is assigned to update the 
details. The proposed e-Card is supposed to have the following information along with other specified details: 
 Name of the Institution and the Board from which he has passed his/her 10th standard. 
 The marks and percentage he/she got in class 10th examination. 
 Conduct and school leaving certificate  
 Extra-curricular activity details such as sports, cultural, NCC, Scout or NSS  
 
The e-Card information can easily be used to take admission in new school or in university for higher education 
subject to eligibility required. So, it is just a matter of swapping the card (using QR Code facility) or verifying with 
unique ID. Now it is new school/university responsibility to update the details further degree a student earns. The e-
Card will facilitate online payment using smart card technology. The e-Card is equipped with different smart card 
technology such as Chameleon card with Tokenization Process [9]. The Chameleon Card is a programmable card, 
represents each of the owner’s credit, debit, and customer cards which avoids unnecessarily carrying all of the 
aforementioned. The tokenization is the process to replace the sensitive information with unique identifiable symbols 
to retain all the essential information without security breach.  
 
When a candidate proceeds towards other higher education, he/she can pay the course fee and examination fee 
through e-Card which facilitates electronic wallet feature. The smart card number of e-Card is equivalent to the E-ID 
of e-Card. Based on the smart card number, an individual will be eligible to open an account in any bank. After 
opening the account, he/she can do transaction based on his/her smart card number given in e-Card which will be 
remain same for all banks. It means bank will create separate account for everyone based on the unique smart card 
number for their officially usage. When an individual swipes the card for any transaction, the smart card number 
will refer in an encrypted way to the corresponding bank’s account number and transaction will be made for 
him/her.The e-Card also facilitates QR code feature where it scans the code and to get all the required information 
such as personal, name of the college / board / council / University / year-of-appearing-examination / percentage 
scored / co-curricular and extra-curricular achievement/ project details/workshop or conference or webinar attended 
and also presented any research article. Therefore, if e-Card is made mandatory everywhere in rural and urban it will 
not only reduce the burden of carrying important certificates or marks cards but also will give the advantage of using 
it anywhere, anytime whenever required encouraging paperless and faster communication. An individual can also 
avail the learning material and resources from different learning center such as INFLIBNET, British library. 
 
The technology integration model in education will enable the use of e-Card to be carried by a student for many 
purposes. A major role of IoT, blockchain, cryptography, etc. will be there. 
 
CENTRALIZED DATABASE FRAMEWORK 
The centralized database is to be created and maintained by Government or Ministry of Education (formerly 
Ministry of Human Resource Development or MHRD) for e-Cards. Since citizens of India are its most valuable 
resources, therefore the nation needs the nurturing and caring in terms of free basic education for achieving a better-
quality life. For a better e-governance the main objectives to be fulfilled by Ministry of Education (MoE) are: 
 
 To coordinate with all institutions for issuing new e-Card and updating existing if new certificate is earned. 
 The institutions are supposed to update the student’s data in centralized database with proper authentication. 
 To plan the development, including expanding access and improving the quality of education sector by 

enhancing infrastructure, teachers’ training, etc. throughout the country. Also, it needs to pay special 
consideration to the underprivileged communities like the economical backward, females and the minorities. 

 To provide financial favor in terms of the scholarships, free-ships, loan subsidies, etc. to the deserving scholars 
from underprivileged sections of the communities. 

 To encourage the international collaborations in education, including working closely with foreign countries’ 
universities for enhancing the educational opportunities in our country. 
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Currently, the MoE (GOI) is working through two departments: 
 
Department of School Education and Literacy. It has set the universalization of education which makes our 
students better citizens through global exposure. It also deals with primary, secondary/higher secondary 
education, adult education, literacy, and many more [10]. 
 
Department of Higher Education. It is responsible for bringing world class opportunities in higher education and 
research to the students so that Indian students are not legging behind when presenting themselves at an 
international platform. Department of Higher Education deals with university education, technical education, 
certification courses, trainings, etc. It also deals with scholarship, free-ship, loan subsidy, etc. to deserving students 
[11]. 
 
ROLE OF E-GOVERNANCE AND MoE 
The MoE should create a centralized database which will store the educational details of the students offered by 
different institutions [12]. The MoE will also design the e-Card which will carry the information of a student such as 
Name, Fathers’ Name, Mothers’ Name, Date of Birth, Sex, Nationality, E-ID (Permanent id for an individual), bio-
metrics of the student, Quick Response Code (QR Code) facility and Smart Card facility and a permanent smart card 
number which is based on E-ID of e-Card. Anyone can access students’ details from the database through the E-ID or 
QR Code. 
 
MoE will generate the E-ID for each student which is based on country code, state code, birthplace pin code and ten-
digit unique codes.  The MoE will also generate unique authentication id for Primary Institution, Secondary 
Education and Tertiary Education institution to upload and update educational and curricular and extra and co-
curricular information. It will be mandatory to all the institutions to upload all education related data in different 
stage of education by different institution. This needs to be further verified by Secondary board, Higher Secondary 
council or University. The MoE will also generate unique authentication id to student to upload and update their 
personal information such as address, mail id, phone number etc. The student can also borrow various library 
resources from reputed libraries. The MoE will also generate unique authentication id to secondary board, higher 
secondary council or university to verify whether different primary education, secondary education and tertiary 
education institutions are uploading correct educational information and curricular and extra-curricular information 
for each individual or not. If they get any mismatch information, they will send a reminder to make a correction.  
 
In rural and tribal areas, the MoE can establish nodal center with the help of state government where all nearby 
educational institute can come and upload and update the educational details of a student. It will also give 
permission to governmental and corporate employment sectors to access and verify educational and personal data of 
candidate for preparing the merit list to conduct campus recruitment process and internship process or of employee 
for appointing in different task.The government can also identify list of eligible students to disburse scholarship and 
free ship where the amount can be disbursed in the different categories such as SC, ST, OBC, minorities and other 
economically backward class according to the deserving candidates. It can identify the dropout rate of students, 
especially girls. The government can generate the annual report on literacy rate. The Government can also identify 
list of eligible students for government jobs and intimate them through given mail id and phone number which is 
uploaded by student in their personal information.The MoE can tie up with different banking sector to generate the 
permanent smart card number for each candidate using their E-ID. The candidate can use e-Card as an electronic 
wallet to pay course fee and exam fee. Whenever the candidate will open account in any bank, the same smart card 
number will be used to create an account and will be carried further. 
 
The entire online bank transaction can be done using smart card technology. The smart card will hold all information 
about the candidate and the bank and account details. The institutions will make a mandatory clause to pay different 
fees through online which can be possible through the e-Card. He/she can increase the debit limit by using e-Card as 
electronic wallet.  
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In the beginning of the academic year, the MoE will send circular to different institution and university to upload the 
educational, co-curricular and extra-curricular information of students in the centralized database.  The database 
admin will maintain the data as well as the security of all data at institution level. 
 
Role of secondary board, higher secondary council and Universities 
The unique id and password will be generated and given by MoE admin to all boards of secondary education, 
council of higher secondary education and universities of different states in India. The boards and councils will 
verify all data and result details from the centralized database uploaded by different primary institution, Secondary 
and higher secondary institution respectively. If there is any data mismatch, then they must send the reminder to 
those institutions to rectify the mistake within the time limit. It also ensures that there will not be any data 
redundancy and duplicity done by any institution. Similarly, University will also get unique id and password from 
admin of the database created by MoE. Through the id, the University can check the result from the database 
uploaded by tertiary educational institution.  
 
Role of Primary, Secondary and Tertiary Educational Institutions 
The unique id will be also given to different primary, secondary, higher secondary and tertiary educational 
institution. Through the id, each institution can upload their institutional admission details, students’ caste wise 
details, gender wise details etc. and result of each individual student in the database either annually or semester 
wise.   They can also upload students’ curricular and co-curricular activities details in the database created by MoE 
for e-Card. They include students’ participation in different wings of NCC, NSS or Scout. They also upload and 
update participation and achievement of different level of State and National level Sports and Cultural participation 
[13]. 
 
Education e-Cards 
The proposed e-Card model is targeted that MoE will collaborate with education institutions for issuing e-Card. 
Students have to provide all necessary information to the school authority at the time of admission. Then the school 
authority will submit that relevant information in the database created by MoE. Once it is submitted the student will 
receive the permanent e-Card from MoE [13]. Following are concerns of e-card: 
 
 e-Card Contents - The card will provide all the relevant information of student such as Name, Father Name, 

Mother Name, Date of Birth, sex (male or female), Student’s E-ID and bio metrics of the student. This permanent 
E-ID will be based on country code, birthplace pin code, and ten-digit id code. 

 Validity of e-Card - The E-ID will remain same for lifetime. 
 Identification Proof - The student can use the e-card as an identification proof, and it is helpful to apply for other 

nationalized documents like passport and driving license, etc. 
 Verification e-Card - Through the E-ID, anyone can access the educational details and personal information of a 

student. Also, scanning QR code, anyone can get that information in detail. Using the E-ID and smart card 
number, banking sectors can create bank account and provide electronic payment option using smart card 
technology. 

 Issuing of e-Card - Through the id and password generated for the student, the student can update his/her 
personal details such as address, e-mail id, phone number, add-on course details, certification course details and 
all other necessary information with time changes. He/she can also update his/her areas of interest and 
employment details like year of experience and details of different employers. The student can create electronic 
wallet using smart card feature of e-card.  

 As an electronic wallet - The student can pay his/her course fee and other study related fee to the institutions 
using e-card which facilitates the electronic payment option. 

 Job Alerts - By entering the card details the student can login in mobile app targeted for jobs.The students can 
receive intimation from Government and corporate organization regarding job vacancies on his/her mobile.  

 Employment Sector -The government and corporate employment sector can also use centralized database created 
by MoE. They can access the database and collect information of a particular student according to the criteria. 
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They can also prepare a list of students in general, SC, ST category for interview process, inform them about 
schedule of interview through mail id. Based on the merit list, employment sectors can organize campus 
recruitment process or inform candidates about current vacancies. They can verify the educational details and 
personal information details of a student from the database. Using blockchain, the organization can easily 
identify the fake candidates as well as the forge information submitted by candidates. The organization can 
upload previous experience of employee and insist the employee to update his/her newly assigned task and 
details which can be further verified by the authority of employment sector. The organization can also prepare a 
list of students for internship program according to the merit list. The database will be maintained by the system 
admin appointed by MoE. The system admin will take care of the security of the database. 

 e-Card for Banking Sector - Candidate can create the bank account in different banks using the E-ID and 
permanent smart card number given by MoE. All information related to candidate, bank and account can be 
created and updated with the help of smart card technology. Whenever any device will read the smart card, a 
report of all necessary information will be generated. It means bank will utilize the smart card number to create 
its own account number. The smart card number will remain same for other banks also. It means if candidate 
will open another account in a different bank, the same smart card number will be utilized. When system reads 
the smart card number, it will encrypt that number to bank’s own account number given to the candidate in a 
secure way. So, the candidate can do transaction without having separate account and separate debit card. Using 
the e-Card, which facilitates electronic wallet feature, an individual can do different transaction. And any bank 
can avoid generating different passbook, debit card, ATM card etc. Further banks can add credit facility to e-
Card where candidate can use the same smart card number and create credit account for him/her. 

 Transaction Alerts – The single mobile app will provide all kinds of alerts. The students can receive intimation 
from banking sectors regarding different transaction made by students with the help of e-Card through their 
given email id and phone number. 
 

As shown in figure 1, the student provides his/her personal details, and the school/institute/university uploads 
his/her details along with the certificate/degree completed in the centralized server secured with blockchain by 
government. The e-Card data is accessed by the e-Card production unit and the produced cards are sent to the 
concerned school/institute/university. 
 
Quick Response Code 
Quick response (QR) code is a two-dimensional matrix code representing coded information about something. A QR 
code is a machine-readable optical label which consists of information about the item to which it is associated. By 
scanning the QR code on e-Card will provide all the details of the card holder like personal details, educational 
qualification but the sensitive details like banking and other things will be protected. The scanning of QR code will 
permit the entry to a student in exams as the admit card can be linked with the smart e-Card. QR Code for an 
individual personal information which provides individuals name, fathers’ name, mother’s name, date of birth, sex, 
E-ID number, and necessary information which is uploaded by individual. It also provides an individuals’ 
achievement and participation in different level of co-curricular and extra-curricular activities and details of different 
certifications and add-on program attended by individual, details of science model or project designed by individual, 
research projects, etc. 
 
QR Code for schooling details which provides when and where an individual started his/her studies. It also provides 
information about the school, location of the school and other schools (If individual completed his schooling in 
different schools). QR Code for secondary examination details which provides the information about result of the 
candidate appearing in secondary examination, school where he/she has appeared exam, percentage and CGPA of 
his/her secondary examination. QR Code for higher secondary examination details which provides the information 
about result of the candidate appearing in higher secondary examination, school or college where he/she has 
appeared exam, percentage and CGPA of his/her higher secondary examination. QR Code for undergraduate 
examination details which provides the information about result of the candidate appearing in semester or annual 
university examination, college where he/she has appeared exam, percentage and CGPA of his/her university 
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examination. QR Code post graduate examination details which provides the information about result of the 
candidate appearing in semester university examination, college where he has appeared exam, percentage and 
CGPA of his/her university examination. 
 
Smart Card Technology 
Card enabled for transactions using integrated circuit (or a chip) is most common now a days for secure payments 
[14]. It is fabricated using microprocessor under a gold contact pad. Smart cards can provide user 
identification, authentication, data storage, security code, application processing mechanism, etc. Smart cards are 
equipped with high security authentication. 
The e-Card facilitates all the smart card feature. The smart card is having permanent number which holds several 
information of an individual such as candidates’ name, address, bank account number, location of bank and date of 
issuing the account etc. Candidate can create the bank account in different banks using the E-ID and permanent 
smart card number given by MoE. Whenever any device or system will read the smart card, a report of all necessary 
information will be generated. It means bank will utilize the smart card number to create its own account number.  
The smart card number will remain same for other banks also. It means if candidate will open another account in a 
different bank, the same smart card number will be utilized. Using the e-Card, which facilitates electronic wallet 
feature, an individual can do different transaction. And any bank can avoid generating different passbook, debit 
card, ATM card etc. Further banks can add credit facility to e-Card where candidate can use the same smart card 
number and create credit account number for him/her. The figure 2 shows the proposed contents on e-Card along 
with QR code. 
 
Benefits of Using E-Card 
The e-Card can hold all necessary information of a candidate along with educational, co-curricular, extra-curricular 
and personal information. The e-Card can be used as identity proof and as most valuable documents to apply other 
nationalized documents such as passport and driving license. It can also be used to borrow learning resources from 
different repositories. The e-Card can be used as electronic wallet to pay various fees during studies and further 
payments also. It can be used as debit as well as credit card. The e-Card holds E-ID, through which anyone can access 
the details of educational, co-curricular, extra-curricular and personal information. It also facilitates smart card 
technology through which electronic payment option can be generated to pay several fees during studies and so on. 
Having this, any candidate can apply different competitive examination, government and corporate job. Using this, a 
candidate receives different applicable financial support from different government agencies without applying. The 
e-Card can be used anywhere and anytime which encourages paperless and faster communication. 
 
CONCLUSION 
 
Implementation of e-Card can bring revolutionary changes in education system in India. It can serve as a strong 
identification proof for educational details of a student. Validation and verification process is ensured using 
blockchain at various level of education system guarantees the authenticity of information. Addition of QR Code 
facilitates the freedom to anybody to use the card to collect and verify an individual’s details. Additionally, the smart 
card technology facilitates the freedom to the students to use card for paying different fees in a secure way which 
cannot be possible with any other identity proof. In this case, the e-card system is proposed, and the benefits are 
analyzed. If the Government takes up this initiative in a serious note, then the destination is not so far to reach. 
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Global climate change has already had observable effects on the environment. Glaciers have shrunk, ice 
on rivers and lakes is breaking up earlier, plant and animal ranges have shifted and trees are flowering 
sooner, frequent wildfires, longer periods of drought in some regions and an increase in the number, 
duration and intensity of tropical storms. The number of climate-related disasters has tripled in the last 
30 years. Between 2006 and 2016, the rate of global sea-level rise was 2.5 times faster than it was for 
almost all of the 20th century. In this paper, presents the trend analysis of temperature which is being 
calculated using the machine learning technique such as Gradient Descent Algorithm, Linear Regression 
with Multiple Variables, Polynomial Regression using gradient descent. The overall purpose of this study 
is to investigate the possible trend of temperature variation as well as the effect of climate change in the 
world. 
 
Keywords: Global climate, Gradient Descent Algorithm, Linear Regression with Multiple Variables, 
Polynomial Regression. 
 
INTRODUCTION 
 
Machine Learning (ML) is an important aspect of modern business and research. It uses algorithms and neural 
network models to assist computer systems in progressively improving their performance. Machine Learning 
algorithms automatically build a mathematical model using sample data – also known as “training data” – to make 
decisions without being specifically programmed to make those decisions. Machine learning is a method of data 
analysis that automates analytical model building. It is a branch of artificial intelligence based on the idea that 
systems can learn from data, identify patterns and make decisions with minimal human intervention.Because of new 
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computing technologies, machine learning today is not like machine learning of the past. It was born from pattern 
recognition and the theory that computers can learn without being programmed to perform specific tasks; 
researchers interested in artificial intelligence wanted to see if computers could learn from data. The iterative aspect 
of machine learning is important because as models are exposed to new data, they are able to independently adapt. 
They learn from previous computations to produce reliable, repeatable decisions and results. It’s a science that’s not 
new – but one that has gained fresh momentum. 
 
Numerous foundational ideas in machine learning come from probability theory and statistics, and they have their 
roots in the 18th century. The English statistician Thomas Bayes developed a mathematical theorem for probability in 
1763. This theorem became known as the Bayes Theorem and is still a key idea in several contemporary methods of 
machine learning.The Dartmouth Workshop, usually regarded as the event that gave rise to the science of artificial 
intelligence, gave rise to the phrase "artificial intelligence" in 1956. Mathematicians and scientists from several fields 
attended the six to eight-week long workshop, including computer scientist John McCarthy, Marvin Minsky, 
Nathaniel Rochester, and Claude Shannon.To aid in making predictions from unlabelled data sets, future research 
will focus more on enhancing unsupervised machine learning systems. This function will be more and more crucial 
as computers are able to find intriguing hidden patterns or groupings in data sets, which will aid organisations in 
better understanding their market or clients. 
 
Temperature, measure of hotness or coldness expressed in terms of any of several arbitrary scales and indicating the 
direction in which heat energy will spontaneously flow—i.e., from a hotter body (one at a higher temperature) to a 
colder body (one at a lower temperature). The world is getting warmer. Thermometer readings around the world 
have been rising since the Industrial Revolution, and the causes are a blend of human activity and some natural 
variability—with the prevalence of evidence saying humans are mostly responsible. According to an ongoing 
temperatureanalysis conducted by scientists at NASA’s Goddard Institute for Space Studies (GISS), the average 
global temperature on Earth has increased by a little more than 1° Celsius (2° Fahrenheit) since 1880. Two-thirds of 
the warming has occurred since 1975, at a rate of roughly 0.15-0.20°C per decade. December’s combined global land 
and ocean surface temperature departure from average for 2019 was also second highest in the 140-year record. For 
2019, the average temperature across global land and ocean surfaces was 1.71°F (0.95°C) above the 20th century 
average. This was the second highest among all years in the 1880–2019 record and just 0.07°F (0.04°C) less than the 
record value set in 2016. 2019 marks the 43rd consecutive year (since 1977) with global land and ocean temperatures, 
at least nominally, above the 20th century average. The five warmest years have occurred since 2015; nine of the 10 
warmest years have occurred since 2005. The year 1998 is the only 20th century year among the 10 warmest years on 
record. The annual global land and ocean temperature has increased at an average rate of +0.13°F (+0.07°C) per 
decade since 1880; however, since 1981 the average rate of increase is more than twice that rate (+0.32°F / +0.18°C). 
For the 21-year span that is considered a reasonable surrogate for pre-industrial conditions (1880–1900), the 2019 
global land and ocean temperature was 2.07°F (1.15°C) above the average. Without human intervention, climate 
change has occurred on Earth in the past. Because of the traces left behind in tree rings, glacier ice sheets, ocean 
sediments, coral reefs, and sedimentary rock strata, we are able to reconstruct former temperatures. For instance, air 
bubbles trapped in glacier ice allow scientists to study minute samples of the Earth's atmosphere that date back more 
than 800,000 years. 
 
The average global temperature can be inferred from the chemical composition of the ice. With the use of this 
historical data, scientists have created a record of former climates on Earth, or "paleoclimates." Past ice ages and 
times significantly warmer than the present are shown by the paleoclimate record and global models. However, the 
paleoclimate record also demonstrates that the present-day rate of climatic warming is far higher than that of earlier 
warming episodes. Over the past million years, as the Earth emerged from ice periods, the average global 
temperature increased by 4 to 7 degrees Celsius over a period of around 5,000 years. The temperature has risen 0.7 
degrees Celsius in just the last century, approximately ten times faster than the usual warming pace associated with 
ice ages.In the coming century, models project that the Earth will warm by 2 to 6 degrees Celsius. It has taken the 
globe roughly 5,000 years to warm by 5 degrees when global warming has occurred many times during the past two 
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million years. In the coming century, warming is expected to occur at a rate that is at least 20 times quicker. 
Extremely unusually, this rate of change.As of 1981 [Hansen et al., 1981], GISS analyses of changes in the earth's 
surface temperature have been ongoing since the late 1970s. The goal was to determine an estimate of global 
temperature change that could be compared to projected global climate change in response to known or suspected 
climate forcing mechanisms, such as atmospheric carbon dioxide, volcanic activity, and variations in solar irradiance. 
 
Prior studies on temperature change have been conducted, as noted by Jones et al. [1982] and summarised by the 
Intergovernmental Panel on Climate Change (IPCC) [2007], with the majority of the research focusing on sizable but 
not entirely global regions.Because the methodology solely considers temperature change, it does not yield estimates 
of absolute temperature. With a degree of Celsius of uncertainty, we calculated the worldwide mean surface air 
temperature for the period 1951–1980 to be 14°C.In order to fill in temperatures at grid points without observations, 
that value was produced using a global climate model [Hansen et al., 2007], however it is compatible with findings 
from Jones et al. [1999] based on observational data. There are maps of absolute temperature in the review paper by 
Jones et al. (1999), as well as a wealth of background data on investigations of absolute temperature and surface 
temperature change. Hansen and Lebedeff [1987] used the correlation of temperature anomaly time series as a 
function of station spacing for various latitude bands. 
 
METHODS AND CALCULATION 
Data Explanation 
Statistics on mean surface temperature change by nation are made available in the FAOSTAT Temperature Change 
domain, with yearly updates. The era covered by the current circulation is 1961 to 2019. Anomalies in monthly, 
seasonal, and yearly mean temperatures, or changes in temperature relative to a reference climatology covering the 
years 1951–1980, are quantified statistically. Additionally included is the baseline methodology's standard deviation 
for temperature change. The National Aeronautics and Space Administration Goddard Institute for Space Studies 
(NASA-GISS) distributes the Global Surface Temperature Change data, or GISTEMP, which is publicly available. 
 
Environment Temperature Change Data given in the following table: 
 
CONCLUTION 
 
From the above results we concluded that the world temperature is going to increase rapidly in the near future, and 
the temperature is to be doubled almost at the end of 2049 as of now, so we need more precaution and we should 
give more attention to the problem of temperature change in the near future. 
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Table1 : Temperature Change Data 

 
Area 
code 

Area 
Months 

Code 
Months 

Element 
Code 

Elements Unit Y1961 Y1962 ... Y2017 Y2018 Y2019 

0 2 Afghanistan 7001 January 7271 
Temperature 

change ℃ 0.777 0.062  1.201 1.996 2.951 

1 2 Afghanistan 7001 January 6078 Standard Deviation ℃ 1.950 1.950  1.950 1.950 1.950 

2 2 Afghanistan 7002 February 7271 Temperature 
change ℃ -1.743 2.465  -0.323 2.705 0.086 

3 2 Afghanistan 7002 February 6078 Standard Deviation ℃ 2.597 2.597  2.597 2.597 2.597 

4 2 Afghanistan 7003 March 7271 Temperature 
change 

℃ 0.516 1.336  0.834 4.418 0.234 

5 2 Afghanistan 7003 March 6078 Standard Deviation ℃ 1.512 1.512  1.512 1.512 1.512 

6 2 Afghanistan 7004 April 7271 
Temperature 

change ℃ -1.709 0.117  1.252 1.442 0.899 

7 2 Afghanistan 7004 April 6078 Standard Deviation ℃ 1.406 1.406  1.406 1.406 1.406 

8 2 Afghanistan 7005 May 7271 Temperature 
change 

℃ 1.412 -0.092  3.280 0.855 0.647 

9 2 Afghanistan 7005 May 6078 
Standard 
Deviation ℃ 1.230 

1.23
0 

 1.230 1.230 1.230 

10 2 Afghanistan 7006 June 7271 
Temperature 

change ℃ -0.058 
-

1.06
1 

 2.002 1.786 -0.289 

11 2 Afghanistan 7006 June 6078 
Standard 
Deviation ℃ 0.930 

0.93
0  0.930 0.930 0.930 

12 2 Afghanistan 7007 July 7271 
Temperature 

change ℃ 0.884 
0.29

2  0.901 1.815 1.885 

13 2 Afghanistan 7007 July 6078 Standard 
Deviation 

℃ 0.585 0.58
5 

 0.585 0.585 0.585 

14 2 Afghanistan 7008 August 7271 
Temperature 

change ℃ 0.391 
-

0.22
0 

 0.102 0.982 0.773 

15 2 Afghanistan 7008 August 6078 
Standard 
Deviation ℃ 0.773 

0.77
3  0.773 0.773 0.773 

16 2 Afghanistan 7009 
Septembe

r 
7271 

Temperature 
change ℃ 1.445 

-
1.79

7 
 0.930 1.063 2.004 

17 2 Afghanistan 7009 
Septembe

r 6078 
Standard 
Deviation ℃ 0.832 

0.83
2  0.832 0.832 0.832 

18 2 Afghanistan 7010 October 7271 
Temperature 

change ℃ -1.102 
-

0.96
8 

 2.092 -0.103 1.264 

… … … … … … … … … … … … … … 
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Table 2 : Inputs 

 ds y 
0 1961 1.43032 
1 1962 -0.028398 
2 1963 -0.026297 
3 1964 -0.122865 
4 1965 -0.224154 
5 1966 0.095070 
6 1967 -0.131975 
7 1968 -0.167841 
8 1969 0.105694 
9 1970 0.072189 
10 1971 -0.177649 
11 1972 -0.049936 
12 1973 0.199149 
13 1974 -0.128841 
14 1975 -0.030398 
15 1976 -0.210907 
16 1977 0.185724 
17 1978 0.053986 
18 1979 0.230299 
19 2039 1.764388 
20 2040 1.790991 
21 2041 1.817595 
22 2042 1.844199 
… … … 
55 2016 1.440185 
56 2017 1.299112 
57 2018 1.310459 
58 2019 1.464899 

Table 2 gives the temperature of 59 years i.e from 1961 to 2019. We will use this data to forecast the future world 
temperature. 
 
 
 

96
55 5873 OECD 7019 Sep&Oct

& Nov 7271 Temperature 
change 

℃ 0.378 0.378  0.378 0.378 0.378 

96
56 

5873 OECD 7020 
Meteorol

ogical 
year 

6078 Standard 
Deviation 

℃ 0.165 -0.009  1.349 1.088 1.297 

96
57 

5873 OECD 7020 
Meteorol
ogicalye

ar 
7271 Temperature 

change 
℃ 0.260 0.260  0.260 0.260 0.260 
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Table 3: In Forecast 
 
 ds y 

0 2005 0.757588 
1 2006 0.779762 
2 2007 0.801935 
3 2008 0.824109 
4 2009 0.846283 
5 2010 0.868457 
6 2011 0.890630 
7 2012 0.912804 
8 2013 0.934978 
9 2014 0.957151 
10 2015 0.979325 
11 2016 1.001499 
12 2017 1.023673 
13 2018 1.045846 
14 2019 1.068020 

Table 3 describes the forecasting data from 2005 to 2009 after applying the forecasting algorithm which says that our 
forecasting temperature with 0.1760 absolute mean error, as compared to the given data. 
 
Table 4 : Out Forecast 

 y yhat 
0 2020 1.258916 
1 2021 1.285520 
2 2022 1.312124 
3 2023 1.338727 
4 2024 1.365331 
5 2025 1.391935 
6 2026 1.418539 
7 2027 1.445142 
8 2028 1.471746 
… … … 
20 2040 1.790991 
21 2041 1.817595 
22 2042 1.844199 
23 2043 1.870803 
24 2044 1.897407 
25 2045 1.924010 
26 2046 1.950614 
27 2047 1.97218 
28 2048 2.003822 
29 2049 2.030425 
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Table 4 describes the output i.e. the forecasting temperature of the year 2020-2049. 

 

 
Fig. 1: Temperature change in India 
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Fig. 2: (a)Temperature Change in India (b)Standard Deviation of Temperature Change in India 

 
 

Fig. 3 : Temperature Change of the India Fig. 4: Temperature Change of the India 

  
Fig. 5: Temperature Change of the World Fig. 6: Temperature Change of the World 
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Fig. 7: Average Temperature of the World(1961-2019) Fig. 8: Average Temperature of the World in Future 
Years 
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Sustainable development goals (SDGs) are one of the best ways to improve the world for a better future 
and to make an easy lifestyle for every global living organism. To achieve these global goals, every 
individual on earth can take responsible by obeying the laws and holding hands as a family towards the 
goals. One people or two people’s hard work will not reach these global goals.About 75% of the earth’s 
surface is covered by water bodies. Our aquatic wildlife isan important source of food, energy, jobs, 
atmosphere oxygen, and buffer against new diseases, pests, and predators. According to researchers,s 
more than 3 billion people depend on aquatic organisms. But due to over consumption of seafood, 
pollution, and human activities most aquatic species are extinctand the rest of the aquatic life is in 
danger, as they live in a hazardous environment. To solve their problem everyone on the earth especially 
water users, from small communities to every country should participate as a partner.The partnership is 
very important because they provide an opportunity to build a network across the world through 
different sectors. Here partnership to achieve the goal is to help efficiently implement SDGs and 
complete it in a given duration. Moreover, partnerships play a vital role when it comes to the 
conservation and production of things. As conservation and production will be more successful when 
participations are more defined as partners. Our research is mainly focused on the issue of life below 
water. This research going to focus on the research area, and research question which leads to implement 
of SDGs. Some SDG-related questions were asked tothe public and sought to mobilize action to achieve a 
global SDG goal. This research has been limited to a few important subtopics mainly why partnership is 
important, consumption of seafood, new production to implement and maintain the lifestyle of life below 
water, and conservation of aquatic ecosystem. 
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Keywords:Sustainable Development, Aquatic Ecosystem, Partnership, Seafood, Consumption, 
Production, and Conservation. 
 
INTRODUCTION 
 
United nation operates sustainable development goals (2015-2030) consisting of 17 goals, one of the best ways to 
improve the world for a better future, to make an easy lifestyle for every global living organism, and to make this 
earth safer[1]. Partnership to achieve is one of the bestgoals to fulfill other goals.The partnership includes financing 
development, connecting people through information technology networks, and international trade flows, and 
strengthening data collection and analysis.A stronger partnership or collaboration will contribute to environmental 
protection and sustainable development by mobilizing resources, sharing knowledge, promoting the creation and 
transfer of environmentally sound technology, building capacity, and mobilizing financial from multiple 
sources[2].Aquatic ecosystems are water-dependent living organisms like plants, animal, microbes, and plankton 
and their livelihood [3]. The fact you should know is the first life originated in the water and the first organisms were 
also aquatic organisms.As the ocean covered the maximum area of water bodies, the ocean has the maximum 
number of varieties of living organisms[4]. In an ocean, coral reefshost a maximum of aquatic living organisms. 
Human activities and climate change have left coral bleached and rise in extinction rates of species which leads to a 
decrease in biodiversity. Of coral reefs, 88% of them are threatened by excessive carbon dioxide(CO₂) emissions. 
These reefs are among the most important stores of biodiversity on the planet. It takes around 10,000 years for a reef 
to form from coral polyps, and up to 30 million years for a reef to fully mature, hosting an estimated 25%of all 
marine life[5]. And yet, around the world, coral reefs are dying, as warming temperatures and stressful conditions 
bleach the corals white as they are forced to expel color dependingontheirsurvival[6]. 
 
The total consumption of seafood in the world has consistently increased[7]. Where different methods are used to 
catch the sea animals. But due to wrong methods of catching,many species are in endanger[8]. Overfishing has 
caused fish stocks to plummet. Coastal economies often rely on fishing and tourism. To maintain and sustain our 
livelihood and aquatic livelihood we should come up with less consumption of seafood, new products should be 
innovating mainly focus on limiting the damage caused to the aquatic ecosystem and conservation of the aquatic 
ecosystem should be done to preserve threatened aquatic life[9]. The main threats in oceans include species loss, 
habitat degradation, and changes in ecosystem function. Conservation is one of the sustainable methods to maintain 
our resource and living organisms to pass it to future generations[10]. 
 
Why Partnership? 
As different partners bring specific expertise from their perspectives and they can work together and which adds to 
each of the partner’s knowledge which builds the capacity to achieve the goals easily. So, getting every people to take 
part in the SDGs is the best method to create something productive & make it sustainable, as their involvement 
ensures long-term engagement and guarantees that, no ideas and knowledge are left behind to create a better worth 
of living world.Countries should come up with common issues at the global level so that researchers and experts will 
be identifying the problems, emerge the issues, and come up with the solution and recommend it to other countries 
too.We will have to use the existing and additional resources, technology development, and financial resources. If 
the world needs new products, they should be created in such a manner that it should be essential and it should be 
advancing models for better versions and long-lasting.The government of every country should come up with the 
best decision and laws to develop their own country and also to develop this earth. Government should protect its 
citizen from their difficulties. Government should provide basic needs and well-being for every citizen, especially in 
remote places. Government should inspect and facilitate the hospital, old-age, and orphan homes and institutions. 
NGOs were also actinga huge role to make this earth a better place,especially for needy ones.  Members of every 
NGO should work actively and also think out of the box to connect with the government and other NGOs to solve 
larger problems and global problems.As this world is all about business from our food, shelter, clothes, medication, 
and education, through this they fulfilled and solved every essential problem. Businessmen and entrepreneurs give 
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different directions for our lives. They can make our life easy in large quantities. Therefore, they should have 
invested the money in new ideas and new technology. Every citizen of the earth should take care of this earth as their 
home and caring others as their family. We are interdependent on this earth so every species and every particle play 
role in our lives, but humans play a vital role on this earth as we can think and act. So, every human on earth should 
be united and make this earth worth living for all beings. We should conserve the planet Earth.Being a student as a 
partner, study and understand the field in such a way that you can apply today’s knowledge to upcoming issues. As 
children are future generation people and educating the children is the pillar of society. We have to think about what 
kind of environment we want in our future and we have to act according to it, as every matter will impact the future. 
 
Some simple things that you should do as a partner to conserve the aquatic ecosystem. 
 Consumption of water should be used as per necessity. This will not only save you money but will reduce 
excess runoff, containing pollutant waste, into water bodies. 
 Use less energy in your day-to-day life. higher temperatures can cause the death of corals, rising sea levels 
and flooding, and more extreme weather which can damage aquatic ecosystems. Many aquatic species also rely on 
specific temperatures to determine what sex they develop into(i.e.they have temperature-dependent sex 
determination),and so by changing the temperature, we can throw the entire population out of balance.  
 Consumption of less seafood or not at all if you can. 
 Reducing your use of plastics is also essential. Ingestion of microplastic (bits of plastics that are less than 5 
mm across) can lead to bio-accumulation. This is where harmful substancesbuild up in a harmful chain and 
eventually serious problems for the organismsthat depend on them. 

 
Consumption of Seafood 
Seafood is a natural source of vitamins and other nutrients. This is a healthy option with low fat and cholesterol. 
Seafood is also rich in vitamin D, calcium, vitamin A, vitamin B, and  B -complex vitamins. Seafood is good for your 
energy production, concentration, metabolism, and even beauty. Omega-3 is very nutritiousand present in seafood. 
As omega-3 plays a critical role in our body improvingthe immune system, and is good for the skin, and the health of 
those that suffer from allergies. 
 
The world’s appetite for seafood and seafood products shows increasing day by day. This also shows the growing 
role of fisheries and aquaculture in providing food, nutrition, and employment. 
The main reason to increase in consumption of seafood 
 Cheapness is an important factor. 
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 Showing tasty advertisements by the company to consume seafood on social media platforms, people were 
more andmore desired to consume seafood. 
 Good nutrition and a healthy diet. 
Due to pollution in the oceans, seafood is often contaminated. It could cause mild to severe poisoning. Seafood has 
high levels of mercury which leads to different sorts of diseases. So when you consume seafood, you should be very 
careful where to buy and where to eat seafood. Be sure that seafood is coming fresh from the water as farm seafood 
is a high chance of contamination and is dangerous to people's health. Get tested that whether you are allergic to 
seafood or not, allergic reaction is also dangerous, the person could stop breathing and die.Be sure what kind of 
seafood you are consuming as some fish like tilapia do not have omega-3 rather it is rich in fat. 
 
Corona virus Impact 
The COVID-19 pandemicaffected most countries in the world, with a severe impact on the global economy and the 
food production and distribution sector, including fisheries and aquaculture. According to an addendum, global 
fishing activity may have declined by about 6.5% as a result of restrictions and labor shortages due to the health 
emergency. At the same time, the FAO said the disruption of international transport has particularly affected 
aquaculture production for export, while greatly reduced tourism and restaurant closure have dramatically impacted 
distribution channels for many fish types, although retail sales have remained stable or increased for frozen, canned, 
marinated, and smoked fish with long shelf life. 
 It was arguably one of humanity’s finest moments — the whole planet signed up. But after the pandemic, it is our 
duty to make these look for what we had signed on to make Earth a 
better place to live in and make it better for the future so that everyone can enjoy its 
beauty. As of now, we are in a different place right now, as we have seen a pandemic rise 
to fall and we can give our future generation an education about responsible 
consumption and production so that no one would end their life in misery. Our planet is One 
big family, so we must care for and share this world. 
 

 
 

 
Production Should be Need to Improve Lifestyle 
Keeping in mind that maintaining and restoring the healthy ecosystem, we have to develop our country to the next 
level. If a country is developed make sure that the country is well implemented, if the country is undeveloped make 
it developed and smart. To make it developed and digital, we have to work on new knowledge and inspire a young 
innovator to make it sustainable and updated. And multi-stakeholders should give a chance for new innovators and 
entrepreneurs, where new plan and ideology is much needed to achieve the goals. Entrepreneurs should innovate in 
such a way that where huge and wide problems were solved inan easy way within a short period. Government 
should help by giving loans and investing in budding companies and entrepreneurs. 
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Most of the coastal people are dependent on the ocean and other water bodies like fishermen, collecting shells, 
octopus harvesting, and seaweed farming, and all this contributes to their livelihood. Over the year, aquaculture 
become an essential and sustainable source of income and food for local communities[11].  
After research, in aquaculture seaweed farming is one of the eco-friendly aquatic farming, even though they can’t 
harm them as aquatic life play an important role in their farming.In an environment where there is natural flora and 
fauna, seagrasses, and microalgae,seaweed grows much better than it is grown in white sand. If we do not conserve 
the aquatic plant, we will also end up planting seaweed in the sand, then production may go down. The main threat 
to seaweed farming is climate change. During the climate is very hot, it affects the seaweed growth. Water 
temperature is increasing over the year;the farmer has to farm much below the water as it is cooler. Still, farmers 
need new technology and innovationto farm seaweed. seaweed is used to make different products like medicinal 
and pharmaceutical productsand also used in making beauty products and food products[13]. 
When human interacts with the marine environment through demersal fishing like  
1. trawling: where a net is dragged along the bottom of the ocean and destroys the seafloor which often 
contains ecologically important plant and coral species. 
2. Active pelagic fishing techniques, where a net is dragged through the open ocean as it’s indiscriminate, 
meaning that the nets will catch anything in their way, regardless of whether or not the fisherman is looking for it. 
This often leads to protected animals like dolphins and turtles being injured or even killed. From research: for every 
1kg of prawns, 9kg of other sea animals are caught bycatch, and then injured or killed, and then thrown away. 
3. A catch that is not the species we’re targeting is called by-catch. Fishers sometimes bring by-catch back to 
land, to eat or sell. 
 
Discards 
Fishers often throw these unwanted fish back into the water. The animals they throw back are called discards. 
Discards can be dead or alive,but the survival rate is very low. Some hardy shellfish might survive, but most 
discarded are dead.  There are various reasons why fishers might not want these fish. They might be too small, 
inedible, damaged, or not even give them a good return in the market. Fishers might also have strict quota 
restrictions on how much they can bring back each day. If they’re over the limit they will have to throw some fish 
back. Discards bring a negative impact on aquatic ecosystems. First killing for no reason or threatening their 
environment. Second, most of the databases discarded are not reported.  After landing unwanted fish, fishers can 
give that unwanted fish to a production company as they produce fish meal and fish body oil.To reduce the 
destruction caused by different fishing techniques, either by reducing how often they are allowed to be used or by 
making the less destructive.Also, innovation has to be done to fulfill both aquatic and human goals.for example: By 
using specific fishing hooks that are less likely to catch unwanted species. Solving these sorts of problems does take a 
lot of hard work, but that doesn’t mean there is nothing you can do even though you are not a conservationist.  
Fishers can also catch fish as given by the law and never overfish, as they were discarded. 
 
Conservation of Aquatic Ecosystem 
With half of the world's coral reefs having perished in the previous 30 years, oceans are today more endangered than 
ever. Therefore, it is crucial that you practice aquatic conservation in order to protect threatened species and 
ecosystems and to lessen the damage that various fishing methods do, either by limiting their usage or by 
developing less damaging alternatives. Different species in an environment depend on one another for survival. If 
one species is threatened, a chain reaction occurs and finally the entire ecosystem is in danger. To keep up with these 
developments, sustainable aquaculture development and efficient fisheries management are essential. There is 
mounting evidence for fisheries showing, when they are managed properly, stocks are constantly above target level 
or are rebuilding.Most importantly, we had less food, fewer money, and less life on our world without aquatic life. 
The status of fish stocks is poor and deteriorating in areas where fisheries management is absent or inefficient. 
Therefore, water bodies must be clean and healthy and must be protected before we begin to conserve it. The Indian 
government devises various programmed to clean up water bodies. 
Hypothesis 1: National mission for clean ganga project (June 2014) 
Partnership: Department of Water Resources, River Development and Ganga Rejuvenation, Ministry of Jal Shakti. 
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Aim is to reduce pollution and conserve & rejuvenate ganga. However, the pollution in the Ganga has remained 
mostly consistent because there is no sewage treatment facility. The local government has set up water monitoring 
stations and waste treatment facilities, but these plans have generally failed to raise the water quality to a level that is 
suitable for residential use, not even for bathing. Afterall treatment plant were inoperable due to lack of funding and 
skilled worker[14]. 
Hypothesis 2: Sagar Mala Project, also known as the Blue Revolution (till 2025)  
Partnership: ministry of ports and shipping waterways: Its aim is port modernization, port connectivity, port-led 
industrialization and coastal community development.  This project is under process. This is specially developed to 
increase Indian economic through trade of export and import. 
Hypothesis 3: Clean Yamuna project(2021-2023): The main component were upgradation of sewage treatment 
plants(STPs), connecting every household to the sewage system and in-situ treatment of untreated water.  This 
project is under process. 
Hypothesis 4: Water quality guideline:A water quality guideline is a recommended numerical (narrative or 
descriptive)concentration level of variables such as contaminants or nutrients, or dissolvedoxygen in a specified 
aquatic system, that will result in negligible risk to thatecosystem and ensure that the designated use of the specified 
aquatic system issupported and maintained.A number of developed countries have national water quality guidelines 
orcriteria or standards (goals) to protect aquatic life in fresh and marine water[12]. 
Hypothesis 5: Marine protected areas:Marine life will live in a much safer habitat, free from the effects of overfishing, 
ship noise pollution, and other human activities. Biodiversity has been found to increase by 21% within marine 
reserve like these, which leads to positive result. 
Hypothesis 6: Artificial reefs:These artificial structures were created to support marine life and the development of 
fresh coral. Artificial reefs have been shown to be effective in restoring damaged ecosystems, providing a habitat for 
imperiled creatures, and regenerating priceless biodiversity within reef ecosystems. 
 
CONCLUSION 
 
Things were different back in 2015 when the United Nations adopted 17 SustainableDevelopment Goals (SDGs) to 
improve people’s lives and the natural world by 2030.As the world is trying to overcome this pandemic and seeks to 
restore global prosperity,the focus mustbe on addressing underlying factors through the Sustainable 
DevelopmentGoals. Sustainable development cannot be without humans: it happens with the coexistenceof 
biodiversity conservation and development of the human society by meeting various equity needs.All of us must 
work together to protect the oceans, seas, inland waters, and marine resources and ensure sustainable livelihoods, 
diets, and development for the future. Due to the pollution of water, many aquatic lifeis threatened and endangered 
and some species may be about to extinct. To solve any kind of problem, we need experts to come up with solutions 
and the rest should work on their expertise. As a partner, we all come together and we will make our problem 
diminished. To date, most of the country's governments try to improve the aquatic ecosystem and some NGOs work 
on it. 
 

Alongside the Environmental Protection Act, the protection of aquatic ecosystems is provided by several legal 
institutions, such as the Nature Conservation Act, the Water Management Act and their implementing decrees, 
domestic environmental policy documents, and international conventions by introducing restrictions, prohibitions, 
and licensing procedures. The Hungarian regulation follows and enforces the implementation of the goals set in the 
field of environmental protection and nature protection, the maintenance and increase of the level of protection, 
although there are still some obstacles and shortcomings that have to be solved.In this research, we make it easy to 
understand people about why partnership is important in our life as well as to improve aquatic life, and also explain 
about aquatic ecosystems play a vital role on the earth. Moreover, aquaculture should be improved to reduce our 
health issues and save aquatic life from extinct and maintain their species which leads improve government 
economics. In 2030 when the sustainable development goal comes to an end and the problem may diminish, we 
should continue the sustainable development goal as our routine for abetter lifestyle for every living being on this 
earth.  
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Brain tumours are the tenth biggest cause of mortality in the world, killing thousands of people each 
year. Gliomas are the most frequent and severe kind of brain tumour, having a relatively short life 
expectancy. Thus, treatment planning is essential for improving the quality of life. Magnetic resonance 
imaging (MRI) is a frequent imaging modality for evaluating these tumours; however, the volume of data 
generated by MRI prevents manual segmentation in an acceptable amount of time. This demands the 
employment of automatic segmentation techniques; however, automatic segmentation is difficult due to 
the great spatial and structural heterogeneity among brain tumours. In this paper, we propose a 3D U-
Net deep learning architecture for the semantic segmentation of gliomas. We train our model twice: the 
first time, we use the bias correction procedure and the minmax scaler normalization in the pre-
processing stage, and the second time, we skip the bias field correction technique. Without using bias 
correction techniques, we found that we still obtained outstanding results. The precision, sensitivity, 
specificity, dice score, and accuracy metrics are used to evaluate the quality of the segmentation results. 
We trained and tested our model using the High-Grade Glioma (HGG) of the BRATs 2018 dataset. Our 
model achieved a maximum Dice score metric of 0.89 for the whole tumour, 0.95 for the core tumour, and 
0.90 for the enhancing tumour, with a 98% accuracy rate. 
 
Keywords: Brain Tumor; Segmentation; MRI; Deep Learning; Medical Image Analysis. 
 
INTRODUCTION 
 

Medical imaging is an  umbrella term for a variety of non-invasive methods used to view inside the human body 
without causing any harm. It creates images of internal body organs by using various medical imaging procedures 
such as MRI, CT scan, ultrasound, and others [18] for diagnostic and treatment purposes and is essential for making 
proper decisions that will enhance health of millions of people. medical image segmentation plays a crucial role in 
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processing medical images, Manual segmentation is not effective in removing brain tumours without harming 
neighboring healthy brain tissue. However Deep Learning in Healthcare [16] particularly, automatic segmentation 
can be used Automated segmentation can be used to quickly and accurately detect brain tumours[14], which is 
helpful for making treatment decisions and exact measurements. 
 
Brain tumours are one of the global diseases[17] that must be detected early to save person's life. They are classified 
as benign and malignant. A benign brain tumour is a collection of cells that grows very slowly in the brain. 
Malignant brain tumours start in the brain, grow quickly, and aggressively penetrate the surrounding tissues. It can 
also spread to other parts of the brain and disrupt the central nervous system [14]. Magnetic resonance imaging 
(MRI) is a popular imaging technique that use radio waves, a computer, and a magnetic field to produce complete, 
detailed images of organs, soft tissues, bones, and other bodily components [20] and is regarded as one of the best 
imaging technique for identifying, size, location and shape of brain tumours [19]. It allows medical practitioners to 
analyze the interior anatomy of the brain and identify specific parts of the brain that are responsible for certain 
critical activities.T1-weighted MRI,T1-weighted contrast enhancement, T2-weighted, and fluid-attenuated inversion 
recovery as shown in Fig. 3 are combined to generate a multimodal image with details that can be used for tumour 
segmentation resulting in significant performance improvement .This is due to the challenge of detecting irregularly 
shaped tumours using only one MRI modality [15]. 
 
Gliomas are the most common type of tumour and are composed of there regions: the core, the enhancing region and 
the edema. It is difficult to accurately diagnose this form of tumour due to the fact that the cells in different sections 
of the tumour are not all of the same type[1]. Also, these tumours can form in any section of the brain, and borders 
between surrounding tissues are fuzzy due to smooth intensity changes, bias field artifacts, and partial volume 
effects, making tumour volume difficult to determine. Early diagnosis of brain tumours is essential for improving 
treatment options and survival. However, manual tumour segmentation is a complex, time-consuming, and 
laborious job due to the large volume of MRI images generated in medical practice [15]. Additionally, soft tissue 
boundaries of tumours, particularly in gliomas, can make them difficult to distinguish, making it challenging to 
acquire accurate boundaries tumour regions  of  the human brain. The remaining portion of this paper is organized 
as follows: Section 2 highlights previous research, section 3 explains proposed approach, Section 4 provides dataset 
description and experiment findings, Section 5 provides conclusion and future scope. 
 
RELATED WORK  
Dongjin Kwon et al. in 2014 [1] proposed a semi-automatic generative technique for multifocal segmentation and 
registration of glioma brain tumors. Using the brats2013 dataset, dice scores of 0.86, 0.79, and 0.59 were achieved for 
the complete tumour, core tumour, and enhancing tumour sub region. A semi-automatic Generative system (tumour 
cut method) for segmenting t1ce brain MRI images was proposed by Andac Hamamci et al. in 2012[2] in order to 
standardize the region of interest and seed selection, the authors used a seeded tumour segmentation approach on 
t1ce MRI pictures. The proposed technique revealed how the iterative CA architecture or framework, which connects 
CA (cellular automata)-based segmentation to graph-theoretic techniques, overcomes the shortest path problem. To 
determine the actual shortest path, authors modify the CA's state transition approach. Additionally, they used a 
sensitivity variable to address the difficulty of segmenting non-homogeneous tumours, and to impose spatial 
flatness, they established an inferred level set exterior on a tumour likelihood map derived from CA state data. To 
begin the procedure, information is obtained from the user simply by drawing a line on the maximum diameter of 
the tumour. Additionally, a technique based on CA is provided for distinguishing the tissue composition of 
enhancing and necrotic or core tumours, which is essential for a thorough investigation for response to radiation 
therapy. 
 
Mostefa et al. in 2020[3] introduced a new Deep Convolutional Neural Network architecture to automatically 
segment glioblastomas (high and low grade) tumours. To improve the quality of the MRI images, smaller portions of 
lesser than 110 pixels were removed and the CNN model was used to extract more meaningful patterns. The 
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proposed approach was tested using the BRATS 2018 dataset, which produced results with median dice scores of 
0.83 for enhancing tumour sub regions, 0.90 for the whole tumour, and 0.83 for the core tumour. The outcomes of the 
research showed that the segmentation results were accurate and reliable for classifying different types of tissue in 
brain MRI images. Mohammad havaei et al. in 2016 [4] proposed a novel CNN model to segment glioblastomas 
autonomously in MR images. The authors employed a two-phase training strategy to address the imbalance in 
tumour labelling. The proposed method extracts both local and global contextual characteristics simultaneously. The 
output of an initial Convolutional Neural Network acts as a secondary source of data or information for the 
subsequent CNN in the proposed cascaded system. Experimental results on brats 2018 dataset showed that the 
proposed technique achieved dice score outcomes of 0.85 for the whole tumour, 0.78 for the Core tumour, and 0.73 
for the enhancing tumour sub region. 
 
R. Pitchai et al. in 2021[5] presented an automated brain tumour segmentation system using a combination of the 
fuzzy K-means approach and an artificial neural network (ANN). The Wiener filter, followed by ANN, was used to 
reduce noise and classify brain MRI images into healthy and diseased classes. And finally, a fuzzy K-means 
algorithm was used to locate the tumour from abnormal images. On the BRATS dataset, performance was evaluated 
using accuracy, sensitivity, and specificity, authors obtained 99% specificity, 94% accuracy, and 98% sensitivity. 
Dvorak et al.  in 2015 [6] developed a technique for 3D segmentation of multimodal brain tumour MRIs that relies on 
local structure prediction utilizing a convolutional neural network model. The provided technique outperformed 
conventional techniques in predicting voxel-wise labels. The authors tested their approaches using the BRATS2014 
dataset, which is openly available, and obtained cutting-edge findings in less than 13 seconds of processing time per 
volume. 
 
Andriy Myronenko et al. in 2015[7] proposed a semantic segmentation network of brain tumours in MRI images 
using an encoder-decoder architecture to identify tumour subregions from 3-d MRI images. The authors used a 
vibrational auto-encoder branch to standardize the common decoder and apply extra restrictions to its neural layers. 
Because of the short training dataset, they employed a vibrational auto-encoder branch to recreate the original input 
image and increased the number of filters or network width, resulting in consistently better outcomes. The results 
obtained for  enhancing core tumour had an average dice score of 0.7664, the whole tumour had 0.8839 and 0.8154 
for core tumor. The proposed technique won first place in the BraTS 2018 competition. GuotaiWang et al. in 
2017[8]developed a cascaded anisotropic convolutional neural network for automated brain MRI segmentation into 
three hierarchical regions: whole tumour, core tumour, and enhancing core tumour. In the first phase, the authors 
segmented the whole tumour; in the second phase, the tumour core was segmented using the result of the first 
phase's bounding box. To reduce false positives, proposed networks incorporate layers of dilated and anisotropic 
convolution filters with multi-view fusion and residual connections and multiple-scale predictions to improve 
segmentation performance. The technique enhanced the enhancing tumour, whole tumour and tumour core, with 
average Dice values of 0.7859, 0.9050, and 0.8378 on the BraTS 2017 dataset. 
 
METHODOLOGY 
 
Bias Field Correction 
Due to the  irregularities in the magnetic fields of the MRI machine. The bias field, a low-frequency unwanted signal 
that affects pixel intensity values and reduces the effectiveness of processing models, has a negative impact on MRI 
images. It is critical to eliminate bias or variable frequency from MRI images during the pre-processing step in order 
to increase algorithm performance. We use the N41TK approach [11] to correct the bias in the BRATS2018 dataset. 
N41TK was created by merging the strong B-spline approximation method with a new optimization approach called 
nonparametric non uniform normalization (N3). 
 
 
 

Novsheena Rasool and Javaid Iqbal Bhat 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57476 
 

   
 
 

Normalization 
Normalization is the process of converting data such that all characteristics are on an equivalent scale, typically 
between 0 to 1. It is helpful for training the model since it equalizes all features, which helps to stabilize the gradient 
descent. 

=   
−
−            (1) 

 

3D-UNet Architecture for Segmentation 
In this paper, we aim to address the issue of brain tumour segmentation by putting forth a novel network 
architecture based on U-Net [9]. The UNet deep learning architecture is the most popular architecture for segmenting 
biomedical images.It is composed of a contracting or down sampling path and expanding or up-sampling path. In 
the down sampling path, we create a convolution block that captures an increasing number of high-level, abstract 
features related to the context of the Mri images. Next, we use the Max Pooling operation with a 2 stride to reduce 
the resolution by two. The convolution block consists of two consecutive 3x3x3 filters, each accompanied by "Selu" 
nonlinearity and a Lecun Normal kernel initializer. At a certain level, the total number of kernels are constant, but 
double what it was at the previous level. The up-sampling path employs deconvolution layers to simultaneously 
learn parameters for transforming a low-resolution image into a high-resolution one, while also retaining enough 
feature mappings to provide high resolution segmentations with sufficient context information.Furthermore, feature 
maps from the encoder path are concatenated with feature maps of the decoder path at the same level to keep track 
of crucial information encoded by the encoder, assisting in precise localization and accurate bounds. In our model, a 
multi-channel feature map is represented by each blue box. On top of the box, the channel count is shown. At the 
lower left corner of the box, the x-y size is displayed. Copied feature maps are represented by white boxes and the 
various operations are shown by the arrows (see Fig. 4). 
 
Training 
We first divided the High-Grade Glioma (HGG) MRIs in the ratio of 80:20 (or 80% for training and 20% for testing). 
Then we combine each mri's three input modalities, such as t2, t1ce, and flair, and we crop the centre 128x128x128 
blocks of combined images to reduce unnecessary background areas surrounding the essential volume. We load and 
process the multimodal MRIs using a customised data generator while maintaining a small batch size to lower the 
generalisation error and speed up model learning (see Fig 6). The network receives blocks of size 128x128x128x3 as 
inputs and generates Soft Max of size 128x128x128x4.We trained the network by utilizing the fit function and 
reduced the cost function in terms of its parameters using the adaptive moment estimator (Adam). Adam typically 
uses the first and second gradient moments to update and modify the moving average of the existing gradients The 
learning rate, which regulates how frequently we want to update our weights, is one of our Adam optimizer's 
parameters. If we choose a high learning rate, our model may not identify the optimum solution, and if we choose a 
low learning rate, the best results will most likely need too many iterations. As a consequence, we determined that 
the learning rate should be set at 0. 0001. Furthermore, we set the number of epochs to 250 (see Fig 2) and use the 
dropout approach to reduce over fitting in our model. As a result, we use the dice coefficient [10,12], which balances 
the four classes better than the quadratic or cost function cross-entropy function [15], and evaluate the segmentation 
for each tumoral by using the DSC (Dice Similarity Coefficient). 
 

 =  
2

( + ) + ( + )                       (2) 

 
where TP, FN, and FP represent true positive, false negative, and false positive measures, respectively.To ascertain 
the model's actual performance. 
 
DATASET DESCRIPTION 
The main focus of the BraTS 2018 Dataset is the segmentation of intrinsically heterogeneous brain tumours, 
specifically gliomas, using pre-operative 3D-MRI data from several institutions. BraTS 2018 dataset consists of four 
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distinct types of magnetic resonance imaging (MR) sequences: T1-weighted images (T1), T2 weighted images (T2), 
post-contrast T1-weighted images (T1ce), and fluid attenuated inversion recovery (FLAIR). Each of them has 240 x 
240 x 155 volumes. Labels for tumour segmentation include necrotic (label 1), edema (label 2), background (label 0), 
and enhancing tumour (label 4). The dataset includes 210 High Grade Glioma (HGG) patient cases and 75 Low 
Grade Glioma (LGG) patient cases[13].   we exclusively used HGG images. We divided the HGG dataset into two 
sections, employing 168 images for training and 42 for testing. Performance on the testing set is measured mostly by 
segmentation accuracy. The accuracy of the segmentation is assessed using the dice score metrics. The workflow 
diagram of proposed model is shown in Fig.5. 
 
CONCLUSION AND FUTURE SCOPE 
 
Medical image segmentation divides healthcare images into only the necessary regions, and thus allows more 
accurate anatomical examination. The most often used imaging technology for segmenting brain tumours is MRI, 
which produces more detailed pictures [17], and the majority of researchers are employing this method when 
detecting and segmenting brain tumours. In this paper, we first preprocess HGG of BRATS 2018 datasets using 
N41TK bias field correction [11] and Min Max scaler normalization techniques, and then we create a 3d-unet model 
for distinguishing brain tumour pixels from healthy pixels or for segmentation purpose. Even without post-
processing, our method reliably predicts tumour cells. Furthermore, we observe that our model produces better 
results without the bias correction procedure. We evaluated our model based on dice score, accuracy, sensitivity, 
specificity, and precision, and we obtained extremely good results by training and testing on the NVIDIA Tesla V100 
32 GB GPU. Using the Bias Field Correction technique in preprocessing, our model produced dice scores of 
0.86,0.83,0.78 for the whole, core, and enhancing tumours respectively, additionally, our model achieved 99% 
specificity, 98% sensitivity, 98% accuracy, and 98% precision. Contrarily, when we exclude the bias correction 
procedure from our model, we get results that are more accurate, such as dice scores of 0.89 for the whole tumour, 
0.95 for the core tumour, and 0.90 for the enhancing tumour. Additionally, without bias correction, the proposed 
model generated accuracy, sensitivity, specificity, and precision values of 98%,98%, 99%, and 98% respectively. In the 
future, we'll attempt new things to see if we can further enhance the dice score, including changing the model 
architecture or using post-processing techniques Table I & II. 
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Table I. Comparison on the HGG Brats 2018 dataset 

Ref. Grade 
Method 

 Data set 
Dice Similarity Coefficient 

WT CT ET 
[9] HGG Shallow U-Net BRATS 2018 0.467 0.703 0.584 
[10] HGG U-Net(axial)+3D CRF BRATS 2018 0.811 0.750 0.754 

[18] HGG 
3D-unsupervised 

method 
BRATS 2018 0.8209 0.7089 0.7254 
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[10] HGG FCNNs (coronal, 
sagittal, axial) BRATS 2018 0.696 0.800 0.730 

[10] HGG Fusing (FCNNs+3D 
CRF) +post-process 

BRATS 2018 0.873 0.868 0.828 

Proposed 
Method HGG 3D-UNet BRATS 2018 0.876 0.962 0.918 

 
Table II. Results of Our Experiments On Brats 2018 Model Using Proposed Method 

Results Dice 
Loss 

Dice-
Coefficient 

Accuracy Sensitivity Specificity Precision 
Dice Similarity 

Coefficient 
WT CT ET 

Training 
(without bias 

field 
correction) 

0.0348 0.9652 0.9943 0.9941 0.9982 0.9945 0.960 0.964 0.932 

Testing 
(without bias 

field 
correction) 

0.0731 0.9269 0.9889 0.9887 0.9964 0.9892 0.899 0.955 0.903 

Training (with 
bias field 

correction) 
:0.0612 0.9362 0.9914 0.9913 0.9972 0.9917 0.893 0.949 0.906 

Testing (with 
bias field 

correction) 
0.1908 0.8103 0.9802 0.9807 0.9937 0.9812 0.869 0.837 0.786 

 
Table III.  Proposed Model Parameter 

Total 
Number of 
Parameters 

Number of 
Trainable 

Parameters 

Number of Non-
Trainable 

Parameters 

90,448,356 90,448,356 0 

 

 
Fig 1. Performance Comparison of Proposed Approach with Other Approaches 
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Fig. 2 Training Accuracy Vs Number Of Iterations Fig. 3   Input Modalities Flair, T1ce, T2 And Mask 

 

 
Fig 4. Proposed   3d-U-Net Architecture Fig 5. Block Diagram Of Proposed Method 

 
Fig. 6  Block Diagram of Proposed Approach 
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Differential equations have numerous applications in solving problem in the real world. Differential 
equation is applied to predict future time and at an unidentified location. In this paper, differential 
equations are used in circuit analysis to describe the behaviour of electric systems. MATLAB is a widely 
used software tool in studies of engineering and provides a practical approach to solving differential 
equation in circuit analysis and then demonstrate how to use MATLAB to solve these equations. 
 
Keywords: Differential equation, circuit analysis, MATLAB Simulink, PV panel and MPPT 
 
INTRODUCTION 
 
The differential equations have coefficients. Differential equations that involve only derivatives with respect to one 
variable are known as ordinary differential equations, whereas partial differential equations involve partial 
derivatives with respect to many independent variables. Electricity is crucial for our daily lives, powering both 
lighting at night and appliances during the day. It flows through circuits as either direct current (DC) or alternating 
current (AC). A basic circuit consists of wire, a battery, and an appliance. In our project, we focused on simulating an 
RLC circuit using MATLAB SIMULINK, analysing the output graphs for different resistances. Solar energy, 
generated by the sun, can produce heat, trigger reactions, and generate electricity. It surpasses our energy needs and 
should be harnessed through solar PV panels as a renewable resource. 
 
This project emphasizes photovoltaic panel modelling method, and a simulation is presented. The suggested model 
resembles a single-diode model that includes a series resistance. The parameters used in the proposed model are 
derived solely from datasheet measurements under Standard Test Conditions and do not require iterative routines to 
determine the I-V characteristics. This makes the model suitable for use in MATLAB/Simulink when creating MPPT 
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(Maximum Power Point Tracking) algorithms. This project also provides Simulink modelling of the photovoltaic 
model performance, and the graphs obtained with various irradiances with current, voltage, and power sources are 
compared, and the results are discussed. 
 
The Purpose and Objectives  
The practical approach to first-order differential equations in electric circuits involves understanding their 
applications, utilizing MATLAB and Simulink for circuit analysis, building and simulating circuits, and exploring 
specific applications such as MPPT for PV panels. This approach helps gain a deeper understanding of electric 
circuits and their behaviour. 
 
Brief Theoretical Part  
First-order differential equations are essential for describing electric circuits, representing the relationship between 
voltage and current for circuit components like resistors, capacitors, and inductors. Solving these equations reveals 
the circuit's time response, allowing us to understand its behaviour under different conditions. Similarly, a first-order 
differential equation can model the current flow in a solar PV panel, considering factors such as generated current, 
panel resistance, and connected load. By solving this equation, we can determine the current as a function of time, 
aiding in the analysis and optimization of solar PV panel performance. 
 
Electric Circuit Theory 
Electrical circuit theory studies interconnected circuits with nodes and edges. Charge accumulation (q) at nodes and 
current flow (I) between nodes are related by the differential equation I = dq/dt.  
I =         (1) 
Electric currents are created by the differences in the energy levels expressed in the voltage measurements. Voltage 
(V) is determined by the change in electromagnetic energy (dE/dt) divided by current (I), which represents the power 
(P) per unit time flowing through the circuit. 
V = /  =       (2) 
This is equivalent to the amount of power (P) per unit time that flows through the edge. 
 
A List of Circuit Elements 
Resistor: A resistor is an electronic device that hinders the flow of current and reduces the potential by using a 
poorly conductive material connected by conducting wires at both ends.  
The resistance R, 
R =        (3) 
where V is the voltage drop across the resistance and I is the current flowing through the resistor  
Power dissipation is formulated as follows: 
P = VI (4) 
Inductor: An inductor, which is a passive electronic component, stores energy in the form of a magnetic field, and 
generally includes a conductor coil that provides resistance to the applied voltage.  
The stored energy is formulated as follows: 
E = L                  (5) 
where L denotes the inductance of a circuit measured by Henries, and I represent the current passing through it. 
Capacitor: A capacitor is a passive electronic component that stores the electrical charge and exhibits reactance to the 
current flow. The quantity of stored charge is defined by  
Q = CV  (6)  
where C is the capacitive reactance and V is the applied voltage. In addition, the current flowing through a capacitor 
is expressed as   
I = C dV/dt  (7) 
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Kirchhoff’s LawsTo analyze complex circuits like bridges, Ohm's Law is insufficient. Kirchhoff's Circuit Laws, 
including Kirchhoff's Current Law (KCL) and Kirchhoff's Voltage Law (KVL), are essential. KCL deals with current 
flow around a closed circuit, while KVL focuses on voltage sources within a closed circuit. 
Kirchhoff’s Current Law or KCL, Kirchhoff’s Current Law or KCL is a principle that states that the sum of all 
currents flowing into and out of a node must be zero. This is known as the Conservation of Charge, which ensures 
that the total charge entering a node equals the charge leaving that node.  
Kirchhoff’s Voltage Law or KVL states that “in any closed-loop network, the total voltage around the loop is equal to the 
sum of all the voltage drops within the same loop, which is also equal to zero(Conservation of Energy). 
 
Applications of first order differential equations in Electric Circuit 
In an RL series circuit with a constant-voltage source and a closed switch, the current does not immediately reach its 
maximum value due to the self-induced emf in the inductor. After a certain time, the current becomes constant as the 
voltage source neutralizes the self-induced emf. Kirchhoff's Voltage Law (KVL) can be used to determine voltage 
drops and express the current flow. Kirchhoff’s voltage law gives us 
V (t) = VR + VL= 0 (8) 
The voltage drop across the resistor R is IR (Ohm’s law): 
VR = IR (9) 
The voltage drops across the inductor, L is   
L =  (10) 
The final expression for the individual voltage drops around the RL series circuit can then be expressed as 
V = RI+ L  (11) 
 
Mathematics Involved 
We start with:  
Ri+L  = V 
Subtracting Ri from sides:  
L  =V-Ri 
Divide both sides by L:  

 =  
Multiply both sides by dt and divide both by (V-Ri): 

 =  

∫  =∫  

−  ( ) = t +K 
 Now, since I = 0 when t=0, we have: 
K=  −   
Substituting K back into our expression: 
−  ( ) = t −   
Rearranging:   

 −  ( ) = t  
Multiplying throughout by -R:  
-ln V + ln (V-Ri) = - t 
Collecting the logarithm parts together:  
ln ( ) = - t 

Taking “ e to both sides” :  =   

1-  =   (12) 
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Subtracting 1 from both sides :  
-  = 1+   

Multiplying both sides by –  

I = (1-  )(13) 
Example: The RL circuit has an emf of 5 V, a resistance of 50 Ω, an inductance of 1 H, and no initial current. Find the 
current in the circuit at time t. Distinguishing between the transient and steady-state currents. 
 
Method 1 - Solving the differential Equation 
The formula is:                                 Ri + L =V 

After substituting:                         50i + =5 

We rearrange to obtain:    + 50i =5 
This is a first-order linear differential equation. 
We must apply the formula to solve a first-order differential equation for these variables: 
i e∫Pdt = ∫(Qe∫Pdt) dt 
We have P=50 and Q=5. 
We found the following integrating factor: 
I.F.= e∫50dt =e 50t 
Therefore, after substituting into the formula, we have 
(e50t) = ∫ (5)e50tdt = e50t+K =  e50t+K 
When t=0, i=0, K=−    = −0.1. 
This gives us:    i = 0.1 (1−e−50t) 
The transient current is i=0.1(1−e−50t) A. 
The steady-state current was   i=0.1 A. 
 
Method 2: Using the Formula 
The general formula is as follows: 
i =  (1−e−(R/L) t) 
So in this case: 
i= (1−e−50t) = 0.1(1−e−50t) 
In this example, the time constant is 
τ= =  = 0.02 
Therefore, we see that the current reached a steady state at t= 0.02×5 = 0.1 s. 
 
SIMULINK and MATLAB 
Simulation:  This imitates the operation of a real-world process or system over time. The act of simulating something 
first requires that a model be developed that represents the key characteristics or behaviours of the selected physical 
or abstract system or process. 
 
Using Maximum Power Point Tracking Coding 
MPPT is a technique used by charge controllers to maximize power output from PV modules. It adjusts operating 
conditions based on factors like solar radiation and temperature to achieve peak power.When measured at a cell 
temperature of 25°C, the maximum power voltage of a typical PV module is approximately 17 V; however, on 
extremely hot or extremely cold days, the value can fluctuate between 15 and 18 V. 
 
I-V and P-V Curves of solar cells  The output voltage drops sharply as temperature rises, while the current at the 
output terminal increases slightly. This results in an overall decrease in power. Conversely, increasing irradiance 
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leads to a significant rise in output current and ultimately an increase in output power. Figure 6.3 shows that solar 
irradiation has a significant impact on the output current of the PV array. To simulate the PV module at various 
irradiance levels, the proposed model is employed, and the resulting I(V) characteristics are presented by varying the 
irradiance from 500 W/m2 to 1000 W/m2.Using MATLAB Simulink To get PV and VI characteristics for solar cell for 
different radiation in MATLAB 
 
CONCLUSION 
 
First-order differential equations are a powerful tool to analyze the time-dependent behavior of electrical systems in 
circuits. They help understand capacitor charging, inductor current flow, and resistor behavior. By applying these 
equations, engineers can design and optimize circuits for improved performance, efficiency, and stability. The 
application of first-order differential equations has greatly contributed to the advancement of modern electronics. 
Simulink has built-in scopes that make it possible to see the results of simulations, and it also lets you export data for 
more in-depth study. These statistics and visualisations can be used to compare various solar cell arrangements, 
assess the effects of various radiation intensities, and make system design and deployment decisions. In conclusion, 
the application of first order differential equations in the study of solar PV panels has been a vital tool in advancing 
the field of renewable energy and promoting the widespread adoption of solar power. 
 
Future scope and further enhancement of the project 
 Further improvement of the proposed model: To improve the performance of solar PV panels, incorporate 

complex elements like temperature and shading impacts. 
 Implementation of advanced algorithms: Increase solar PV panel performance and efficiency by using modern 

MPPT (maximum power point tracking) algorithms. 
 Integration with energy storage systems: For increased energy efficiency and a dependable power source, 

combine solar PV panels with energy storage devices (such batteries). 
 Experimentation and validation of the model: Validate the suggested model through experiments to determine 

its accuracy and dependability in forecasting the behaviour of solar PV panels under various circumstances. 
 Application in real-world scenarios: Apply the model to create and optimise solar PV systems for a variety of 

uses to promote renewable energy and reduce dependency on traditional energy sources.    
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Fig.1  RLC Circuit diagram Fig.2: circuit diagram of Kirchhoff’s bridge 

 
Fig.3: RL circuit Fig.4: RL Circuit using MATLAB Simulink 

 
Fig.5: Output of simulation for different resistance values and at constant phase 
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Fig.6: MATLAB coding for MPPT 

  
Fig.7.1: Graph showing voltage vs current plot 7.2: Graph showing current vs power plot 
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Fig.7.3: Graph showing voltage vs power plot Fig.8: Input Simulink model in MATLAB 

  
Fig.9: Input MATLAB coding for MPPT in solar cell Fig.10.1: Graph showing voltage verses current plot 

 
 

Fig. 10.2 Graph showing current verses power plot Fig.10.3: Graph showing voltage verses power plot 
 
 
 
 
 

Chosching Lazeset al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57489 
 

   
 
 

Yashoda  
 

A Partially Backlogged Inventory Model for Deteriorating Items with 
Ramp-Type Demand, Time-Dependent Holding Cost and Salvage Value 
 
Ekta Chauhan1*, R. K .Srivastav1 and Sangeeta Gupta2 

 

1Department of Mathematics, Agra College, Agra, Dr. Bhimrao Ambedkar University, Agra, U.P., India 
2The A.H. Siddiqi Centre for Advanced Research in Applied Mathematics and Physics, Sharda 
University, Greater Noida, U.P., India 
 
Received: 06 Apr 2023                              Revised: 14  May 2023                                   Accepted: 31 May 2023 
 
*Address for Correspondence 
Ekta Chauhan 
Department of Mathematics,  
Agra College, Agra,  
Dr. Bhimrao Ambedkar University,  
Agra, U.P., India. 
E. Mail: ekta.chauhan0562@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In this paper, we have developed an inventory model for deteriorating items. The demand for the items 
is assumed to be ramp-type in this case. Holding cost is time-dependent, and the Salvage value is 
associated with the deteriorated items. This model is considered here to allow for shortages and partial 
backlogging. The results are shown using numerical examples, and a sensitivity analysis of the model 
with regard to various parameters for an optimal solution is also conducted. 
 
Keywords: Ramp-type demand rate, Deterioration rate, Partial Backlogging, Salvage value 
 
INTRODUCTION 
 
Inventory is characterised as a stock of items that a company keeps on hand in preparation for potential future 
demand. The amount that inventories must drop to in order to indicate that a replenishment order needs to be made 
for a certain item.In a lot of inventory systems, the impact of deterioration is crucial. Deterioration is described as 
decay or deterioration that prevents an item from being utilized for its intended purpose. Commonly used things 
like fruits, vegetables, meat, meals, etc. are examples of objects exhibiting this type of degradation.  The majority of 
physical products become obsolete over time. Highly volatile liquids like petrol, alcohol, and fragrances, among 
others, deteriorate physically over time due to evaporation.Electronic items, radioactive materials, photographic 
films, etc. eventually degrade within their typical storage time.Within [17] first considered inventory in decaying 
products. He investigated the fashion goods that were deteriorating at the end of the shortage period. Most of the 
researchers have taken an interest in developing inventory models with constant and time-proportional 
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deterioration. Ghare and Schrader [3]were the first to develop an inventory model with an exponential deterioration 
rate. Mishra and Singh [9 ] discussed an inventory model for ramp-type demand, time dependent deteriorating items 
with salvage value and shortages.An inventory system's main component is demand. Demand is the rate at which 
customers wish to purchase a product. According to economic theory, demand is made up of two elements, 
including consumer preference and the ability to purchase. The market price affects the consumer preference and the 
ability to purchase products both demand factors. A product will have low demand if its market price for a product 
is high. Demand is high when the market prices for products are low. Many customers will be able to get a product 
at extremely low prices. The majority of researchers have focused their studies on a demand function that changes 
over time. Normally, a constant demand rate shouldn't be taken as a factor for all kinds of products, including trendy 
clothing, computer equipment, etc. Because the demand function for these kinds of products is completely 
dependent on time.Hill [5]was the first to discuss inventory modelling with ramp-type demand. Mandal and Pal 
[7]proposed on his approach by using ramp-type demand and shortages. Aggrawal and Singh [1] gave an EOQ 
Model with Ramp-type Demand Rate, Time-Dependent Deterioration Rate, and Shortages. Shi. et al. [14] have 
studiedOptimal ordering policies for a single deteriorating item with a ramp-type demand rate under permissible 
delay in payments. Saha et al.[12]discussed an inventory model with Ramp-Type Demand and Price Discount on 
Back Order for Deteriorating Items under Partial Backlogging. 
 
The holding cost plays a significant role in determining the total cost of inventory planning as well as the total profit. 
Depending on the time parameter, the holding cost's nature may be linear or nonlinear. Many researchers have 
thought about expanding their work on inventory planning for time-dependent variable holding costs. First, Goh [4] 
thought about a stock-dependent demand model with variable holding costs, assuming that the unit holding cost 
was a nonlinear continuous function of time. A few inventory models, such as those by Sahoo andTripathy [13] 
foundan EOQ Model for Quadratic Demand Rate, Parabolic Deterioration, Time Dependent Holding Cost with 
Partial Backlogging,Salvage value is the estimated resale worth of any asset after its economic life has expired with a 
specific owner. Its importance stems from the requirement for asset evaluation because understanding the idea of 
salvage value needs to understand what depreciation requires. Every asset object has a different economic worth 
depending on how long it has been used, how well it is maintained, and how valuable it is to resell. Real-world 
examples of marketplaces for used goods include vehicles, buildings, production equipment, aircraft, and ships, 
which demonstrate the importance of the phenomenon of reusing durable real assets. 
 
Jaggiand Aggarwal [6] proposed an EOQ model for deteriorating items with salvage values.Mohan [11] studied 
Quadratic demand, Variable holding cost with Time Dependent Deterioration without Shortages, and Salvage Value. 
Mishra [10] introduced an inventory model for time-dependent holding cost and deterioration with salvage value 
and shortages.Venkateswarlu and  Mohan [15] investigated an inventory model for deteriorating items with Time-
dependent Quadratic demand and Salvage value.Changand Dye [2] explained an EOQ model for deteriorating items 
with time varying demand and partial backlogging. Mishra et al.[8]worked on a deteriorating inventory model with 
time-dependent demand and partial backlogging.Wee [16] emphasized economic production lot size model for 
deteriorating items with partial back ordering. In this research paper, we introduced an inventory model for 
deteriorating item. Here, we consider the demand for this item to be ramp type and time dependent holding cost. 
The Deterioration rate taken in this paper is constant and consider salvage value. Shortages are allowed with 
partially backlogging.We solved this model to minimize the total inventory cost. A numerical example is examined 
to determine the model's validity. Sensitivity analysis is shown graphically for certain parameters. 
 
Assumptions and Notations 
The following assumptions are considered in this paper to formulate the proposed mathematical model of the 
inventory system. 
 
Assumptions 
 Demand is taken as Ramp type. 
 Deterioration rate is constant. 
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 Holding cost is time dependent. 
 Shortage are allowed with partially backlogging. 
 Replenishment rate is infinite. 
 Salvage value is associated with deterioration items 

 
Notations 
 The demand rate R(t) is assumed to be a ramp-type demand function of time 

R(t) = D t− (t− µ)  H(t − µ) D > 0    Where H(t-µ) is known as Heaviside’s unit function. 

H(t − µ) = 1
0

t ≥ µ
t <  

 The inventory level at time t is denoted by I(t). 
 The rate of deteriorationis taken as θ, where θ is constant 
 Holding cost HC per item per unit time is time dependent and is assumed to be H(t)  =  h + h t, where 

h >  0, 0 < h <  1. 
 The cost for every order for ordering is A.  
 A is the deterioration cost per unit. 
 A is the shortage cost per unit. 
 A is the opportunity cost per unit. 
 t is the time when shortages begin. 
 The length of each ordering cycle is T. 
 For each ordering cycle, I  is the maximum inventory level. 
 I  is the maximum quantity of backlogged demand for each ordering cycle.  
 For each ordering cycle, the economic order quantity is S. 
 The variable backlogging rate is based on how long it will be before the next replenishment when the 
shortage period starts.The backlog rate decreases as waiting times increase.  thus, the number of consumers ready to 
accept the backlog at time t decreases with the waiting time (T-t) until the next replenishment. To avoid this problem, 
we defined 

α(  )
as the backlogging rate when inventory is negative during the time period (t , T)with constant 

positive backlogging parameter α. 
 
Mathematical Model 
The inventory level of the system at time t over the period [0, T] can be given as 

( ) + θI(t) = −D(t),                    0 ≤ t ≤ t    … (1) 
 
In this Model 

( ) + θI(t) = −D t ,                              0 < <      …(2)      
( ) + θI(t) = −D µ,                              µ < < t        ... (3) 

With I(0) = I  
Solutions to the Equations (2) and (3) are 
I(t) = I (1 − θt)− t − θ 0 < <      …(4) 

I(t) == I (1 − θt) + D µ θ − θµ − t + θµ + µ µ < < t    …(5) 
When I(t )=0, we obtain the value of I   from Equation (5) while ignoring higher-order variables of θ 
I = D µ θ + t − θµ − µ       …(6) 

At the time t,  the demand is partially backlogged at the fraction 
α( )

. during the period of shortage [t , T]. 

Consequently, the differential equation controlling how much demand is backlogged is 
( ) = − µ

α( ) ,   t < <       …(7) 
When the boundary condition I(t ) = 0. Eq. (7) has the following solution: 
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  I(t) = −∫ µ
α( ) dt    

After solving this equation, we get 
I(t) = µ

α
log 1 + α(T− t) − log 1 + α(T − t )     …(8) 

By taking t = T in equation (8) to get the maximum amount of demand backlogged every cycle is  
I = −I(t) = µ

α
log 1 + α(T− t )       …(9) 

Economic Order Quantity per cycle 
S = I + I  
S =  D µ θ + t − θµ − µ + µ

α
log 1 + α(T− t )     …(10) 

The cost of holding inventories per cycle is 

HC = H(t)I(t)dt 

HC = h I t − θ + D − µ − θµ + θµ − θµ − µ + θµ + µ + h I − θ + D − µ − θµ + θµ −
θµ − µ + θµ + µ         … (11) 
The Deterioration cost per cycle is 

DC = R(t)dt 

DC = A I − I(t)
µ

dt + I(t)dt
µ

 

DC = θµ t − µ        …(12) 
The Shortage cost per cycle is 

SC = A − I(t)dt  

SC = µ
α

T− t −
α

log 1 + α(T − t )                     …(13) 
The Opportunity cost due to lost sales per cycle is 

OC = A D µ 1−
1

1 + α(T − t) dt  

OC = A D µ T − t −
α

log 1 + α(T− t )      …(14) 
Salvage value of deteriorated items is 
SV = γ θµ t − µ        … (15) 
Thus, C (t , T) represents the Total average cost per unit time during the cycle. 

C(t , T) =
1
T

(A + HC + DC + CS + OC− SV) 

TC = [A + h I t − θ + D − µ − θµ + θµ − θµ − µ + θµ + µ + h I − θ + D − µ − θµ +
θµ − θµ − µ + θµ + µ + θµ t − µ + ( α ) µ( )

α
− ( α ) µ

α
log 1 + α(T − t ) − γ θµ t −

µ ]        …(16) 
Put the value of I in Eq.(16), then  
TC = A + µ (12t − 4µ − θµ + 4θt ) + µ (20t + 30θt + 20θµ t − 5µ − θµ ) + θµ t − µ +
( α ) µ( )

α
−

( α ) µ α( )

α
− γ θµ t − µ    …(17) 

Our objective is to identify the optimal values of t and T in order to reduce total average cost C(t , T) per unit time. 
The solution to the equations is the optimal values of t and T for the minimal average cost C(t , T). 

( , ) = 0 and ( , ) >0 

By satisfying the sufficient condition Eq. (17) written as 
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( , ) = µ (2t + θt ) + µ (3t + 6θt + 2θµ t ) + A D θµt − ( α ) µ
α

+ ( α ) µ
α α( ) − γA D θµt = 0

           …(18) 
Again Differentiating Eq. (18)  

∂ C(t , T)
∂t

> 0 

( , ) = h D µ(1 + θt ) + µ (3t + 9θt + θµ ) + A D θµ + ( α ) µ
α( )

− γA D θµ  …(19) 

 
Numerical Examples 
We have given numerical example to determine the validity of the model, A=300, =3, =10, =15, ℎ =4, ℎ =0.4, 
α=0.8, T=1year, ϒ=0.4, =100, θ=0.02, µ=0.12  
Applying the solution procedure described above the optimal values obtained is as follows 

= .  and the Total Inventory Cost= ₹320.61. 
 
CONCLUSION 
 
The goal of this paperto develop an inventory model for deterioration items with ramp type demand.Holding cost is 
time dependent. Shortages are allowed with partially backlogging. This model determine the effect of cost per unit 
time for variation of different parameters. It has been determined from the model's research that 
 When the salvage value (γ) and deterioration rate (θ) increase the total cost increase marginally. 
 When the deterioration rate (θ) increase, the total cost increase marginally. 
 When the demand rate (µ) increase, the total cost increase significantly. 
 When the deterioration cost ( ) increase,the total cost increase marginally. 
 When the shortage cost ( ) increase, the total cost increase significantly. 
 When the opportunity cost ( ) increase, the total cost increase significantly. 
 When the salvage value (γ) increase,the total cost decrease marginally. 
 When the partially backlogging parameter increase the total cost increase significantly. 
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Table (1): Effect of θ and ϒ 
                    θ 
 
γ 

 
0.01 

 
0.015 

 
0.02 

 
0.025 

 
0.03 

 
0.2 
 

 
TC=320.52 

 
TC=320.59 

 
TC=320.66 

 
TC=320.73 

 
TC=320.81 

 
0.3 

 
TC=320.50 

 
TC=320.57 

 
TC=320.64 

 
TC=320.70 

 
TC=320.77 

 
0.4 

 
TC=320.49 

 
TC=320.55 

 
TC=320.61 

 
TC=320.67 

 
TC=320.74 

 
0.5 

 
TC=320.48 

 
TC=320.53 

 
TC=320.59 

 
TC=320.64 

 
TC=320.70 

 
0.6 

 
TC=320.47 

 
TC=320.52 

 
TC=320.57 

 
TC=320.61 

 
TC=320.66 

 
Table (2): Variation in system parameter 
Parameters % Change -50% -25% 0% +25% +50% 

θ TC 320.49 320.55 320.61 320.67 320.74 
 TC 320.54 320.58 320.61 320.65 320.69 
 TC 319.50 320.12 320.61 321.02 321.36 
 TC 319.21 320.01 320.61 321.09 321.48 

ϒ TC 320.66 320.64 320.61 320.59 320.57 
 TC 310.31 315.46 320.61 325.46 330.92 

α TC 309.74 310.05 320.61 310.51 310.68 
µ TC 310.35 315.58 320.61 325.69 330.70 
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Figure:1 of Mathematical Model Figure:2 of Effect of Deterioration rate and Salvage 

value on Total inventory cost for Table (1) 

 
Figure:3 of Sensitive Analysis for Table (2) 

 
 
 
 
 
 
 
 

0.2
0.3

0.4
0.5

0.6
0.7

0.01
0.015

0.02
0.025

0.03
320.4

320.5

320.6

320.7

320.8

320.9

 

Salvage value

Effect of deterioration rate and salvage value on total inventory cost

Deterioration rate
 

To
ta

l i
nv

en
to

ry
 c

os
t

320.5

320.55

320.6

320.65

320.7

320.75

320.8

0.01 0.015 0.02 0.025 0.03
320.4

320.5

320.6

320.7

320.8
Effect of deterioration rate on Total Cost

Detrioration rate

To
ta

l I
nv

en
to

ry
 C

os
t

0.06 0.08 0.1 0.12 0.14 0.16 0.18
310

320

330

340
Effect of parameter of ramp-type demand on Total Cost

parameter of the ramp-type demand function

To
ta

l I
nv

en
to

ry
 c

os
t

1.5 2 2.5 3 3.5 4 4.5
320.5

320.55

320.6

320.65

320.7
Effect of deterioration cost on Total Cost

Detrioration cost

To
ta

l I
nv

en
to

ry
 C

os
t

5 10 15
319.5

320

320.5

321

321.5
Effect of Shortage cost on Total cost

Shortage cost

To
ta

l I
nv

en
to

ry
 c

os
t

5 10 15 20 25
319

320

321

322
Effect of Opportunity cost on Total cost

Opportunity cost

To
ta

l I
nv

en
to

ry
 c

os
t

0.2 0.3 0.4 0.5 0.6 0.7
320.55

320.6

320.65

320.7
Effect of Salvage value on total cost

Salvage value

To
ta

l I
nv

en
to

ry
 C

os
t

0.4 0.6 0.8 1 1.2 1.4
305

310

315

320

325
Effect of partially backlogged parameter on total cost

partially backlogged parameter

To
ta

l I
nv

en
to

ry
 C

os
t

Ekta Chauhan et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57496 
 

   
 
 

Yashoda  
 

Cordial Labeling in Context of Some New Graphs 
 
SlashiLeel1*, Sweta Srivastav2 and Sangeeta Gupta1 

 

1Department of Mathematics, Sharda University, Greater Noida, Uttar Pradesh 201310, India 
2The A.H.SiddiqiCentre for Advanced Research in Applied Mathematics and Physics, Sharda University, 
Greater Noida, Uttar Pradesh, India. 
 
Received: 10 Apr 2023                              Revised: 15 May 2023                                   Accepted: 31 May 2023 
 
*Address for Correspondence 
SlashiLeel 
Department of Mathematics,  
Sharda University,  
Greater Noida,  
Uttar Pradesh 201310, India. 
E. Mail: 2022301198.slashi@dr.sharda.ac.in 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In this paper we investigate cordial labeling for some different types of graphs. A labeling of the graph is 
the mapping that carries the graph elements to the set of numbers, usually to the set of non-negative or 
positive numbers. Graph labeling allows us to assign integers to the edges or vertices of the graph. We 
have investigated cordial labeling for H graph Hn☉K1 , Shell graph Sn☉K1 and Cycle graph Cn☉K1,n . The 
concept of graph labeling is widely used in radar systems, circuit plans, communication systems etc. 
Labeled graphs can also be used in astronomy, contact systems, crystallography, Ad hoc networks.  
 
Keywords: Graph labeling, Cordial labeling, H-graph, Shell graph, Cycle graph, Complete bipartite 
graph 
 
INTRODUCTION 
 
This study includes finite, connected and undirected graphs. Graph G =(V,E) having a set of vertices as V(G) and a 
set of edges as E(G) respectively. Labeling involves the assignment of integers to either the vertices or edges, or even 
both, based on specific conditions. The idea of graph labeling was discussed by Kalabet al. [5] and product cordial 
labeling of some cycle related graphs was discussed by Barasaraet al. [2]. Motivated by their ideas we have discussed 
cordial labeling related to some new graphs. 
 
 A graph G(A,B) where A represents a vertex set and B represents Edge set is cordial if there exists a function g: 
A(G)→{0,1} then the induced labeling defined as g* : B(G)→{0,1} and  g*(xy)= |g(x)-g(y)|, where xy  B(G) and also 
holds inequalities like  |Ag(0)-Ag(1)| ≤1 and |Bg(0)-Bg(1)| ≤1 where g(u) is the label of vertex u of G under g. Also 
Ag(0) denotes the number of vertices with label 0 under g and Ag(1) denotes the number of vertices with label 1 
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under g. We have investigated cordial labeling for H graph Hn☉K1 , Shell graph Sn☉K1 and Cycle graph Cn☉K1,n . 
 
Definition 1.1: Graph labeling involves the process of assigning values to the vertices of a graph while adhering to 
specific conditions. 
 Graph labeling problems exhibit three typical characteristics: 
1. A collection of numbers used for assigning labels to vertices. 
2. A rule that assigns a label to each edge in the graph. 
3. Certain condition(s) that these assigned labels must adhere to.  
 
Definition 1.2:  A graph G(V,E) where V represents a vertex set and E represents Edge set is cordial if there exists a 
function f: V(G)→{0,1} then the induced labeling defined as  
f* : E(G)→{0,1} defined as f*(xy)= |f(x)-f(y)|, where xy  E(G) and also holds 
inequalities like |Vf(0)-Vf(1)| ≤1 and |Ef(0)-Ef(1)| ≤1 where f(u) is the label of vertex u of G under f. Also Vf(0) denotes 
the number of vertices with label 0 under f and Vf(1) denotes the number of vertices with label 1 under f. 
 
Definition 1.3:The H-graph of path Pnis the graph obtained from two copies of Pn with the vertices v1, v2, v3 , v4, … .. , 
vn and u1, u2, u3 , u4, … . . , un by joining the vertices v(n+1)/2 and u(n+1)/2 if n is odd and  vn/2 + 1 and un/2 + 1 if n is even. 
 
Definition 1.4:The H- graph (Hn☉K1) is obtained by joining a pendant edge to each vertex of Hn.  
 
Definition 1.5: A shell graph, denoted as C(n,n-3), is a cycle Cn with (n-3) chords that share a common endpoint known 
as the apex. Additionally, a shell Sn is often referred to as a fan fn-1 . 
 
Definition 1.6: A shell graph (Sn☉K1) is obtained by joining a pendant edge to each vertex of Sn. 
 
Definition 1.7: A cycle graph, also known as a circular graph, is a type of graph comprising a single cycle or a closed 
chain of connected vertices, with a minimum of three vertices. The cycle graph with n vertices is commonly referred 
to as Cn. 
 
Definition 1.8: A cycle graph (Cn☉K1,n) is obtained by joining K1,n with any one vertex of Cn.  
 
MAIN RESULTS 
 
Theorem 2.1: The graph Hn☉K1 follows cordial labeling for all n. 
Proof:Let G be Hn☉K1 graph and let v1, v2, v3 , v4, … . . , vn be the successive vertices of H-graph and p1, p2, p3 , p4, … . 
. , pnare the pendant vertices of Hn☉K1. 
Such that there exists a function f, f: V(Hn☉K1 ) → {0,1} as follows:  
Case(i) n ≡ 0 mod 4  
f(vi) =  1 {i≡ 0,1 mod 4 } 
                  0 {i≡ 2,3 mod 4 }, 1≤ i≤ n 
f(pi) =  1 {i≡ 1,2 mod 4 } 
                  0 {i≡ 0,3 mod 4 }, 1≤ i≤ n 
 
Case(ii) n ≡ 1 mod 4  
        v1 = 1 and p1 = 1 and p2 = 0 
f(vi) =  1 {i≡ 0,1 mod 4 } 
                  0 {i≡ 2,3 mod 4 }, 2≤ i≤ n 
f(pi) =  1 {i≡ 0,3 mod 4 } 
                  0 {i≡ 1,2 mod 4 }, 3≤ i≤ n 
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Case(iii) n ≡ 2 mod 4  
f(vi) =  1 {i≡ 1,2 mod 4 } 
                  0 {i≡ 0,3 mod 4 }, 1≤ i≤ n 
f(pi) =  1 {i≡ 0,1 mod 4 } 
                  0 {i≡ 2,3 mod 4 }, 1≤ i≤ n 
Case(iv) n ≡ 3 mod 4  
             v1 = 0 
f(vi) =  1 {i≡ 1,2 mod 4 } 
                  0 {i≡ 0,3 mod 4 }, 2≤ i≤ n 
f(pi) =  1 {i≡ 0,2 mod 4 } 
                  0 {i≡ 1,3 mod 4 }, 1≤ i≤ n 
In each case, the graph G under consideration satisfies the conditions  |vf(0)-vf(1)|≤ 1 and |ef(0)-ef(1)| ≤1. Thus, G 
possesses a cordial labeling. 
Example: H7☉K1 is cordial. 
 
In the above graph Vf(0)=14, Vf(1)=14 and Ef(0)=14,  Ef(0)=13 
H7☉K1satisfies the condition of |Vf(0)-Vf(1)|≤1 and |Ef(0)-Ef(1)| ≤1. Hence H7☉K1 satisfies cordial labeling. 
 
Theorem 2.2: The graph Sn☉K1follows cordial labeling for all n. 
Proof: Let G be Sn☉K1 graph and let v1,v2, v3 , v4, … . . , vn be the successive vertices of shell graph and p1,p2, p3 , p4, … 
. . , pnare the pendant vertices of Sn☉K1. 
Such that there exists a function f, f: V(Sn☉K1 ) → {0,1} as follows:  
Case(i) n ≡ 0 mod 4  
f(vi) =  1 {i≡ 1,3 mod 4 } 
                  0 {i≡ 0,2 mod 4 }, 1≤ i≤ n 
f(pi) =  1 {i≡ 1,3 mod 4 } 
 0 {i≡ 0,2 mod 4 }, 1≤ i≤ n 
Case(ii) n ≡ 1 mod 4  
f(vi) =  1 {i≡ 0,1 mod 4 } 
                  0 {i≡ 2,3 mod 4 }, 1≤ i≤ n 
f(pi) =  1 {i≡ 0,2 mod 4 } 
                  0 {i≡ 1,3 mod 4 }, 1≤ i≤ n 
Case(iii) n ≡ 2 mod 4  
f(vi) =  1 {i≡ 2,3 mod 4 } 
                  0 {i≡ 0,1 mod 4 }, 1≤ i≤ n 
f(pi) =  1 {i≡ 0,2 mod 4 } 
                  0 {i≡ 1,3 mod 4 }, 1≤ i≤ n 
 
Case(iv) n ≡ 3 mod 4  
f(vi) =  1 {i≡ 0,1 mod 4 } 
                  0 {i≡ 2,3 mod 4 }, 1≤ i≤ n 
f(pi) =  1 {i≡ 1,3 mod 4 } 
                  0 {i≡ 0,2 mod 4 }, 1≤ i≤ n 
In each case the graph G under consideration satisfies the conditions  |vf(0)-vf(1)|≤ 1 and |ef(0)-ef(1)| ≤1. Thus, G 
possesses a cordial labeling. 
Example: S9☉K1 is cordial. 
 
In the above graph Vf(0)=9, Vf(1)=9 and Ef(0)=12, Ef(0)=12 
S9☉K1satisfies the condition of |Vf(0)-Vf(1)|≤1 and |Ef(0)-Ef(1)| ≤1. Hence, S9☉K1satisfies cordial labeling. 
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Theorem 2.3: The graph Cn☉K1,nfollows cordial labeling for all n. 
Proof: Let G be the cycle graph with K1,n. Let V(G) = V1∪V2, where V1= {u1,u2, u3 , u4, …. , un}be the vertex set of Cn and 
V2= {v1,v2, v3 , v4, …  . , vn } be the vertex set of K1,n.  
Here, v1,v2, v3 , v4, …  . , vn  are pendant vertices. Also |V (G)| = |E (G)| = 2n. 
We define labeling f: V (G) → {0, 1} as follows. 
Case(i) n ≡ 0,2 mod 4  
f(ui) =  1, 1≤ i≤ n 
f(vj) =  0, 1≤ j≤ n 
Case(ii) n ≡ 1 mod 4  
f(ui) =  1 {i≡ 1,2 mod 4 } 
                  0 {i≡ 0,3 mod 4 }, 1≤ i≤ n 
f(vj) =  1 {j≡ 0,2 mod 4 } 
                  0 {j≡ 1,3 mod 4 }, 1≤ j≤ n 
Case(iii) n ≡ 3 mod 4  
f(ui) =  1 {i≡ 0,1 mod 4 } 
                  0 {i≡ 2,3 mod 4 }, 1≤ i≤ n 
f(vj) =  1 {j≡ 1,3 mod 4 } 
                  0 {j≡ 0,2 mod 4 }, 1≤ j≤ n 
In each case the graph G under consideration satisfies the conditions  |vf(0)-vf(1)|≤ 1 and |ef(0)-ef(1)| ≤1. Thus, G 
possesses a cordial labeling. 
Example: C6☉K1,6is cordial. 
 
In the above graph Vf(0)=6, Vf(1)=6 and Ef(0)= 6, Ef(0)= 6 
C6☉K1,6satisfies the condition of |Vf(0)-Vf(1)|≤1 and |Ef(0)-Ef(1)| ≤1. Hence, C6☉K1,6satisfies cordial labeling. 
 
CONCLUDING REMARKS 
 
We have proved that the H graph Hn☉K1 ,Shell graph Sn☉K1 and Cycle graph Cn☉K1,n follows cordial labeling. 
Similarly, this process can be applied to duplicate, merge, or reconstruct graphs. In the future, this approach can be 
utilized for the reconstruction of various graph operations. Improving the comparability of outcomes across diverse 
graphs remains an active area of research. 
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Flooding occurs due to heavy rainfall, heavy downpour or sudden release of water from dam. It may 
cause huge structural and human loss. Therefore, developing a reliable real-time water level monitoring 
as well as an early alert system becomes essential. This paper presents design and implementation of a 
real-time early warning cum alert system for monitoring of water level in a dam using IoT. It consists of 
alert devices (RTUs) at different locations and a water level sensor for level sensing. Siemens PLC is used 
as core controller. It processes the acquired data and transmits it over internet via 4G GSM/GPRS 
modem. Received data is compared with the reference threshold.  In case water level is beyond threshold 
alert signals from RTUs activate strobe light, hooter and PA System according to preprogrammed 
sequences. For remote monitoring Node-Red GUI is used to display real time water level and status of 
alert systems. 
 
Keywords: IoT, Dam, Water Level Monitoring, Water level Sensor, Early-Warning, GSM/GPRS Modem, 
PLC 
 
INTRODUCTION 
 
Dams/Water reservoirs are the main sources of water that are being used by Industries, Farmer’s irrigation/farming, 
Livestock, hydroelectric power stations for generating electricity and so on. It also acts as a barrier/blockade that 
limits the unnecessary flow of water that may cause flooding resulting the damage of physical structures of bridges, 
flooding of cultivable fields/crops, lives and property of nearby areas.The variable hydrological conditions as well as 
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seasonal changes call for storage and management of dams/reservoirs. This is  required as the level of water may 
increase beyond the safe limits especially in Monsoon season [1]. Still conventional methods for controlling the dams 
and measuring the level of water are prevalent except for a few dams where monitoring of water level is 
automatized [2]. Such traditional way of monitoring of water level/flood is not fast, reliable and safe for the workers 
working at such vulnerable areas so that during emergency, fast, accurate and timely information can be delivered to 
the concerned authorities and the people living nearby to take the preventive actions on time. Therefore, there is a 
need of anearly-warning cum alert system that accurately monitors and informs about the status of increasing water 
level or release of water from the dam in real-time so that the downriver natives can communicate to the safe zone. 
This can be achieved by the use of the latest and widely used technology, which is Internet of things (IoT).IoT is a 
collection of physical devices, like sensors , actuators etc. that  are networkedtogether in such a ways which enables 
these devices to connect and exchange data overinternet. Therefore, IoT can be implemented for monitoring of water 
level in dams and send the control command to the remote terminal unit RTUs installed at different remote locations 
to control the alert systems wirelessly from the central control station so that advance warning of flooding can be 
issued promptly and more efficiently.In the literature it has been found that many authors have focused on various 
applications based on IoT based monitoring. AuthorsRapalirShevale et.al. has presented and designed 
continuousmonitoring system for smart cities using IoT.In this work authors focused on real-time monitoring water 
level and flow, temperature and water quality for making a city a smart city. Different sensors have been used for 
data collection and have been accessed through the website. It uses raspberry PI as a microcontroller for processing 
of  signalscollected from  sensors and the data storage is done wirelessly using a Wi-Fi on cloud to prevent data loss 
and to ensure data security and safety [3].Authors Tibin Mathew Thekkil et.al. implemented a WSN based  flood 
detection system. For data collectionCMOS image sensors has been used. Data transmission for remote monitoring  
is achieved using a Zigbee and GSM network. The data processing is done at the control station by analyzing 
andcomparing the received data with reference data and generating alerts/warnsfor clients using internet, email or 
SMS.Authors concluded that this system has overcome the shortcomings like poor network connection and high cost 
of traditional manual monitoring by the use of Zigbee which has low cost with better network connectivity[4]. 
Authors DevarajSheshu E et.al.developed a flood warning system using IoT.  
 
For the measurement of flow rate IR sensor has been considered in this work. Also, for level measurement of water  
ultrasonic sensor has been used. Acquired data  collected from these  sensors is sent to the main controller  using Wi-
Fi  technology for processing and is then transmitsthe obtained value of water level and flow rate to the NodeMCU. 
These values are compared with reference values. In case the sensed values are beyond the threshold, then an alert 
via SMS to the mobile phoneof the concerned authority and/ or buzzer/alarm goes on. It also updates the same in the 
webpage in the form of graphs providing information in real-time [5].Periodic flood monitoring system has been 
proposed by M.S.Baharum et.al  considering theincrease or decrease in level of water and sending  alert notifications 
to the users via GSM cellular network.[6]. Authors Anand Dersinghreported a flood warning system using mobile 
and computer.Parameters of interest, namely, quantity of rainfall, water level and imagehave been collected 
periodically using an embedded data acquisition module. Through cellular data , the acquired information is sent to 
a server for storage [7].A disaster alert as well as  notification system using an android mobile phone has been 
proposed by byS.Sarah et.al. Main component of the system was disaster management server (DMS)  that contains 
the details of disaster prone areas. Present location of the user is provided by GPS provider and is  transmitted  to the 
server. Proposed android applicationsin phone determinesthe state of disaster exposed zone.  Audio and visual 
means have been considered for notifying  the shelter or the safe zone [8].AuthorsR.Jayaramachandran et.al. focused 
on design and implementation of wireless rapid flood detection and warning system. It consists of electronic 
components assembled and programmed in such a way to monitor the increase/decrease of water level in remote 
locations or residential areas. The system  has subunits, namely, water sensing unit and data display unit. The 
system usesarduinoUno AT mega 328 as a microcontroller to which all the low power consumption electronics 
peripherals are connected and communication takes place between them wirelessly via GSM module. Messages can 
be communicated to concerned people about the status of  water level[9].Author Uyipghosa B. Iyekekpolo et.al. 
proposed and implemented flood monitoring system. Authors have used a wireless sensor network for it.  The 
wireless sensor network consists of two nodes. The nodes consisted of a rain sensor module and water level 
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sensors.The system uses Wemos D1 microcontroller to control each nodealong with additional components like GPS 
and memory. For testing validation various flood conditions have been simulated [10].In paper [11] the early flood 
warning systemhas been powered by solar energy. The warning station has been  integrated with the water level 
sensor and a precipitation sensor. A memory card has been used for storage of the data from and a GPRS system has 
been used for transmission of data to central monitoring station[11].Authors Kavitha.R et.al. designed the application 
system with integration of Internet of Things for  alert about the  occurrence of flood  due to rise in the water level in 
reservoirs/dams.The proposed system consists of Node MCU microcontroller, ultrasonic sensor to collect and 
transfer sensor data to cloud (Thing Speak) via Esp8266 Wi-Fi module. The cloud based database technique is used 
that supports the periodic monitoring of water level. It has been found that by using this technique the level of 
accuracy is increased as compared with ordinary method of monitoring and alerting system[12]. 
 
This paper mainly focuses on water level monitoring and early warning/alert system so as to monitor real-time water 
level status in a fast, accurate and more efficient way and alert the communities and local authorities in advance by 
early warning system in the form of siren sound, pre-recorded audio voice and beacon light using PLC.Section 2 of 
the paper is focused on system architecture and section 3 covers the wiring diagram. Section 4 is dedicated to 
software part and section 5 for implementation. Section 6 is covering the results and discussions and conclusions 
have been presented in section 7.  
 
System Architecture  
Block Diagram 
The proposed system design of a real-timemonitoring of water level as well as early warning cum alert system for a 
dam using internet of things is given below in Fig.1. The system mainly, consists of  
a) Water level sensor 
b) Core controller (PLC) 
c) An alert system (Hooter, Strobe light, PA system with speaker)  
d) Control room 
e) Accessories  
For data communication between the remote locations and  control station a wireless  GSM network (Via 4G 
GSM/GPRS Modem)  has been used and 4G router with Static IP is connected to the host PC at control station in 
which the remote server ( OpenVPN server) software  is running continuously. The same PC is used to monitor the 
status of water level and control the alert system via node-red GUI, based on the wireless communication as shown 
in Fig 1.In order to measure the level of water, radar type water level sensor is used in the Barrage/Dam along with 
the remote terminal unit (RTU) which is connected to pre-warning/alert system. The level sensor senses the level of 
water,gathers data and sends it to the core microcontroller for further processing. It also analyzes and compares the 
processed data with the reference values to determine the water level and hence the flood danger status. If the water 
levelincreases beyond the safe threshold limit, the warning signal is generated,this in turn activates the alert system 
(Hooter, Strobe light, PA system) as per the pre-programmed sequence of the controller and repeats until the release 
of water is completed. Also, to monitor the status of water level and to remotelycontrolthe alert system in case of 
emergency from the central control station that is located far away from the remote locations, the data from RTUs 
(from remote locations) is wirelessly transmitted over the Internet via GSM/GPRS network using 4G cellular modem 
and it is received at the defined port (say port 1194) of Server having static IP that is connected through outer via 
Ethernet to the server PC. The data collected by router is transmitted serially to the data processing software (Node-
red) for the purpose of monitor, storage and display. The software also records the logs, generates trends and alarms. 
The control command is also sent from the application software via Router with static IP over GSM/GPRS network to 
control the alert systems at remote locations.   
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The hardware description along with specifications 
Sensor for water level measurement  
The radar type water level sensor sensor VEGAPLUS WL 61 is an econoical  solution through versatile and simple 
mountings  and is  ideal sensor for continuous water level  measurement related applications. It can measure with 
high accuracy being unaffected by pressure, temperature , steam and  fog.During Operation, the antenna system  of 
the radar sensor emits the extremely short  duration ( approx. 1 ns) microwave impulses (radar pulses) in the 
direction of the product to be measured. The reflected  pulses  from surface are received as echoes by the radar 
sensor of antenna system that is converted into an appropriate output signal. The measuring range of this sensors is 
upto 15m with devitaion of ± 2mm. The opertaing voltage of it is 9.6 to 36 V DC. [13] [14]; 
 
Programmable Logic Controller (PLC) 
To meet the requirement of  the Hydropower Dam/ Resorvoir water level monitoring and hence the early warning 
cum alert system before the release of water, SIEMENS SIMATIC S7-1200 PLC has been selected  to function as the 
remote terminal unit installed at  three different remote locations at site.It has Number of Intergrated Digital Outputs  
(DO)  and Digital Inputs  (DI) Channels  are 10 and 14, respectively, whereas Number of Intergrated Analog Inputs  
(AI) Channels are  2. The detailed technical  Specification of the  PLC is given below [15] [16]; 
 
Alert System 
The Alert System consists of, Hooter, PA system and Strobe Light. The details of each have been given below.  
 
Electronic Hooter 
An electronic hooter of Model No. HDT-325 of Kheraj make has been  used in this work . It is used to produce the 
loud range audible sound so that it reaches to the several kilometers distance to  alert the people/ communities [17]. 
It can be used as horizontal mounting and is audible upto 3.25Km . 
 
Strobe Light (Aviation Lamp) 
A surface mount type red-colored strobe light of high intensity has been installed at the  different  remote locations 
as an  emergency /alert conditions.  The model number of the selected strobe is BL-24-AM-SN and is made by 
Winpow Tech. The strobe light is connected to the RTUs  and can be controlled both automatically or through the 
application software. The light intensity produced by it is 1000 Lumens (+/- 5%), and requires an operating voltage of 
24V DC and operating temperature of 200C to 800C.  The body material of this strobe light is Aluminium [18]. 
 
Pre-announcement)  System  
The  Pre-announcement(PA)  System which is  basically an electronic sound amplification  and distributon system  
consisting of microphone, amplifiers, loudspeakers/horn etc has been  used as a common system  to address the 
public or  community at a distance. To alert the public before the release of water from the dam pre-announcements 
through the  speakers  have been used. The power requirements of it are 220-240V AC, 50/60Hz|DC 12V  and 
frquecy specifications are50-15000 Hz+/-3Db [19].   
 
Loud Speaker (Horn) 
The Kheraj make Loud-Speaker of Model PUH 60 XT   has been used in this work. It is also used  in the form of alert 
as sounds is loud enough to be audible at a distance.   Multiple (2 Nos.) loud speaker is connected to the pre-
announcement system  and installed at each  remote locations to play the pre-recorded voice announcement before 
the water is released from the dam/reservoir upstream.The frequency range supported by it is 180Hz -7000Hz[20]. 
 
Control Room  
Main parts of control have been described in following section. 
3G/4G Modem with Antenna and SIM Card 
 LTE & WCDMA 4G router manufactured by San Telequip (P) Ltd.has been used in this research workas it supports 
data transmission  through public LTE-FDD network.  It has been selected as it is widely used in machine to machine 
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fields. It has Industrial 32-bits CPU with embedded real-time operating system.For wired communication it has an 
ethernet port and supports  RS232 ,  RS485/RS422  protocols. For optimizing the power, it can be adopt three modes 
of operation, namely,  sleep mode, scheduled online/offline mode, scheduled power-on/power-off modes. The entire 
housing is made up of Iron with IP30 protection. It enters into communication state automatically when it is 
powered by 5-36V DC supply. The device has management software for remote management/maintenance and 
configuration according to the user requirement [21]. 
 
Server PC 
An Industrial 32-bits CPU with flash memory of 16MB (Extendable upto 64MB) and DDR2 memory of  128MB 
(Extendable to 256 MB) has been used in control room.  
 
4G LTE Router 
To collect the data wirelessly from RTUs deployed at different remote locations, and to send the control command to 
the RTUs, the 4G LTE Routerwith Static (Fixed) IP address SIM card is used. The data transmitted wirelessly over the 
GPRS network to the Control station is received at that fixed IP without any loss of data. It acts as a gateway between 
the GPRS network and the Server Pc.The gateway also functions  as a data collector that continuously collects data 
wirelessly from remote  RTUS at its Specific Open port say 1194 and send the collected data using to the Pc for 
further  display, processing and  storage. There is a wired connection (cat6 UTP Ethernet Cable) between gateway 
and CPU of PC for the serial data transfer.  The real-time data collected at the open port of the router is further 
processed using Node-red software running on the PC and can be visualized in Node-red GUI dashboard. The TP 
Link Archer MR 200 AC750Wireless Dual Band 4G LTE Router is used in our application [22]. 
 LTE supports 150Mbps+  downloading speed and 50 Mbpsuploadingspeed.  
Other important  specifications are listed below.  
Wireless: 300 Mbps on 2.4GHz + 433 Mbps on 5GHz 
Antennas:2 Detachable External 4G LTE Antennas 
Ports: 1 10/100Mbps LAN/WAN+ 3 10/100 Mbps LANs 
 
Mislleaneous 
UPS (Uninterruptible Power Supply) 
For the continuous power supply without interruption in case of main supply failure, the RTUs and Modems at all 
the remote locations are connected with the External UPS having 2 hours battery backup. In Control station, the 
Server PC is also connected with the UPS Power backup.In  present work, the Liebert.GXTMT+Cx UPS 
manufactured by Emerson Power Network has been used. Detailed specification sheets can be checked from [23]. 
 
Ethernet Cable 
The D-link Cat-6, 24AWG UTP cable used in the work to communicate between PLC and the 3G/4G Modem or 
between Server PC and router/Gateway.  It is the most-suited pair cables for transmitting data over LANs at 100 
Mbps (approx. 1 GB per second) with a frequency of 250 MHz . It is  also suitable for 10 BASE-T, fast Ethernet and 
Gigabit Ethernet as these cables reduce the cross talk and system-noise [24]. 
 
SMPS (Switched Mode Power Supply) 
Conversion of AC/DC input voltage to a regulated DC output voltage is done using SMPS . In this work,  Delta make 
SMPS of Model PMC-24V036W1AA has been considered to convert 230V AC supply into 24V DC supply to operate 
the PLC, Emergency button and the Modem used at different remote locations [25]. 
 
Emergency Push Button 
It is a special type of fail-safe control switch or circuit that performs the emergency shutdown operation of the 
associated equipment/electrical systems. It is used manually in emergency condition when automatic fails to stop the 
main supply of the RTU panel.  
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Wiring connections (Connection diagram for I/O Allocation) 
Connection of DI, DO Terminal Blockis shown in Fig 2 below. 
 
Software Description 
Siemens Totally Integrated Automation (TIA) Portal V15.0 has been used in this work to create the blocks of 
programs by using Ladder instructions and also used to upload/ download program to the siemens s7- 1200 
PLC[26].The PLC is programmed in such a way that  the Dam control system generates an alarm when the 
predefined abnormal condition is sensed by the radar type water level sensor installed at barrage site.  
Based upon this input, it will activates all the local stations. Immediately upon activation, the strobe light will turn 
on along with the Public Announcement (PA) system at all the local locations giving out the pre-recorded “ALARM” 
message in form of voice in their local languages and this will continues for the first 3 minutes. After 3 minutes, the 
PA systems stops and sieren (Hooter) will start sounding and will continues for next 5 minutesalong with the strobe 
light. Again after 5 minutes, the sieren stops and the PA system will resume giving out “ALARM” message i.e. pre-
recorded voice for next 3 minutes. This sequence is repeated till the alarm conditions returns to normal i.e. till the 
water is being released from the dam or until the process is stopped manually from the Barrage control room.  
 
Node-Red  Programming  
Node-Red developed by IBM is is a GUI based programming tool which is an  Open Source softawre. It is used for 
integrating hardware components, Application Programming Interfaces and  as well as various online servics.  It  has 
a flexible and powerful library of  toolsenabling wiring of  wide range of nodes  in the palette for development of  
prototypes. It helps in creating the interactive Graphical User Interface /Dashboards. The Node-Red dashboard acts 
as a  output window for displayng the  real time status of all the connnected devices and provides access to control 
the devices.  [27] [28]. The Node-Red flows used in this work is shown in Fig.3 below. 
 
OpenVPN Setup, Installation and Configuration 
OpenVPN is an Open Source Virtual Private network (VPN) System which has been used to create secure site-to-site 
connections.  OpenVPN tunnel has been established between server and client and Multiple OpenVPN clients have 
been connected to the same OpenVPN server. OpenVPN Configuration involves two Steps. First one is building a 
separate-certificates and private keys  for the server and each client and second one is configuring server and clients. 
For building certificates and private keys for OpenVPN server and multiple clients, vars.bat.sample file is suitably 
modified and saved. To build certificate and key, build-ca command has been used. To build a certificate and private 
key for server, build-key-server server has been used. To build Diffie Hellman key/parameters, the command is 
build-dh.To build a certificate and private key for client1, type build-key client1 [29].To build a certificate and private 
key for client2, type build-key client2.  Same steps have been  repeated for client3, client4 etc.To build ta.key, type 
command as openvpn –genkey –secret keys/ta.key. In order to configure OpenVPN as a server, go to 
C:\OpenVPN\sample-config folder, open server.opvn file and modify and save it. 
 
Configuration of GSF 8372 as OpenVPN Client 
To configure GSF 8372 as OpenVPN client, from the web browser settings of  GSF 8372 have been opened by using  
default IP address mentioned on the GSF 8372 and using default username and password to login. After that, 
security settings like setting in  APN Name and disable firewall have been considered. After that settings like,  
OpenVPN client settings, public static IP, Port number and set other settings have been initiated  as shown in Fig. 5 
below.In next step,  ca.crt, client1.crt, and client1.key files from ‘begin certificate’ to ‘end certificate’ in the certificate 
section are copied and  saved.OpenVPN client gets connected to the OpenVPN server.  Same procedure is repeated 
for  the client2 and client3 to configure so as to  connect them  to the same OpenVPN server.After the connection has 
been  established, OpenVPN server having IP 192.168.105.24 will be able to ping GSF 8372 client 1 having IP 
1192.168.105.21, client2 (192.168.105.31) and client3 (192.168.105.41) [30]. 
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Implementation 
The designed system for early warning cum alert system before release of water has been implemented  using Radar 
type ultrasonic water-level sensor, PLC, GSM/GPRS Modem, Hooter, PA-System with loud-speakers, Strobe light , 
along with Node-red Server at Barrage of HPPCL (Himachal Pradesh Power Corporation limited), sawda-kuddu, 
Hatkoti, Dist. Shimla, India. The alert system has been installed at 3 different locations 
At the very first stage of implementation, it involves determination of water level in dam by using Radar type 
ultrasonic water level sensor mounted on the top of a dam  at a distance of 10 meters surface of water, which is used 
for caculating the distance between the sensor and surface of water. If distance goes below the defined point, it 
indicates that the level of water in the dam hasexceeded to the optimal level and vice-versa. The water level sensor is 
interfaced with the PLC . It is programmed in such a way that it acquires the data of water level at the interval of  
every 3 seconds and it wirelessly delivers the acquired data using GSM/GPRS telemetry via modem to the Dam 
control room server PC connected to Router having Static Ip Sim Card for data processing, display and data storage. 
The data acquired by the server PC is Displayed on the Node-Red GUI so that the operators at the control room can 
take decision to open /close gate of dam when water is required to relesae from dam. Since, the communication 
between different locations to the control room uses GSM/GPRS Telemetry, it can be controlled/monitored as per 
requirements from anywhere in the world where network connectivity is present. The control signals can also be sent 
manually  through the dashboard to the controller to turn PA system, Hooter, strobe light ON and OFF before the 
release of water from the dam or during the emergency situations. 
 
RESULTS AND DISCUSSION  
 
The results obtained by the system implementation, we can see that as the Dam is fully empty, the sensor senses 
minimum level i.e zero level and it is displayed on Gauge on Node-red GUI. This condition shows normal therefore 
all the ststus of Alert/warning system is at normal stateas shown in Fig.7a).As the Dam starts to store the water, the 
water level sensor senses the real-time values of water level and is displayed on gauge on Node-red GUI as shown in 
Fig.7b). The status of strobe light, PA system, Hooter, Emergency press for all the remote locations are displayed on 
the node-red GUI as shown in Fig.7c). 
 
CONCLUSIONS AND FUTURE WORK  
 
This Paper Successfully implemented & Tested IoT based early warning system with alert status and  remote water 
level monitoring system dam.This designed system is more fleible, easily configurable, cheap and fast. The designed 
system automatically issues/generate a warning/alert by sounding hooters, PA-Systems or through Strobe-light to 
alert the peoples living around the dam side areas and prevents from disasters. Therefore, it solved the issues related 
to manual monitoring and control.As the system uses GSM/GPRS Cellular networks for communication, the system 
can be monitored /controlled from anywhere in the world.As the designed system is capable of incorporating more 
remote locations , we can add sms alert features and CCTV footage to the data to send the information about the 
downstream surroundings of the dam before the release of water.In future, mobile apps can be developed to find the 
spots where the flood may occurs. We can also extend the system to a complete disaster management system by 
takining into account all the major natural disaster like landslide, earthquakes etc. 
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Fig.1. Architecture of the IoT based real-time water 
level monitoring and early warning system 

Fig. 2. Wiring diagram of S7-1200 PLC for I/O 
allocations 

  
Fig. 3. Node-red flows used in the work Fig. 4. CA Certificate for Client1 

 
 
 

Fig. 5. GSF 8372 modem configuration as  OpenVPN Client1 
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a) When Dam is Fully Empty b) When Dam Start to Fill 

 
(c)Alert System Status 

Fig.7 .Status of Water Level/ Alert System Displayed on Node-Red GUI 
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The aim of this paper is to finding the closed forms of several reduction formulas for “Appell's”double 
hypergeometric function of second kind  [ ; ; ; , ; , ] with suitable adjustment of parameters and 
convergent conditions, where y takes the form.( ) ,  ( ) ,  , ,  ,  , ( ) , (√ )( )

(√ )
and 

more rational functions of x. 
 
Keywords: Generalized hypergeometric function, Appell functions of Second kind, Generalized 
Kummer's First, Second and third summation theorem. 
 
INTRODUCTION, DEFINITIONS AND PRELIMINARIES 
 
Let ℜ and ℂ represent the sets of real and complex numbers, respectively, in the standard notation. 

≔ ∪ {0},     = {1,2,3, … } = {0},        
≔ {0,−1,−2,−3, … } = = {−1,−2,−3, … } 

and ∪  consisting  of sets of integers. 
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“ KUMMER’S SECOND SUMMATION THEOREM”:is given by, (see [7, p.134]) 
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      =        ;            ∈ ℂ/ℤ  (1.1) 

“ KUMMER’S THIRD SUMMATION THEOREM”: is given by, (see [7, p.134]) 
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( ∈ ℂ\ℤ ). (1.2) 

“ APPELL'S FUNCTION OF SECOND  KIND ” :  
In the year 1880 Appell's defined the following double hypergeometric series (see [3, p.73, 
Equation 4]  see also[14, p.211. Equation 8.1.6])  

 
[ , , , , ; ; ] = ∑ ( ) ( )

( )
∞

!
+ , ;

         D; x   (1.3)
 

 
“ CONVERGENCE CONDITIONS OF APPELL'S DOUBLE SERIES  ”  
The series of Appell's is convergent when  | | + | | < 1; , , , , ∈ \ . 
The series   of Appell's is absolutely convergent when | | + | | = 1; ≠ 0, ≠ 0;  , , , , ∈ \ ( + +
− − ) < 0. 

When A is a negative integer, then Appell's series   will be a polynomial , , , ∈ \ . 
When B,C are negative integers, then Appell's series  will be a polynomial , , ∈ \ . 
Now the“absolutely” and “conditionally” convergence of Appell's series    see [5] . 
 
APPLICATION OF [ ; , ; , ; , ] IN REDUCTION FORMULAS 
The second kind  ofAppell's function  is explain  as equation (1.3) can also be written as 

[ ; , ; , ; , ] = (1 − ) , ;
D; ( )

,     (2.1) 

(| | + | | < 1, | | < 1, 1− ; ∈ ℂ\ℤ ) 

 
Putting the values "A = a, B = b, C = c, = = ",in  above equation (2.1) and use the Kummer’s second 
summation theorem’, we get  
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Putting the values "A = a, B = b, C = c, = = ",in above equation (2.1) and  use the Kummer’s  
second summation theorem’  [10, p.491, Entry (7.3.7.2)], we get  
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Putting the values "A = a, B = b, C = c, = = ",  in above equation (2.1)  and  use the Kummer’s  
second  summation theorem’ [13, p.827, Theorems (1)],  we get  
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Putting the values "A = a, B = b, C = c, = = ",in above equation (2.1) and use the Kummer’s second 
summation theorem’ [11, p.48, Equation (3.1)], we get  
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Putting the values "A = a, B = b, C = c, = = ",in above equation (2.1) and use the Kummer’s second 
summation theorem’ [11, p.48, Equation (3.3)],  we get 
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Putting the values "A = a, B = b, = 1− , = = ",in above equation (2.1) and use the Kummer’s second 
summation theorem’, we get  
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Putting the values "A = a, B = b, = 1− − , = = ",in above equation (2.1) and use the Kummer’s 
second summation theorem’ [13, p.828, Theorem (6)], we get 
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Putting the values "A = a, B = b, = 1− + , = = ",in above equation (2.1) and use the Kummer’s  
second summation theorem’ [13, p.828, Theorem (5)], we get 
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Putting the values "A = a, B = b, = − − , = = ",in above equation (2.1) and use the Kummer’s 
second summation theorem’ [12, Equation (3.3)], we get 
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Putting the values "A = a, B = b, C = c, = − + = ",in above equation (2.1) and use the second Kummer’s  
summation theorem’[12, Equation (3.5)], we get 
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| | + < 1; < ( ) < 1, ℎ ( ) = 0;  , , − , − ∈ ℂ\ℤ ; ∈

 
Putting the values " = , = , = , = = ( ) "in above equation (2.1) and use the Kummer’s 
second summation theorem’ ([2, p.131, Entry (3.1.20)]; [7, p.136, Article 25(6)]), we get 
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Putting the values " = , = , = , = = ( ) "in above equation (2.1) and use the Kummer’s 
second summation theorem’( [2, p.131, Entry (3.1.17)]; [1, p.557, Entry (15.1.30)]; [7, p.135, Article 25(4)]; [6, p.330, 
Equation (1.1)]), we get 
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Putting the values " = , = , = , = = ( ) "in above equation (2.1) and use the Kummer’s 
second summation theorem’ [2, p.177, Question 3(a)], we get 
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Putting the values " = 2  , = , = + , = + = (√ )( )
√

"in above equation (2.1) and use the 
second Kummer’s  summation theorem’ [2, p.177, Question 3(b)], we get 
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Putting the values " = , = , = 1− , = 2 + = ( ) "in above equation (2.1) use the second 
Kummer’s summation theorem’ ([15, p.894]; [9. p.273, Equation 6.8(20)]), we get 
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 (2.16) 

| | +
(1− )

4 < 1;
−3
5 < ( ) < 1, ℎ ( ) = 0; , 2 +

1
2 ∈ ℂ\ℤ  

Putting the values " = , = , = + , = −2 + = ( ) "in above equation (2.1) and use the 
Kummer’s second summation theorem’ ([1, p.557, Entry (15.1.29)]; [4, p.104, Entry (2.8.53)]; [6, p.334, Equation 
(2.12)]), we get 

; , + ; ,−2 + ; , ( ) =
( )

,                       (2.17) 
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Putting the values " = , = , = + , = − + = ( ) "in above equation (2.1) and use the Kummer’s  
second summation theorem’ [8, p.45, Equation (8)], we get 
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Putting the values " = 2 , = , = − , = + = "in above equation (2.1) use the second 
summation theorem’ [6, p.330, Equation (1.2)], we get 
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Putting the values " = 2 , = , = 1− , = + = "in above equation (2.1) use the second 
Kummer’s  summation theorem’  [6, p.330, Equation (1.3)], we get 
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Putting the values " = 2 + 1, = , = − , = = ( ) "in above equation (2.1) and use the second 
Kummer’s summation theorem’ [6, p.335, Equation (3.2)], we get 
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Putting the values " = 2 + 2, = , = − , = = ( ) "in above equation (2.1) and use the second 
Kummer’s summation theorem’ [6, p.335, Equation (3.3)], we get 
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Putting the values " = − , = , = − , = 2 + = ( ) "in above equation (2.1) and use the second 
Kummer’s  summation theorem’ [6, p.330, Equation (1.4)], we get 
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Putting the values " = − , = , = − , = 2 + = ( ) "in above equation (2.1) and use the second 
Kummer’s  summation theorem’ [6, p.330, Equation (1.5)], we get 
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  (2.24) 
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Putting the values " = 3 , = , = 3 + , = 4 + = ( ) "in above equation (2.1) and use the second 
Kummer’s  summation theorem’ [6, p.335, Equation (3.4)],  we get 
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Putting the values " = 3 , = , = 3 − , = 4 + = ( ) "in above equation (2.1) and use the second 
Kummer’s  summation theorem’ [6, p.335, Equation (3.5)], we get 

3 ; , 3 − ; , 4 + ; , ( ) =
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Putting the values " = 3 , = , = 3 + , = 4 + = ( ) "in above equation (2.1) and use the 
secondKummer’ssummation theorem’ ([7, p.136, Article 25(6)]; [6, p.335, Equation (3.1)]), we get 
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( )

( )
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In equation (2.1) put " = , = , = , = 3 = ( ) " and use the second Kummer’s  summation theorem’  
[9, p.273, Equation 6.8(18)], we get 

; , ; , 3 ; , ( ) = ( ) ( )
( ) ( ( ))

 (2.28) 

| | +
3(1 − )

9 < 1;
−1
17 < ( ) < 1, ℎ ( ) = 0;  ∈ ℂ\ℤ  

 
CONCLUSION 
 
By acknowledging that other fascinating reduction formulas for Appell functions of the second kind may be 
constructed in a comparable method, we draw a conclusion to our current investigation. Additionally, the formulas 
offered should be helpful to anyone with an interest in applied physics and mathematics. 
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In this paper IoT based Surveillance and control system for PV modules, has been proposed. Input 
parameters which impact the performance of photovoltaic modules considered are atmospheric 
temperature, humidity, dust and luminosity. For the calculation of the power output the current and 
voltage of photovoltaic module is considered.  For measurement of temperature and humidity a dual 
sensor DHT11 sensor has been used. A dust detecting sensor (GP2Y1010AU0F) which is an optical sensor 
and a photo diode for measuring the irradiance level has been considered in this work. An impedance 
divider sensor has been used to measure the output voltage of PV modules. ACS712, a current sensor, 
has been used to detect the current. These sensors are integrated with a microcontroller Arduino. ESP826 
a Wi-Fi module has been used to upload all the solar sensing parameters on Thing speak Server. The data 
acquisition has been done under uncontrolled as well as controlled conditions. Automation for water 
tank for cleaning based on atmospheric dust level and fan on the basis of temperature has been 
incorporated. The acquired data under various conditions using physical meters as well as the data using 
Arduino which at the end was available on IoT server are in close agreement. In future a network of 
developed prototype may be implemented for solar farms and hybrid PV systems. The collected data 
may be used for prediction using AI and Machine Learning.  
 
Keywords: Energy, Internet of Things, PV Module, Power, Sensors 
 
INTRODUCTION 
 
IoT solutions are made up of a variety of components, including physical devices like sensors, actuators, and 
interactive gadgets, as well as a network connecting them all. These components collect and analyze the data they 
acquire by sending commands to their actuators, which improves the monitoring system. Photovoltaic (PV) 
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monitoring is crucial for ensuring the optimal performance and efficiency of a solar energy system. Monitoring of PV 
is important because of following reasons. a) Detecting Issues: PV monitoring systems can detect issues with the 
solar panels, before they lead to a significant loss in energy production. This can help prevent expensive repairs and 
downtime. b) Maximizing Energy Production: By monitoring the performance of individual solar panels and the 
system as a whole, PV monitoring can help identify areas where improvements can be made to maximize energy 
production. This can include optimizing panel placement and adjusting the angle of the panels to capture more 
sunlight. c) Improvement Efficiency: PV monitoring systems can identify areas where the system is not operating 
efficiently, such as when there is a mismatch between the output of the solar panels and the inverter. Utilizing this 
knowledge will increase system effectiveness and cut down on wasted energy. d) Preventing Maintenance Needs: By 
monitoring the performance of the solar energy system over time, PV monitoring can help predict when 
maintenance is needed, such as when panels need to be cleaned or replaced. This can help reduce the cost and 
frequency of maintenance. 
 
As government is providing subsidy for installation of solar panels in the houses for promoting solar energy as 
alternate energy source. The concept of using the IoT was to replace the traditional method of measuring current and 
voltage through the multi-Meters which is a time taking process. The IoT based system does not require any manual 
intervention. All the data is stored but in this we can store the data for the future reference.   In order to monitor, the 
health and solar energy generation of PV panels, an IoT based monitoring system may be a good option because of 
many advantages of using the Internet of Things (IoT) for monitoring. Major key benefits are a) Real-time 
monitoring: IoT devices can collect data and transmit it in real-time, providing up-to the minute information about a 
wide range of variables such as temperature, humidity, and motion b) Improved efficiency: By collecting data 
automatically, IoT monitoring system scan reduce the need for manual data collection, saving time and resources. c) 
Predictive maintenance: IoT sensors can detect when equipment is starting to slow signs of wear and tear, allowing 
maintenance teams to perform repairs before any failure occurs d) Cost savings: IoT monitoring can help reduce the 
costs by minimizing the need for manual labor, reducing downtime due to equipment failures, and optimizing 
energy consumption e) Enhanced safety: IoT sensors can be used to monitor potentially hazardous environments, 
such as factories or mines, keeping workers safe by detecting and responding to dangerous situations. 
 
LITERATURE REVIEW 
 
This section presents a brief about IoT based solutions for PV monitoring. Tellawar, M. and Chamat, N reported a IoT 
based home monitoring system. Authors used ESP32 a microcontroller-based data logger for storing the chosen 
monitoring parameters in a micro-SD card. For data display blynk App has been used in this work. The captured data 
canbe downloaded directly from the web page for analysis and verification. Authors did not focus on real time data 
acquisition [1]. For the acquisition and analysis of solar energy parameters authors, Kavidha, V and Malathi, V designed 
a IoT system The reported work's primary objective is to forecast PV performance, so as to ensurea stable power 
generation. Different parameters have been displayed on different graphs [2].Kekre, A and Gawre, S.K reported  an IoT 
based embedded monitoring system which gives real time information of PV system. In this work a GPRS module has 
been used by authors to publish the data on the internet[3]. Priharti, W et al.  reportedan IoT-based solar PV monitoring 
system. Smart phone has been used for displaying data. Authors concluded that the transmission time is more and may 
be reduced in future.  [4]. Gupta, S reported IoT based solar power monitoring system. The main focus was to monitor 
sun tracking system.  Main components used in this work are ESP32 board, MPPT circuit, a shunt resistor lithium 
battery, active Wi-Fi network, a temperature sensor, and a voltage divider circuit. Authors have considered the impact 
of only one parameter, namely, temperature in this work [5].  Cheragee S H et al. reportedan Internet of Things-based 
real-time solar power monitoring system. The developed system has been used to collect real-time environmental 
conditions of a PV panel and continuously monitor the output power generated by it. The sampling time used in this 
work is one day. [6]. Saraswat S et al reported real time monitoring of solar PV parameter using IoT. The important thing 
in this report is the app which will collect the data has been built by the person in which the programming can be done 
either in java, C or C++ etc. [7]. Hardas V et al. reported solar panel monitoring system using IoT to predict failure [8].  
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Pereira R.I.S et al. reported the primary goal of in order to design and install an IoT monitoring system to measure the 
temperature at the center and edge of the PV Module grid, comparative research of photovoltaic modules' center and 
edge temperatures utilizing embedded IoT systems was conducted.[9]. Abou Saltouh Tarek M.E et al. reported an 
experimental study employing Utilizing an advanced virtual RISC (AVR) AT mega microprocessor, it was implemented 
experimentally. [10].  Basir Khan M. Reyasudin et al. reported system for monitoring the performance of wireless PV 
modules. This system's primary goal is to identify the PV modules that run in less-than-ideal circumstances that may be 
brought on by PV module temperature rises, mitigation of PV module performance, and Maximum Power Point Tracker 
(MPPT) performance.[11]. The project is built on designs for microcontroller boards that are produced by multiple 
manufacturers utilizing a variety of microcontrollers. [12]. Katiyar.D et al explains a way to monitor dust buildup on 
solar panels so that you can collect the most electricity possible for practical usage. To increase the efficiency of solar 
panels. Systems consist of controllers incorporated with node MCU, LDR sensor [13]. SapuanI, Abudullah N Reported in 
their paper that the design of a standalone Building a solar photovoltaic (PV) monitoring system and a solar PV system 
for the fertigation system.[14]. Njoka.F, Thimo.L reported inpaper that they Analyze the capabilities and corresponding 
O&amp;M cost savings of the IOT platforms that are most frequently used.[15]. Ganga, Renuka Samreen et al., Madadi.S 
ed discussed about Internet of A framework with help from the Internet of Things (IOT) is intended to maximize the 
power production of the solar panels.  Using this IOT technology, the various solar panel parameters, including 
temperature, current, and voltage, are presented on the LCD. [16,17] S.S.S Ranjit et al In this study work, the for the 
purpose of keeping track of the condition of solar photovoltaic panels, the author presented the integration of an IoT-
based system. The four thermocouple K-type sensors in the suggested system are each connected to a thermocouple 
amplifier made by Adafruit, model MAX31855. Also included are a Raspberry Pi Zero Wireless, an Adafruit MAX31855 
thermocouple amplifier, and an INA219 voltage/current sensor. [18].  
 
System Design and Implementation 
The suggested Internet of Things-based solar panel monitoring system is shown in Figure 1. It will be measuring the 
input parameters, viz, temperature, humidity, luminosity, and dust in the environment to which the PV panel is 
subjected to as well as the voltage and current which are the output parameters. Also, control of the water tank and 
fan which have been used to remove the dust of the PV system and reduce the temperature to set value has been 
added in the proposed system. As soon as the amount of dust exceeds apreset limit in the atmosphere, a command 
will be issued to the pumping system of the tank. Similarly, if the temperature goes beyond a limit, the fan control is 
initiated.The next sections provide information on the software and hardware required for implementing the 
suggested IoT-based solar PV surveillance system. Figure 2 depicts the suggested system's hardware configuration 
wiring.The key elements that have been employed for the proposed system's implementation are covered in the 
subsections that follow. 
 
Solar Sensing Parameter Module  
The sensors that have been taken into consideration in this research effort are a combined humidity and temperature 
sensing module (DHT11), an optical sensor for dust detection (GP2Y1010AU0F), and a photo diode for irradiance 
level measurement. Since DHT11 has superior precision than DHT22, it been employed to measure both humidity 
and temperature of the room. An impedance divider sensor is also used to separate the input voltage from the PV 
module and measure the solar panel's output voltage. The current was measured using a current sensor, model 
number ACS712. Depending on the range of current to be sensed, there are three sorts of current sensors. The sensor 
has the ability to find the circuit's AC and DC currents. These sensors have an Arduino microcontroller and an 
ESP8266 incorporated into them. The ESP826, after connecting to the Wi-Fi network, uploads the settings for solar 
sensing to the Thing speak server. 
 
ESP8266-based Node MCU controller 
It has a Wi-Fi module and a 32-bit microcontroller. It is the central controlling module of the proposed system. For 
creating IoT based application framework, an open-source firmware, and a development kit called Node MCU is 
used in this work. Use of Node MCU results in simplifying the application programming requirement for input-
output (IO) devices. The time and the effort required for configuring and modifying hardware devices gets 
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decreased with the aid of APIs. The main advantage of selecting Node MCU in this work is that it can be 
programmed using an integrated development environment (IDE) that is open source using a variety of 
programming dialects. The code can be simply The Arduino IDE was used to upload data to the node MCU device. 
This work also makes use of the ESP8266, an integrated Wi-Fi device. 
 
Solar Panel Details  
In this work, 35W mono crystalline solar panel has been considered in this work. The other details of solar panel are  
in Table 1 below. 
 
Software Layout 
Thing Speak is an analytics platform for the Internet of Things that has been used to visualize and examine real-time 
data gathered from several sensors in the cloud. The platform, which consists of three fields—a position field, a data 
ground, and a status field—is the brains of the Thing Speak system. The real-time data collection, location of the data 
obtained geographically, data processing, and visualization characteristics of Thing Spaak are some of its important 
features.   
 
METHODOLOGY  
 
In uncontrolled conditions the solar panel has been subjected to normal environmental conditions. And for the 
controlled conditions the solarpanel has been kept inside a glass house of 1.20(L) x 0.90(W) x 0.90(H). It has been 
subjected to different conditions of temperature, luminosity and dust and corresponding changes in output current 
and voltage have been measured with the help of multimeter as well as the Arduino and Node MCU controller.   The 
data is acquired under following conditions.  
a) Ambient conditions:  In this condition the PV panel have been kept in natural environment and not in the 
laboratory conditions.  
b) Controlled conditions: The solar panel has been subjected to following conditions. 
i) Variable temperature conditions: Under these conditions the temperature of the of the environment has been 
varied by keeping a heater near the PV panel but luminosity, humidity and dust are kept unaltered. 
ii) Variable luminosity conditions: Artificial lighting has been used to vary the luminosity levels to which the PV 
panel is being subjected. However, temperature, humidity, and level of dust are being kept constant.  
iii) Variable dust level: Dust has been sprayed in the environment of the PV panel. However, temperature, humidity, 
and luminosity level are kept unaltered.  
 
RESULTS AND DISCUSSIONS  
 
The results under different types of conditions are discussed and deliberated in following sections.  
 
A) Under ambient conditions 
Output values of the current and voltage as well as the input parameters temperature, humidity, luminosity, and 
dust level   have been measured using Arduino as well as Node MCU, simultaneously Table 2 lists the output 
current of a PV module in mA that was obtained using a physical multimeter reading of the real current value, 
expressed in mA, along with an online monitoring system. Every circumstance has a calculated difference between 
the actual current and the current that is being watched online. The data was gathered at a sample rate of once every 
minute. 
Table 3 shows the voltage that the online monitoring system acquired from the PV panel as well as the real voltage 
value. The current sampling rate has been maintained constant.  
 
Power can be calculated based on the values of voltage and current using the formula P = V I and the unit of Watt. A 
single pane displays the online acquired current, voltage, and associated estimated power PV Panel.Also, the 
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temperature and humidity measured both by online system as well as with reference sensors are in agreement with 
each other. The online measured values for these two parameters are given in Figure 4. Same observation is for 
luminosity and dust level.  
 
B) Under Variable Conditions  
Variables conditions have been created within the glass house in the laboratory setup.  The laboratory set up is as 
shown in Figure 6. 
 
i) Variables temperature conditions  
The temperature was varied from 28֠ C to 35 ֠ C and corresponding values of current and voltage have been acquired 
with Arduino and then transmitted through Wi-Fi module to Thing speak platform. There is a transmission delay 
approximately of 15 seconds in communicating the data to online mode. As the temperature is varied, accordingly 
the currents and voltages are varying and as the temperature is increased beyond 28 ֠ C power output, starts 
decreasing.  At 35 ֠ C the control action has been initiated and fan is turned on. The laboratory set 
 
ii)Variable luminosity conditions 
In first instant the PV module was covered with an opaque cover and the readings of the current and voltage 
acquired with the developed online system was 0.04 A and 0.07 and the output power was 0mW. The calculations in 
the programming have been truncated to two decimal places. Also, artificial lighting was created using LED light. 
Correspondingly out-put lux readings of photodiode sensor increased which resulted in increase in power. 
 
iii) Variable dust level 
Initially within the glass model the dust reading from the sensor was 0.70ppm and power output was 8.92 mW. 
Using a dust gun, dust was sprayed inside the chamber. It increased and started settling on the PV module and at 
0.72 ppm the control signal was generated by Arduino and the water tank was activated.  
 
CONCLUSION  
 
In this paper IoT-based PV monitoring system under consideration has been successfully implemented. The 
datavarious sensor, namely, temperature and humidity sensor, luminosity sensor and dust sensor have been 
acquired using Arduino microcontroller. It has been sent to Thing speak app using wi-fi module. There is a delay 
between the acquired data and displayed data on the Thing speak without any data corruption. Additionally, 
physical meters have been used to measure the current, voltage, and power calculations in ambient as well as 
changeable environmental circumstances. It has been observed by authors that there is a strong agreement between 
the online data and data measured using physical meters.   Thus, it can be concluded that online monitoring 
techniques, using IoT platforms are beneficial and technically sound to monitor data, and can also sense and signal 
possible uncertainties based on the PV outputs. It also minimizes human-induced errors making the entire 
architecture optimal, cost-effective, and automated. In the future, this work can be extended to hybrid PV systems 
and PV farms for monitoringand control of solar panel voltage, current, temperature, and humidity in addition to 
defect finding.Also,collected data may be used for prediction using AI and Machine Learning. 
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Table No 1. Details of Solar Panel  

Parameter | Value 
Temperature (T) 25 degrees 

Open Circuit Voltage (VOC) 12 V 
Short Circuit Current  Isc 3.8 A 

 
Table. 2. Actual offline Current along with Online 
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Table. 3. Actual offline Voltage along with Online 

 
 

  
Fig.1 System Design Fig.2. The proposed system's hardware implementation 

  
Fig. 3 Online acquired current, voltage and  calculated 
power  of PV  Panel in single frame in Thing Speak 
server 

Fig. 4 Online acquired current, voltage and  calculated 
power  of PV  Panel in single frame in Arduino Software 

  
Fig.5. Online acquired Temperature and Humidity of 

PV Panel 
Fig.6. Hardware Implementation in laboratory setup 
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A binary vertex labeling ∶   ( )  →  {0, 1} of graph  with induced edge labeling ∗ ∶ ( ) → {0,1} 
defined by ∗ ∶ ( ) = ( ) ( ) is called a product cordial labeling if | (0)− (1)| ≤  1 and  | (0)−

(1)| ≤ 1 ,where (0), (1) denote the number of vertices of  having labels 0, 1 respectively under 
and (0), (1) denote the number of edges of having labels 0, 1 by respectively under ∗. A graph is 

product cordial if it admits product cordial labeling. In this investigation the helm graph and sunlet 
graph are product cordial graph.  
 
Keywords: Graph Theory, Cordial Graph, Product Cordial Graph, Helm Graph, Sunlet Graph. 
 
INTRODUCTION 
 
We begin with simple, finite, connected and undirected graph = ( ( ), ( )) with order  and size .Graph 
labeling is the process of assigning values to a graph vertices based on a condition or conditions. If the vertices are 
assigned values subject to certain condition then it is known as graph labeling. A mapping ∶  ( )  →  {0, 1} is called 
binary vertex labelling of and ( ) is called the label of vertex of under . Gallian [2] is a good resource for a 
thorough overview of graph labeling and bibliographic references. The graph formed by the union of the two 
graphs 1 and 2has the properties  ( ∪ ) =   ( )  ∪  ( )  ( ∪ )  =  ( )  ∪ ( ). Graph labelling 
involves assigning integers to the vertices, edges, or both. Motivated by the idea of cordial labelling, Sundaram et al. 
[3] have introduced a label that flavour like cordial labelling but the product of vertex labels replaces the absolute 
difference in vertex labels.Astronomy, coding theory, x-ray crystallography, radar, circuit design, communication 
network addressing, database management, secret sharing methods, and models for constraint programming over 
finite domains are just a few of the scientific disciplines where graph labelling is significant. The cordial labeling of 
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graphs was first presented by cahit [1]. In this paper, we look at different graphs for labelling sunlet graph and helm 
graph. Introduced labeling in some new graphs of product cordial graph. 
 
Definition 1.1 : A graph labeling is an assignment of integers to the vertices or edges or both subject to certain 
condition(s). If the domain of the mapping is the set of vertices (or edges) then the labeling is called a vertex labeling 
( or  an edge labeling). 
 
Definition 1.2 :    A mapping ∶   ( )  →  {0, 1} is called binary vertex labeling of  and ( ) is called the label of the 
vertex  of under . The induced edge labeling ∗ : ( )  →  {0, 1} is given by ∗  (  =  )  =  | ( )  − ( )|.Let us 
denote  
 

 (0)  =  ℎ  0  
 (1)  =  ℎ  1  
 (0)  =  ℎ  0 ∗ 

 (1)  =  ℎ  1 ∗ 

 

 

Definition 1.3 :  If the vertices of the graph are assigned values subject to certain conditions is known as graph 
labeling.  
 
Definition 1.4 :  A product cordial labeling of graph  with vertex set  is a function ∶  →  {0, 1} such that each 
edge is assigned the label  ( )  ( ), the number of vertices with label 0 and the number of vertices with label 1 
differ by atmost 1 and the number of edge with label 0 and the number of edge with label 1 differ by atmost 1. A 
graph which admits product cordial labeling is called a product cordial.  
 
Definition 1.5 :    A binary vertex labeling of graph  with induced edge labeling ∗: ( )  {0,1} defined by 
∗ (  =  )  =  ( ) ( ) is called a product cordial labeling. If | (0) – (1) | ≤ 1 and | (0) (1) | ≤ 1. 

 
Definition 1.6 : The graph that is produced from the wheel  by adding a pendant edge to each rim vertex is 
known as the helm  . It has an apex of ,  vertices of  4 and  vertices. 
 
Definition 1.7 : The subdivision of graph  on the edge is denoted by ( ) is the graph obtain from graph  by 
adding  new vertices , … , &  new edges b/w every pair of vertices. 
 
Definition 1.8 : The helm  is the graph obtained from a Wheel by attaching a pendant edge to each of the rim 
vertices. 
 
Definition 1.9 :  The sunlet graph is the graph attained byattaching pendant edges to  cyclic graph and denoted as 

. 
 
MAIN RESULTS 
 
Theorem 2.1: The helm graph  ,for all  is product cordial. 
Proof : Let = ( , ) be the graph with the vertex set. Let  be the apex vertex, { , … } be the vertex of inner 
cycle attached with apex vertex and{ … } be the vertices of outer cycle and edge set { =  , … }. We 
consider the following function for labeling helm graph: 
For  ≡ 0,1,2,3(  4) 

( ) = 0,1 ≤ ≤ ,  
( ) = 1,            + 1 ≤ ≤  

The apex vertex  labeled as ( ) = 1.  
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In view of the above pattern we have { (0) = (1) + 1} and { (0) = (1)}. 
Therefore, clearly {| (0) = (1)| ≤ 1} and { (0) = (1) ≤ 1}. Thus, G admits product cordial labeling. 
The labeling satisfy the condition as shown below: 
 
Example 2.1 For better understanding of above define labeling pattern we consider the example for H9 , i.e. ≡
1(  4). 
In the above graph | (0)|=9, | (1)|=10,  and | (0)| = 18, | (1)| = 18 thus | (0)− (1)| ≤ 1 and (0) =

(1) ≤ 1. 
 
Theorem 2.2 : The subdivision of the circuit of helm graph ( ) is product cordial. 
Proof : Let = ( , ) be the helm graph with the vertices { … , } .The graph obtained by adding a vertex 
between every pair of vertices in the cycle or circuit of the helm graph is subdivision of the cycle of helm graph 
denoted by ( ).{ , … , } are vertices of inner cycle of the helm graph and { … , } are vertices of outer 
cycle of the helm graph. So, the joined vertex set by apex. after subdivision will be { , … } are the vertices of 
inner cycle and { … } are the vertices of outer cycle. 
We consider the following function for label the subdivision of helm graph. 

( ) = 0, 1 ≤ ≤ 2  
( ) = 1, 2 ≤ ≤ 2  

The apex vertex  labeled as ( ) = 1. In view of the above pattern we have, { (0) = (1) + 1} and { (0) =
(1)}. 

Therefore, Clearly {| (0) = (1)| ≤ 1|} and {| (0) = (1)| ≤ 1}. Thus, G admits product cordial graph.  
 
Example 2.2 For better understanding of above define labeling pattern we consider the example for SG(H12 ), i.e. 
≡ 0(  4). 

In the above graph | (0)|=12, | (1)|=13, and | (0)| = 24, | (1)| = 24 thus | (0)− (1)| ≤ 1 and | (0)−
(1)| ≤ 1. 

 
Theorem 2.3 : The sunlet graph  ,for all  is product cordial. 
Proof : Let be the sunlet graph , | ( )| = 2  and | ( )| = 2 . The vertex set is 
{ ( ) = , … : ′ , ′ … ′ } and edge set is { ( ) = ′/1 ≤ ≤ ∪ { /1 ≤ ≤ − 1} ∪ { }}. 
Where n is both even and odd. To define binary vertex labeling. 

( ) = 1,1 ≤ ≤  
( ) = 0,1 ≤ ≤  

Thus, Labeling of every vertex and edges satisfy the condition  
{| (0)− (1)| ≤ 1}, {| (0) − (1)| ≤1} respectively, Thus G admits product cordial labeling. Hence, sunlet graph 
is product cordial graph. The labeling satisfy the condition as shown below: 
 
Example 2.3 For better understanding of above define labeling pattern we consider the example for S15, i.e. ≡
3(  4). 
In the above graph | (0)|=15, | (1)|=15, and | (0)| = 15, | (1)| = 15 thus | (0)− (1)| ≤ 1 and | (0)−

(1)| ≤ 1. 
 
CONCLUDING REMARKS  
  
Here we have demonstrated the product cordial labeling for some new graph. Likewise this can be operate on 
duplication, fusion or some reconstruction of graphs. In future this work can be done for reconstruction some graph 
operation of the graphs. To enhance comparable outcomes for many different graphs is an open research area.  
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Considering the significance of fruit status in everyone's lives, the need for effective fruit freshness 
grading is acknowledged. There must be an end-to-end system for fruit freshness detection either at the 
farm or industrial levels. In this project work, transfer learning algorithms were used to build the fruit 
image classification model to classify fresh and rotten fruit. As our Model_O was poorly generalized, we 
tried to implement transfer learning architecture with parameters of our choice. We then did 
hyperparameter tuning in the best-performing transfer learning architecture. The architectures used 
were, Model_O (which is our own designed architecture), NasNet Mobile, InceptionV3, Inception ResNet 
V2, ResNet50V2, MobileNetV2, VGG16, DenseNet 121 and finally Xception. A detailed comparison was 
made between these nine architectures, and we found that fitting the Xception model into the training set 
resulted in vast improvement compared to other models. After running it for 15 epochs, we found our 
training accuracy to be 0.9882 and our training loss to be 0.0386. The model was then checked for test 
data, and we got a testing accuracy of 0.9804 and a testing loss of 0.0679. This was the best-generalized 
model we could ever get. 
 
Keywords: Fruit; Fruit freshness detection; Rotten fruit; Xception model; Accuracy. 
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INTRODUCTION 
 
India is ranked second in the world as the largest fruit-producing country after China. With 31,504 metric tons, India 
became the leading producer of bananas worldwide in 2020 [1]. Alongside these fruit-producing agricultural 
industries, India is also home to some of the largest juice beverage industries. As of the fiscal year 2020, the Indian 
juice beverage market had a size of approximately INR 270 billion, this paper projected the market size to reach INR 
405 billion by the end of the fiscal year 2025. Due to the nutritious nature of fruit and its processed juice, people have 
included it in their everyday diet. Fruit surpassing that specific span is not edible, and consumption of such fruit will 
lead to critical illness as the nutrient contained in it will have lost their nature [2].Nowadays also, there is a supply of 
such degraded quality fruits in the fruit industry due to improper packaging during the fruit transportation process 
from the area of plantation to the fruit industry [3]. As of now, we know the vast supply and demand of fruits and 
their products in India. The volume and variety at which the fruits enter the industry and market are immeasurable. 
Sorting out fresh fruits and discarding degraded fruits from such huge volumes is time-consuming and requires 
many human sources [4]. 
 
Considering the significance of fruit status in everyone's lives, the need for effective fruit freshness grading is 
acknowledged [5], [6]. There must be an end-to-end system for fruit freshness detection either at the farm or 
industrial levels. The typical way of determining fruit quality is done visually; however, performing such a task with 
a machine is difficult [7], [8]. Through computer vision technology, the system can identify the various characteristics 
of fruit, such as its shape, color, and texture [9]. A single image can contain thousands of pixels, and as already 
discussed, each pixel value is essential, and slight ups and downs can impact the model as a whole [10]. This paper 
discusses the detailed comparison of our own built deep Convolutional Neural Network (CNN) model with eight 
different transfer learning models, which are stunned by the hyperparameters of our choice on a publicly available 
dataset. This paper discusses the end-to-end implementation of deep learning models integrated with a mobile app. 
 
LITERATURE REVIEW 
 
They even discussed how agriculture would progress shortly when it was introduced with deep learning. They 
found that deep learning can easily outperform existing image processing technologies in agriculture [11], [12]. The 
technology around us has progressed significantly as deep learning made significant breakthroughs [13]. It was more 
accurate and powerful to work with noises in colors. Support Vector Machine (SVM) was used as a robust algorithm. 
Convolutional Neural Network (CNN) to classify defected and non-defected mangosteen fruits. This paper uses k-
folds cross-validation with setting K = 4 for data validation [14].This method depicted the proper non-destructive 
and online detection of the quality of fruits [4]. Artificial intelligence to count pineapples from drones which 
produced aerial pictures of the land of the plantation [7]. They used Keras-RetinaNet for AI training models. They 
finally came up with a web-based AI application [15]. It was a good use of deep learning in agriculture and 
plantations, which classified fruit into 81 different classes, considering computer vision-based approach and 
algorithms have experienced tremendous usage growth in recent decades [16]. Their PCNN model had a 98.88% 
classification accuracy. They employed Global Average Pooling (GAP) to build a well-generalized model [17], [18].A 
new deep convolutional neural network architecture, Xception, inspired by Inception architecture. Still, this Xception 
outperformed Inception V3 to all extent on the dataset they were trained on. Xception also had equal numbers of 
parameters as Inception, but the significant difference was that more efficient model parameters were used in 
Xception architecture [19], [20]. It was fast and small in size, and it used residual learning for more rapid 
convergence of gradient descent. It was also well generalized and matched the accuracy of image recognition 
compared to other huge models. It was 88.4% smaller and 23.86% faster while training. A residual learning 
framework which made the training process easy as deeper neural networks were not easy to train [21].  
 

Surya Kant Palet al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57532 
 

   
 
 

RESEARCH METHODOLOGY 
 
Data Acquisition and Pre-processing 
The dataset obtained for this study was obtained from Kaggle. Apples, oranges, and bananas are among the three 
different fruit varieties in the dataset. Each fruit was further sub-grouped into fresh and rotten fruits. This means we 
had altogether of 6 other classes. The six classes were Rotten Apple, Fresh Apple, Rotten Orange, Fresh Orange, 
Rotten Banana, and Fresh Banana. ImageDataGenerator was used to separate the images in the training, validation 
and testing set after applying the proper data augmentation technique. Rescaling of the painting was done. Thus, the 
pixel values in the image lay between 0 to 1 after getting divided by 255 pixels. The validation split value was set to 
0.2. The target_size for the train, test and validation set was (224,224) with three color channels. The batch_size value 
was set to 12 for each train, test and validation set. 
 
Implementation of Convolutional neural networks 
Deep learning, an ongoing hot subfield in machine learning, is preferred when handling big unstructured data. For 
image classification, Convolutional Neural Network works fascinatingly well. We use pixel representation to 
represent images on the computer. Different pixels combination means different patterns in an image, such as edge, 
shadow and many more. Convolutional operations are the most effective way to detect these patterns. A matrix 
known as; a filter is made to perform these convolutional operations. The values in the filter depend upon the design 
we want to find. The filter is moved across the image pixel matrix, and either multiplication, averaging or min-max 
operation is performed. The ratio with which it moves is dependent upon the value of stride. The output after this 
operation is shared with the next layer. The next layer, i.e., the pooling layer, tries to generalize the model by 
decreasing the output size. Then, it is again passed to a fully connected layer, which will be the last. Before taking the 
input, this fully connected layer converts the matrix into a column vector using the Flatten () function. To normalize 
the values in the vector, we use the Batch Normalization () process and reduce computational efficiency; we use the 
Dropout () function. The dropout () function's parameter represents the probability of each neuron turning on or off. 
Figure 2 CNNs, or CNNs are frequently employed. This deep learning architecture is arguably the most well-known. 
The huge success and popularity of convolutional networks are to credit for the recent surge in interest in deep 
learning. AlexNet first introduced CNN in 2012, and its popularity has since significantly increased.  Researchers 
progressed from 8-layer AlexNet to 152-layer ResNet in just three years.  
 
Proposed CNN models and recommended Transfer learning architectures for fruit freshness classification 
On the verge of solving the problem of detection between fresh and rotten fruits., we proposed a convolutional 
neural network model of our own, named; Model_O. The creation of this Model_O had some prerequisites. This 
tensor was then processed through BatchNormalization () function to normalize the pixel values. Then we applied 
MaxPooling2D on the next layer so that the size of the tensor was reduced to (111,111,32). After this, the Dropout () 
function was implied to drop the neurons at the probability of 0.25. Here, the Conv2D () function was applied for the 
last time so that we get a tensor of size; (52,52,128), which was passed through BatchNormalization () and then the 
MaxPooling2D () function, and we got a tensor of much-reduced size; (26,26,128). This resulted in 512 neurons in the 
network later. After this, Batch Normalization () and Dropout () with a probability of 0.4 was applied for the last 
time. The formula for Rectified Linear Unit (ReLU) activation function is: 
f(x) = max (0, x)                                                                                                      (1) 
 
A Flutter based Mobile App 
For the large-scale implementation of this project, we thought deploying a deep learning model on a mobile app 
would be easy to use afterwards. The dependencies for the mobile app were tflite and image_picker. The mobile 
application development field continues to advance and astound the world.  
 
 
 

Surya Kant Palet al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57533 
 

   
 
 

Transfer Learning 
In a transfer learning scenario, several models were trained on image classification data using a batch size specified 
as a ratio of the training and validation set sizes. Each model was trained for 15 epochs with the number of training 
steps in each epoch set according to the ratio of the training set size and batch size, and the number of validation 
steps set according to the ratio of the validation set size and batch size.To achieve maximum accuracy, we applied 
the following transfer learning algorithms: 
 
NasNet Mobile. 
NasNet Mobile is a deep learning architecture for image classification, part of the NAS family, optimized for 
resource-constrained environments such as mobile devices. It utilizes depth wise separable convolutions and 
inverted residual blocks to reduce the number of parameters and computational cost while still achieving high 
accuracy. NasNet Mobile is a cutting-edge and efficient architecture for image classification on mobile and resource-
constrained devices.  
 
InceptionV3. InceptionV3 is a well-known CNN architecture for image classification that uses multi-scale Inception 
modules to capture information from an input image at different levels of abstraction. It has a deep network 
architecture with about 300 layers and uses the PReLU activation function. InceptionV3 is widely used as a 
benchmark for comparing the performance of other deep learning models. 
PReLU activation function is given in the equation (2) as: 
f(yi) = yi, if yi>0 else aiyi                                                                                                (2)  
The InceptionV3 model was trained for 15 epochs on image classification data and achieved a training accuracy of 
‘0.9568’ and training loss of ‘0.1394’. However, when evaluated on test data, the model showed lower performance 
with a testing accuracy of ‘0.9607’ and testing loss of ‘0.1250’, not meeting expectations. To address this, the model 
was replaced with Inception ResNet V2. 
 
Inception ResNet V2. Inception ResNet V2 is an image classification architecture that combines elements of the 
InceptionV3 and ResNet models. It uses multi-scale Inception modules and residual connections to capture 
information from an input image at different levels of abstraction and learn complex representations of the data. 
Inception ResNet V2 is a deeper network than InceptionV3 with around 550 layers and uses the PReLU activation 
function. It is considered an improvement over InceptionV3 and has been used in several state-of-the-art image 
classification models. An Inception ResNet V2 deep learning architecture was trained on image classification data for 
15 epochs, resulting in a training accuracy of 96.50% and a training loss of ‘0.0974’. The performance of the model 
was evaluated on test data, yielding a testing accuracy of 96.26% and a testing loss of ‘0.1015’. Despite these results, 
the performance was still lower than desired, leading to the replacement of the model with a ResNet50V2 
architecture. 
 
ResNet50V2. ResNet50V2 is a 50-layer CNN architecture for image classification, featuring skip connections and 
updated batch normalization. It is an improvement over the original ResNet50, with changes such as the use of the 
swish activation function and a modified version of batch normalization. ResNet50V2 is a well-established and 
commonly used model in the field of deep learning for image classification. The ResNet50V2 model was trained for 
15 epochs on image classification data and achieved a training accuracy of ‘0.9723’ and training loss of ‘0.0878’. 
However, when evaluated on test data, the model showed lower performance with a testing accuracy of ‘0.9644’ and 
a testing loss of ‘0.1493’, not meeting expectations. To address this, the model was replaced with MobileNetV2. 
 
MobileNetV2. MobileNetV2 is a fast and efficient neural network architecture for on-device image classification, 
designed for low computational cost and high accuracy. It uses depth wise separable convolutions and inverted 
residual blocks with linear bottlenecks to reduce parameters and computation, while increasing the number of filters 
efficiently. MobileNetV2 achieves state-of-the-art performance on image classification benchmarks. The model 
performed 15 iterations of training, with an accuracy of ‘0.9775’ and a loss of 0.0628 during training, and ‘0.9759’ and 
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a loss of ‘0.0715’ during testing. However, these results were lower than the expected outcome, so another 
architecture (VGG16) was tested. 
 
VGG16. The Visual Geometry Group at the University of Oxford introduced the VGG16 deep learning neural 
network architecture in 2014. It is a 16-layer architecture with a focus on depth, using multiple consecutive 
convolutional and max pooling layers to extract features from images, followed by fully connected layers for 
classification. VGG16 is known for its good performance on image recognition benchmarks and remains a widely 
used architecture in computer vision and deep learning. The model trained for 15 epochs with a training accuracy of 
‘0.9764’ and a training loss of ‘0.0651’.  
 
DenseNet 121. DenseNet 121 is a convolutional neural network architecture for image classification, characterized by 
its dense connectivity between all layers in the network. The architecture uses dense blocks and transition layers to 
efficiently extract features from input images and improve performance on image recognition tasks. DenseNet121 
has shown strong performance on benchmark datasets. The model was trained for 15 epochs and achieved a training 
accuracy of ‘0.9828’ and a training loss of ‘0.0493’. When evaluated on the test data, it had a testing accuracy of 
‘0.9796’ and a testing loss of ‘0.0654’. Although these results were an improvement from previous models, they were 
still lower than the expected outcome, so the team moved on to another architecture, Xception. 
 
Xception. Fitting the Xception model into the training set resulted in vast improvement compared to other models. 
Xception is a deep learning neural network architecture designed for efficient and effective image classification. The 
architecture also uses residual connections to improve the flow of information through the network, leading to better 
feature representation and improved performance on image classification tasks. Xception has been trained on large 
datasets and achieved state-of-the-art performance on various benchmarks, making it a popular choice for computer 
vision and deep learning tasks. After running it for 15 epochs, we found our training accuracy to be ‘0.9882’ and our 
training loss to be ‘0.0386’. The model was then checked for test data, and we got a testing accuracy of ‘0.9804’ and a 
testing loss of ‘0.0679’. This was the best-generalized model we could ever get.  
 
RESULTS AND INTERPRETATION 
 
The comparison of accuracy and loss of both training and test set for all the architecture is shown below in the figure 
4 and figure 5.The best performing model was Xception, hence the epoch wise accuracy and loss depiction for both 
training and testing set is given in Figure 6. And 7. RespectivelyAccording to how much the forecast deviates from 
the actual number, Figure 3 demonstrates how a loss function-often referred to as a cost function—takes into 
consideration the estimate's probabilities, or uncertainty. This helps us understand the model's performance in 
greater depth. Accuracy is one way to evaluate a classification model's performance. A percentage is a common way 
to express it [22]. The accuracy for a given sample is defined as the proportion of predictions when the predicted 
value matches the actual value [23]. In figure 4, ensure that your test set meets the following two conditions, is big 
enough to produce statistically significant outcomes, and is a good representation of the entire data set. The visual 
representation of how the model predicted a real-world object with the help of mobile app is shown above in Figure 
8. The image was taken from the web and was not part of the training or testing dataset [24]. The tabular comparison 
of our work with previous work is shown below in the Table (1). 
 
CONCLUSION 
 
Proper classification of fruit freshness is necessary as it is directly related to human health. In this project work, we 
created our own Model_O and compared it with other transfer learning algorithms to classify fresh and rotten fruit. 
As our Model_O was poorly generalized, we tried to implement transfer learning architecture with parameters of 
our choice. We then did hyperparameter tuning in the best-performing transfer learning architecture. The 
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architectures used were, Model_O (which is our own designed architecture), NasNet Mobile, InceptionV3, Inception 
ResNet V2, ResNet50V2, MobileNetV2, VGG16, DenseNet 121 and finally Xception. A detailed comparison was 
made between these nine architectures, and we found that fitting the Xception model into the training set resulted in 
vast improvement compared to other models. The Xception model showed significant improvement over other 
models for the training set, with a training accuracy of ‘0.9882’ and a training loss of ‘0.0386’ after 15 epochs. The 
model also performed well on test data with a testing accuracy of ‘0.9804’ and a testing loss of ‘0.0679’, making it the 
best-generalized model for this particular dataset. 
 
Future Scope and Recommendation 
More varieties of fruits can be included in the training and testing set so that this process of fruit freshness detection 
can work in any part of the world in any climatic condition. This system can even be implemented in the fruit and 
juice industry conveyor belts so that rotten fruits can be automatically removed before the fruit processing. The 
mobile app can be published in Google Playstore or Apple Store so that many farmers can be benefited. 
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Fig. 1.Samples of Images from our dataset belonging to 

6 different classes 
Fig. 2. Basic Architecture of CNN Model used for 

Multiclass Classification 

  
Fig 3. Representation of working of mobile app. Fig. 4. Loss comparison of all the architectures. 

  
Fig. 5. Accuracy comparison of all the architectures. Fig. 6. Training Set Result 

 
 

Fig. 7. Testing Set Result Fig. 8. A visual overview of mobile app. 
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Eye screening along with prompt diagnosis and care is a widely accepted approach to prevent vision loss 
and harm to other body parts. Models based on deep learning have been created in this research work to 
classify the retinal fundus images into healthy and unhealthy retinas and further classifying them into 45 
categories of ocular abnormalities. The suggested models are developed on the architecture of the VGG-
16 deep learning model. The research has been compared with cutting-edge models for diagnosing 
retinal diseases. It has been properly statistically evaluated in terms of characteristics such as 
performance, accuracy, specificity, sensitivity, AUC, F1-score, etc. The results demonstrated that, in 
comparison to the latest techniques, the suggested transfer learning models perform better for the 
automatic diagnosis of retinal disorders. The efficiency of both models is statistically assessed and 
compared with other deep learning models and results shows that the suggested VGG-16 based models 
outperforms the existing deep learning models.  
 
Keywords: Artificial intelligence; Image processing; Retinal fundus images; Neural networks; VGG-16 
architecture 
 
INTRODUCTION 
 
The WHO's 2019 World Report on Vision estimates that there are 2.2 billion visually impaired persons globally, of 
which at least 1 billion instances might have been avoided or still need to be handled [1]. A unique option for non-
interfering examining human retinal vascular microcirculation is provided by eye screening using colour fundus 
pictures to show retinal blood flow. The identification of early warning signs for a wide range of chronic conditions 
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has been made possible by a thorough clinical analysis of recognisable retinal fundus characteristics [2,3,4]. As a 
result, the retina could operate as a substitute organ whose testing is essential for determining the wellbeing of the 
eye as well as any underlying systemic problems. Thus, eye screening along with prompt diagnosis and care is a 
widely accepted approach to prevent vision loss and harm to other body parts. Visual impairment could be 
prevented by Early ocular disease identification and diagnosis are essential for effective treatment. Therefore, 
creating an autonomous disease detection system is essential to reducing the financial consequences associated with 
eyesight loss. 
 
Data Description 
The Retinal fundus multi-disease image dataset (RFMiD) is a brand-new, freely accessible dataset of 3200 retinal 
pictures that includes specialist remarks split into 2 categories. 
 Sorting retinal images into categories for normal and pathological conditions. 
 The categorization of retinal images into 45 varied disease classes. 
Training set which consists of 1920 images i.e 60% of the dataset, evaluation set with 640 images (20%), and test set 
with 640 images(20% ) are three subsets that make up the dataset. In the training, assessment, and test sets, the 
disease-wise stratification is typically 60 ± 7%, 20 ± 7% and 20 ± 5%, respectively. This dataset's main goal is to give a 
variety of disorders that frequently arise in clinical settings. The CSV files, namely, Train_Label.csv, Valid_Label.csv, 
and Test_Label.csv, contain the labels. Figure.1 displays the data from the CSV file: 
 
Experimental Procedures 
Data Acquisition 
Three distinct digital fundus cameras—the Kowa VX-10α, TOPCON TRC-NW300, and TOPCON 3D OCT-2000—all 
with their focus set on the optic disc—were used to capture the retinal images. These images have been captured 
of patients who went to an eye clinic concerning their eye health.  
 
Preparation of Samples 
Prior to image capture, the majority of the patients had their pupils dilated with a small amount of tropicamide with 
a dosage of 0.5%. The fundus images were taken using a non-invasive fundus camera while the patient was seated 
upright, with lenses spaced 39 millimeters (Kowa VX-10α) and 40.7 millimeters (TOPCON 3D OCT-2000) apart. 
 
Data Quality 
From the thousands of examinations conducted between 2009 and 2020, 3200 photos were extracted to create the 
dataset. To make the dataset difficult, all high and low-resolution images were used. 
 
Model Approach 
VGG16: Concept and Architecture 
One of the most substantial computer vision models accessible at present is the CNN variant called VGG16. The 
VGG model stands for the Visual Geometry Group. Karen Simonyan and Andrew Zisserman [5] from the Visual 
Geometry Group Lab at Oxford University proposed VGG 16 in the work "VERY DEEP CONVOLUTIONAL 
NETWORKS FOR LARGE-SCALE IMAGE RECOGNITION" published in 2014. VGG16 is a feature recognition and 
categorization algorithm which was once applied to classify one thousand images into thousand different categories, 
achieved an accuracy rate of 92.7%. It is a well-known approach for categorising photos and is convenient for 
transfer learning. 
1. VGG16 has 16 layers with weights. 13 convolutional layers, five Max Pooling layers, and three dense layers 

make up VGG16's total of 21 layers, although only sixteen of those layers are weight layers, also known as 
learnable parameters layers. 

2. The input tensor for VGG16 has three RGB channels and is 224 × 244 in size. 
3. VGG16's strongest defining characteristic is that it prioritised convolution layers of a 3×3 filter with stride 1 

rather than a large number of hyper-parameters and consistently employed the same padding and maxpool 
layer of a 2×2 filter with stride 2. 
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4. Max pool and convolution layers are uniformly arranged during the entire design. 
5. The Conv-1 Layer contains 64 filters, the Conv-2 Layer 128 filters, the Conv-3 layer 256 filters and the Conv-4 

and Conv-5 Layers 512 filters. 
6. 3 fully connected layers are inserted after a set of convolutional layers, each of the first 2 having 4096 channels, 

and the third having 1000 channels (one for each class). The soft-max layer is the last one. 
 
Fine-tuning 
Fine-tuning is a transfer learning technique used in machine learning where pre-trained model weights are trained 
on data that is unfamiliar [6]. The layers that are not getting fine-tuned are "frozen" (not modified during the 
backpropagation step) when fine-tuning is performed on the neural network as a whole or on a subset of its layers. 
 After the fifth block of VGG16, we modified the model by adding 3 dense layers and 2 dropout layers.  250 × 400 

× 3 is the size of our input dimension of the first convolutional layer. 
 There are 2 convolutional layers in the initial block, each with 64 channels, using the same padding and a 3 × 3 

kernel size. a Maxpooling layer of size 2 × 2 with a stride of 2 × 2 is then added. The second block follows the 
first with a Maxpooling layer of stride 2 × 2 and 2 convolution layers with 128 channels each having a kernel size 
of 3 × 3. 

 Three convolutional layers are found in the final three blocks, which are followed by a Maxpooling layer. Blocks 
3, 4, and 5 with three convolutional layers all have a 3 × 3 kernel size and have channel sizes of 256, 512, and 512, 
respectively. 

 A flatten layer was introduced to create a 1 × 43088 feature vector. Three dense layers were also inserted along 
with two dropout layers. The classification vector is normalised at the end using a Sigmoid activation function. 

 
Data preprocessing 
Data preprocessing, considered an important aspect of data preparation, refers to any sort of processing done on raw 
data to get it ready for more data processing. The data is transformed into a format that can be processed more 
quickly and efficiently in applications of data science such as machine learning, data mining, and others. 
The steps involved in the preprocessing of the sample data are as follows: 
 
Formation of Input Image 
After investigating a batch of images from each class, it was discovered that the training dataset's shape of images 
exists in a variety of sizes. So, the same shape of 300 × 450 was created by synthesizing all the photos. Our model will 
be less prone to errors as a result. 
 
Image Rescaling 
Across training, validation, and test datasets, all data images' pixels are rescaled into the range of (0–1) with a 
rescaling factor of 1./255. 
 
Data Augmentation 
The image augmentation process is applied to the training dataset, increasing the size of the training set and 
improving the model's ability to handle images on different axes. Since contrast in retinal images taken with a 
fundus camera is highest in the center of the image and gradually decreases as one moves away from the center, 
contrast enhancement is crucial. Image scaling and various augmentations employing methods like rotation, 
flipping, and zooming are additional frequent preprocessing operations. Images are enhanced in the manner 
described below: 
Contrast = 1.35 
Random Left-Right (horizontally) flip 
Random Up-Down (vertically) flip 
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Model training 
For this project two models have been created, one to classify between healthy and unhealthy state of retinas and 
another one for classifying among 45 states of retinal pathologies present in the dataset. We will discuss the training 
procedure for each of the model in detail. 
 
Model for classifying between healthy and unhealthy retinas  
The dataset that was used for this study had already been split into subsets for training, validation and testing. The 
division is carried out separately at the level of the candidate, which means that every individual image of a certain 
set is included in the corresponding subset of the dataset. Retinal disease detection method is performed on dataset 
of two classes that represent the images with healthy retinas and the images with diseases present in retinas. 
The parameters of the VGG-16-based model that was trained for this project (using pre-trained weights from 
ImageNet) were enhanced and shaped using the training and validation dataset, respectively. Table .1 provides a 
summary of the various additional parameters used in this innovative work's model training. 
 
Model for multi-disease classification  
Using the training as well as validation dataset, respectively, the parameters of the VGG-16-based model that was 
developed for identifying 45 retinal states/pathologies (using pre-trained weights from ImageNet) were optimized 
and shaped. Table .2 provides a summary of the various additional parameters used in this innovative work's model 
training. 
 
Performance Evaluation 
The effectiveness of the suggested models has been calculated using the various performance measures. For the 
binary classification model which detects the healthy and unhealthy retinas, precision, accuracy, recall and F1-score 
have been calculated using classification report and confusion matrix. The following metrics have been calculated for 
the multi-disease classification model: area under the curve (AUC), sensitivity, receiver operating characteristics 
(ROC) graph, specificity, and accuracy.  
 
Performance of model classifying healthy and unhealthy retinal fundus 
The proposed model, built using VGG-16 architecture and transfer learning, achieved an accuracy of 97.18% during 
performance evaluation of binary classification of healthy and unhealthy states of retina. According to the 
classification report, the model has achieved a precision of 0.962, recall of 0.9417 and F1-score of 0.951.  
The confusion matrix for the model is represented in Fig. 2. 
When comparing performance on training data to performance on a test (or validation) set, overfitting is identified if 
there is a significant discrepancy. It follows that when the two curves are close together, as they are in our instance, 
there is slightly overfitting. As you can see, training accuracy eventually surpasses validation accuracy by a small 
margin, but since there’s not much gap between train accuracy and validation accuracy it represents good fit. 
Below is a display of the output plot: 
Fig. 3. represents the loss graph. Almost always, the training dataset's model loss will be lower than that of the 
validation dataset. As a result, there will probably be a difference between the validation loss learning curve and the 
train learning curve. This discrepancy is known as the "generalization gap." As can be seen in Fig. 4instruction and 
approval A good match is when the loss lowers to the point of stability with just a slight variance between the both 
final loss figures. 
 
Performance of model classifying 45 states of retina (multi-disease classification) 
The suggested model constructed using VGG-16 model employing obtained an accuracy of 95.17% during the 
multiclass comparison among the specified retinal disorders. The stated values for sensitivity and specificity are 
90.85% and 92.50%, respectively. The model evaluation likewise reports a high AUC value of 0.9155. Table 3. 
represents the performance metrices of the proposed muti-disease classification model. 
Fig. 6.  represents the accuracy graph. As can be seen in the graph, there is a tiny overfitting when the two curves are 
close together. Training accuracy eventually outperforms validation accuracy by a slight margin, but since there isn't 
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much of a difference between the two, this is still a fairly good fit.The loss graph is shown in Fig. 7. Almost always, 
the training dataset's model loss will be lower than that of the validation dataset. As a result, there may probably be a 
difference between the training loss learning curve and the validation learning curve. As demonstrated in Fig. 8, A 
training and validation loss which reduces to a point of consistency with little difference between the two final loss 
values indicates a successful match. 
 
Comparative analysis 
In this section the suggested model which is built-up on VGG-16 deep learning architecture is being compared to 
different deep learning models: ResNet50, InceptionV3 and DenseNet-121. Now we will briefly take a look over the 
architecture of these models and how they are used for retinal fundus multi-disease classification. 
 
Comparative study of model classifying healthy and unhealthy retinal fundus 
Based on the accuracy, precision, recall and F1-score listed in Table 5, hese trained models are scrutinised. With a 
classification accuracy of 97.18%, the proposed model performed well. InceptionV3 came in second with a 95.15% 
accuracy followed by ResNet50 and DenseNet121 with accuracy of 94.68% and 91.40% respectively. A better F1-score 
of 0.951 is achieved by the proposed model followed by other models. Also, in terms of sensitivity and specificity the 
proposed model performed better than other models. Table 6. contrasts the computing times required for training 
and testing by each model. It can be seen that the proposed model was the fastest during training (462 minutes) and 
testing (3 minutes) with the best accuracy.  
 
Comparative study of model classifying 45 states of retina (multi-disease classification) 
Based on the accuracy, sensitivity, specificity and AUC values listed in Table 6, we compared these pre-trained 
models. With a classification accuracy of 95.17%, the proposed model performed well. ResNet50 came in second with 
a 90.85% accuracy followed by InceptionV3 and DenseNet121 with accuracy of 89.32% and 85% respectively. A better 
value of AUC (0.9155) is achieved by the proposed model followed by other models. Also, in terms of sensitivity and 
specificity the proposed model performed better than other models. Table 7 contrasts the computing times required 
for training and testing by each model. It can be observed that the suggested model was the fastest during training 
(383 minutes) and testing (3 minutes) with the best accuracy.  
 
For each modified model, the loss values during the training and validation processes are displayed in Fig. 9  –12 
While analysing the number of epochs needed for each model to attain the minimal validation loss, we observed that 
DenseNet121 and InceptionV3 used merely 3 and 4 epochs, respectively, to achieve the minimum validation loss.  
This demonstrates how rapidly these algorithms can pick up on the differences between various retinal pathologies. 
The accuracy of training is most prominent for VGG16 based proposed model along with ResNet50, although the 
proposed model has the least training loss when accuracy and loss are taken into account. Therefore, based on this 
information, it can be concluded that, out of the four models, the proposed model performs better in terms of 
training and validation. 
 
CONCLUSION 
 
Models based on deep learning have been created in this research work to classify the retinal fundus images into 
healthy and unhealthy retinas and further classifying them into 45 categories of ocular abnormalities. The suggested 
models are developed on the architecture of the VGG-16 deep learning model. The growing application of retinal 
scan imaging methods and CAD in the detection of medical diseases served as the inspiration for this work. To train, 
validate, and test the models over the dataset of retinal fundus images dataset (using pre-trained weights from the 
ImageNet dataset) transfer learning has been used. The research has been compared with cutting-edge models for 
diagnosing retinal diseases. It has been properly statistically evaluated in terms of characteristics such as 
performance, accuracy, specificity, sensitivity, AUC, F1-score, etc. The results demonstrated that, in comparison to 
the latest techniques, the suggested transfer learning models perform better for the automatic diagnosis of retinal 
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disorders. The proposed binary classification model can distinguish between the healthy and unhealthy classes and 
obtained an accuracy of 97.18%. According to the classification report, the model has achieved outstanding precision 
(0.962), recall (0.9417) and F1-score (0.951). Furthermore, the other proposed multi-disease classification model can 
distinguish between the 45 states of the retina with a notable accuracy (95.17%), sensitivity (90.85%), specificity 
(92.50%), and AUC (0.9155). The efficiency of both models is statistically assessed and compared with other deep 
learning models and results shows that the suggested VGG-16 based models outperforms the existing deep learning 
models. It is widely understood that ophthalmologists are unable to independently examine a significant number of 
retinal images due to the lack of knowledge required to provide a manual classification of retinal illnesses. The 
suggested DL strategy based on transfer learning integrates automated classification of eye diseases in its entirety 
and outperformed the conventional approaches. 
 
Future Scope 
Deep learning needs a lot of data to perform well and prevent overfitting. In general practice, obtaining diagnostic 
data is difficult, on concerning impairments with low prevalence. Future projects will concentrate on evaluating the 
models using larger dataset. Due to variations in the retinal appearance, ophthalmologists can utilise more advanced 
learning algorithms in the years to come to improve diagnosis accuracy. By creating a special model for identification 
of objects and boosting the proposed models’ functioning by integrating additional layers, we might eventually be 
able to detect the retinal diseases more precisely. After testing and adjusting the datasets with an improved 
consistent distribution, the system might function even better. 
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Table 1.Experimental parameters and their specific values in model training for healthy vs unhealthy retinal 
fundus classification 
EXPERIMENTAL PARAMETERS SPECIFIC VALUES 
Initialized Weights ImageNet Dataset 
Training set 1920 images 
Training set (after oversampling) 3123 images 
Validation set 640 images 
Test set 640 images 
Input image size 300 x 450 

Model Output 
Sigmoid activation for 2 classes; healthy and 
unhealthy retinas 

Model Training steps per epoch Approx. 25 steps per epoch 
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Table 2.Experimental parameters and their specific values in model training for multi-disease classification 
EXPERIMENTAL PARAMETERS SPECIFIC VALUES 

Initialized Weights ImageNet Dataset 
Input image size 300 x 450 

Model Output Sigmoid activation for 45 different retinal states 
Model Training steps per epoch 30 steps per epoch 

 
Table 3.Performance metrices of binary classification model 

Accuracy Precision Recall F1-score 
97.18% 0.962 0.9417 0.951 

 
Table 4.Performance metrices of muti-disease classification model 

Accuracy Sensitivity Specificity AUC value 
95.17% 90.85% 92.50% 0.9155 

 
Table 5.Performance evaluation of binary classification model and its comparative analysis with different deep 
learning models. 

Parameters ResNet50 InceptionV3 DenseNet121 Proposed Model 
Accuracy 94.68% 95.15% 91.40% 97.18% 
Precision 0.947 0.958 0.916 0.962 

Recall 0.866 0.902 0.830 0.9417 
F1-score 0.904 0.929 0.871 0.951 

Training Time 
(mins) 

468 471 473 462 

Testing Time 
(mins) 3 4 5 3 

 
Table 6.Performance of multi-disease classification model and comparative  analysis with different deep learning 
models. 

Parameters ResNet50 InceptionV3 DenseNet121 Proposed Model 
Accuracy 90.85% 89.32% 85.00% 95.17% 

Sensitivity 89.77% 84.15% 85.22% 90.85% 
Speci icity 90.00% 85.70% 84.19% 92.50% 

AUC 0.8950 0.8455 0.8577 0.9155 
Training Time 

(mins) 
391 403 415 383 

Testing Time 
(mins) 

3 4 5 3 

 

 
Fig. 1An example of CSV files 
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Fig. 2.VGG-16 architecture 

 
Fig. 3.Random image sample before and after data augmentation 

 
 

Fig. 4.Confusion matrix for the suggested model Fig. 5.Accuracy graph of binary classification model 

  
Fig. 6.Loss graph of binary classification model Fig. 7.Accuracy graph of muti-disease classification 

model 
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Fig. 8.Loss graph of muti-disease classification model Fig. 9.VGG16 based proposed model loss graph 

 
 

Fig. 10.ResNet50model loss graph Fig. 11. InceptionV3model loss graph 

 
Fig. 12.DenseNet121model loss graph 
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The work done in this paper is based on treatment of COVID-19 and the effect on infected population 
using the mathematical model ( ) by dividing the human population into the five compartments. 
We studied the model by establishing the properties for instance positivity, dependence on initial data 
and positively invariant of  the feasible region. We computed the basic reproduction number for COVID-
19 ( ′ ) and studied about the equilibrium points and the conditions of stability. Moreover, we proved 
that the condition is stable or unstable when basic reproduction number is less than unity or greater than 
unity respectively. We presented graphical representation and use the ODE 45 in the toolbox of 
MATLAB for the numerical simulation and observed that the proposed model agrees with the 
experimental data. 
 
Keywords: COVID-19, Epidemic Model, Basic Reproduction Number, Stability, Treatment 
 
INTRODUCTION 
 
In Wuhan, China, the first instance was discovered in December 2019. Some reports had come to know that it came 
from those people who work and visit seafood and live animal markets in China. Namely Corona virus called 
COVID-19 [18]. COVID-19 had engulfed not only the whole country but the whole world. For international concern, 
the WHO announced a public health emergency in January 2020. This infectious disease is related to the respiratory 
system of the human body. The Corona Virus has affected our daily life a lot. Crores of people have come into the 
grip of this disease. Some of them survived, and many have died. In human beings, Corona Virus can be caused by 
the common cold and it converts into a severe disease. COVID-19 spreads due to person-to-person contact through 
coughing, talking, and sneezing [15]. Mainly, symptoms are fever, cold, cough, pain in bones and muscles, problem 
with respiration and throat, stress, and loss of smell or taste. Corona Virus attacks old people, chronic respiratory 
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disease, low immune system, obesity, and diabetes [24]. For instance, SARS-CoV, also known as Severe Acute 
Respiratory Syndrome, is brought on by cats, and MERS-CoV, also known as Middle East Respiratory Syndrome, is 
brought on by camels [2]. 
 
Mathematical modeling and mathematical analysis play an important role in infectious disease. Mathematical 
models are applied in the dynamics of diseases and their prevention strategies [4]. Mathematical modelers and 
epidemiologists are interested to read more in depth of the disease COVID-19 and develop some mathematical 
models about the COVID-19 which are related to their transmission, evolution, prevention and control [5]. A 5 
compartmental model is proposed with mathematical analysis. They discussed about SEIQR model with isolation 
class, in which it has been assumed that the risk of its spread in future can be reduced. Numerical techniques have 
been applied, including the Runge- Kutta fourth-order approach and the nonstandard finite difference (NFSD) 
scheme [2]. A mathematical model SIR is proposed, which considers the number of infected cases, isolation wards 
and intensive care units [3]. A population model is proposed which related to vaccination and distinct ways of 
spread of COVID-19 is discussed for instance, mild symptoms, asymptomatic symptoms, severe symptoms [7]. This 
disease is detected when we have done RT-qPCR test or chest radiograph test of suspected patients. Personal 
protection may help to prevent SARS-Cov-2 [6]. A study of treatment on COVID-19 is presented that antiviral drugs 
are available for anti-SARS-CoV-2 [13]. A mathematical model has been taken with reference [14], [19]. 
 
This article is divided into 5 sections. Section 2 is devoted to the construction of a mathematical model on 
Coronavirus (COVID-19) with treatment in five compartments. In section 3, we discuss mathematical models with 
basic reproductive number and stability. We explain the numerical simulation of the formulated model on the effects 
of treatment for COVID-19 in the next section. In section 5, we give a conclusion. 
 
Formulation of a Model 
The entire population, N (t) is represented by five compartments as follows: With the given equation, susceptible 
people are denoted as S, exposed people as Ec, infected people as Ic, infected people receiving treatment as Tc, and 
recovered people as R, 

( ) = ( ) + ( ) + ( ) + ( ) + ( ) 
 
Natural death rate µc, caused by COVID-19, the rate of disease-induced death δc, the rate of recovery by treatment 
from COVID-19 , the rate of transmission βc, the rate at which a person leaves an exposed family and spread 
infection γc, the rate of treatment with COVID- 19 r, and the rate of recovery due to prompt treatment α. 
In order to suggest the mathematical model, a nonlinear system of ordinary differential equations is used 

= − − +  

= − ( + )  

= − ( + ) −  

= − − ( + )  

= + + ( + ) − ( + )                     (1) 
Initial conditions of given model is: 
 (0) = ≥ 0, (0) = ≥ 0, (0) = ≥ 0, (0) = ≥ 0, (0) ≥ 0   (2) 
The region Ωcov is defined as 
 
Ωcov= ( , , , , ) ∈ℝ : ( ) ≤  

 
Theorem 1. With initial conditions of (2), the system S, Ec, Ic, Tc, and R has non- negative solutions for all of its components,  
and the region Ωcov is positively invariant when t ≥ 0. 

Diksha Sharma and Alpna Mishra 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57549 
 

   
 
 

Proof. We must show all of the solutions to a system of nonlinear differential equations (1) are positive using the 
initial conditions that have been given. Differentiate N w.r.t. time t is 

= − − ( + ) − ( + ) − ( + ) − ( + )  
≤ −    ( , , , ≥ 0) 

If > , ℎ < 0 we get, 

( ) = + (1 − )                    (3) 

If   ≤ , then ( ) ≤ . The system of differential equation (1), all the solutions of model starts in Ωcov remain in 

Ωcov. At time t > 0, implies that the variable Ec becomes zero and positivity of other variables. The given system (1), 
from equation (1.2) > 0. This implies Ec(t) is positive. Similarly for the other variables, it can be proved. Therefore, 
Ωcov is positively invariant. 
 
Reproduction Number 
To compute the basic reproduction number ′  of the proposed mathematical model, we prepared the following 
subsystem: 

= − − +  

= − ( + )  

= − ( + ) −  

= − − ( + )                        (4) 
with initial condition (0) = ≥ 0, (0) = ≥ 0, (0) = ≥ 0, (0) = ≥ 0  and the entire population is 
given as  

( ) = ( ) + ( ) + ( ) + ( ) 
We assume a new region Ωcov1, for the system (4) 
Ωcov1= ( , , , ) ∈ : ( ) ≤  
Already we have proved all the solutions  , , ,  are positively invariant in � . 
 
Local stability of disease-free equilibrium 
The equilibrium condition is given as = ( , , , ) = , 0,0,0  
The basic reproduction number is the average number of new infections in a population of susceptible people spread 
by one typical infected person, symbolically ′  as the basic reproduction number. The next-generation matrix 
technique is used to determine the basic reproduction number [23]. With  serving as the transmission matrix and 

 serving as the transition matrix, respectively. 

 

 
Hence, the dominant Eigen value of , 

′ = ( )                       (5) 

Now, we discuss the local stability of DFE (Disease Free Equilibrium). 
 
Theorem 2. The DFE (Disease Free Equilibrium) of the sub model (4) is locally asymptotically stable or unstable 
when ′  is either less than or greater than 1. 
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Proof. The given equation (4), has a Jacobian matrix that signifies , 

 
The characteristic polynomial is 

= (− − )(− − − − ) ( + + )( + + + )−      (6) 

For (6), the eigen values are −  and − − −  which have negative real components. According to the Routh- 
Hurwitz stability criterion for disease-free equilibrium is locally asymptotically stable if all the coefficients of the 
quadratic characteristic polynomial (6) are positive when ′ < 1. Comparing the quadratic factor in (6) with the 
general quadratic form + + = 0, we get  

= 1, = (2 + + + ),  = + + + + + −  

We have, = 1 > 0, = (2 + + + ) > 0. But > 0 if 

� + + + + + − > 0 
�

( + + + + + ) < 1 

Since all the coefficients of (6) are positive by Routh Hurwitz criterion shows that ( ) is locally asymptotically 
stable for ′ < 1 and unstable for ′ > 1. 
 
Theorem 3. The system of ordinary differential equation (4) has an endemic equilibrium point ( ∗ , ∗ , ∗, ∗), when 

′ > 1. 
Proof. We presumed that the system of ordinary differential equations (4) equates to zero, 

�− − +  =  0 
�

− ( + )  =  0 
� − ( + ) −  =  0 

− − ( + )  =  0              (7) 
After solving the above system of linear equations, we get 
∗ =

( + )( + + )( + + )
 

∗ =
( + + )( + + )

 

∗ =
( + + )   

 

∗ =
  
 

Where = {(� + )( + + )( + + ) + − }. By substituting the value in � , we get  
�  = 0 implies to the disease-free equilibrium and 
� ( )( ) ( )( )( )

( )( )( )       (8) 
indicates an endemic balance exists. It should be evident that (8) is always positive and that the denominator is also 
positive in terms of biology, which is how an illness spreads. So, 
� ( + + )( )− ( + )( + + )( + + )

> 0 

 
( )

( + )( + + )( + + ) > 1 
′ > 1 
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Thus, we deduce that endemic equilibrium point exists if ′ > 1. 
 
Numerical Simulation 
We take various sets of parameters for numerical simulation. The numerical values are given in table 1 and the time 
is 200 days. Here, we use ODE45 package of MATLAB software for the mathematical model (1), as initial values N 
(0) = 21600, S(0) = 10000, Ec(0) = 6000, Ic(0) = 4500, Tc(0) = 600, R(0) = 500. 
 
Here, we choose these initial values for COVID-19 infected and recovered populations. We compare the result of our 
model with a numerical solution. The estimated growth data of COVID-19 with treatment on population can be seen 
in the graphs. We take some different values of �  such as  = 2, then ′ < 1  and �  = 5, then ′ > 1.   
 
The rapid increase in susceptible cases is a cause for concern, as it indicates a higher risk of disease transmission. 
However, the decrease in exposed cases suggests that preventative measures are working to some extent. It is 
important to continue implementing measures such as social distancing and wearing masks to further reduce the 
number of exposed cases. The increase and subsequent leveling off of the treated population is a positive sign, 
indicating that medical interventions are effective in managing the disease. As time progresses, it is expected that the 
treated population will approach a constant value, which will provide some stability in managing the disease. 
Additionally, the fact that nearby trajectories are moving closer suggests that there is a more consistent 
understanding of how to manage and treat the disease, which will be beneficial in preventing future outbreaks. It is 
crucial to remain vigilant and continue implementing preventative measures to ensure that progress towards 
managing this disease continues when  ′ < 1 shown in figure (2). The figures presented in (3) provide valuable 
insights into the dynamics of disease spread. The fact that the number of exposed, susceptible, and treated 
individuals increases and decreases with time suggests that the disease is spreading through the population. 
However, as time progresses, these numbers approach a constant value, indicating that the spread of the disease may 
be slowing down. Furthermore, nearby trajectories move away from each other over time, suggesting that the 
disease is becoming less contagious when ′ > 1.  Figure (4) and (5) suggest that the stable condition of disease-free 
equilibrium ′  is less than 1, meaning that the disease will eventually die out if left unchecked. However, if the 
unstable condition of disease-free equilibrium is greater than 1, then the disease will continue to spread and infect 
more individuals.  Therefore, it is crucial to take appropriate measures to control and prevent the spread of the 
disease. 
 

CONCLUSION 
 

It has been suggested to use the five-compartment COVID-19 analytical model. We calculated their stability and 
basic reproduction numbers. The mathematical model COVID-19 with treatment is said to have a locally stable, 
disease-free equilibrium when the reproduction number is less than 1, and when it is above unity, a disease is said to 
exist. The outcome of the numerical simulation showed how well the COVID-19 illness could be treated. Figures 2 
and 3 show that the effect of therapy on the population is both less than and higher than 1, relative to the basic 
reproduction number. Figures 4 and 5 depict how stable or unstable the illness is. 
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Table 1. Parameters of Model 
Description Parameter Values Reference 

Recruitment Rate ∆ 400 assumed 
Natural death rate µc 0.016 estimated 

Disease induced rate δc 0.36 [11] 
Recovery rate r1 0.88 estimated 

Exposed to infectious rate γc 0.25 [11] 
Treatment Rate r 0.55 estimated 

Recovery Rate due to prompt treatment α 0.001 estimated 

 

  
 

Figure 1: Schematic Diagram for model Figure 2:  Population disease prediction with treatment 
when ′ < 1 

  
Figure 3:  Population disease prediction with treatment 
when  ′ > 1 

Figure 4:  Disease treatment on the recovered 
population when ′ < 1 

 
Figure 5:  Disease treatment on the recovered population when  ′ > 1 

 

Diksha Sharma and Alpna Mishra 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57554 
 

   
 
 

Yashoda  
 

On An Identity of Ramanujan and Continued Fraction Related To It 
 
Satya Prakash Singh1, Akash Rawat1 and Nidhi Sahni2* 
 
1Department of Mathematics,Tilak Dhari Post Graduate College,Jaunpur-222002, Uttar Pradesh, India 
2Department of Mathematics, Sharda School of Basic Sciences and Research,  Sharda University Greater 
Noida, Uttar Pradesh - 201310, India. 
 
Received: 06 Apr 2023                              Revised: 15 May 2023                                   Accepted: 31 May 2023 
 
*Address for Correspondence 
Nidhi Sahni 
Department of Mathematics,   
Sharda School of Basic Sciences and Research,   
Sharda University Greater Noida,  
Uttar Pradesh - 201310, India. 
E. Mail: nidhi.sahni@sharda.ac.in 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
In this paper, we have discussed about an identity of Ramanujan and using it an interesting continued 
fraction has also been established. In the last of the paper, special cases have also been deduced.  
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continued fraction. 
 
INTRODUCTION, NOTATIONS AND DEFINITIONS 
 
Continued Fractions are important tools in many branches of mathematics and science. The fractions are arising 
naturally in long division and in the theory of approximation to real numbers by rational components. They are 
useful in competitive programming because they are easy to compute and can be efficiently used to find the best 
possible rational approximation of the underlying real number. Continued fractions are also used in solving the 
Diophantine and Pell's equations. Singh, S.N. and Singh, S.P. [8], Singh S. P. [6, 7], Mishra V. N., Singh  S.N, Singh  
S.P. and Yadav Vijay [4], Singh A. K. and Yadav Vijay [5], Singh Sunil and Sahni Nidhi [9] and many others have 
established a good number of results involving q-series identities and continued fractions. W shall use the following 
usual notations and definitions. 
Let, the q-rising factorial is defined as, 

For 1,q   

        2 1; 1 1 1 ... 1 , 1, 2,3,...na q a aq aq aq nn
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 ; 1.0a q   

A basic hypergeometric series is defined as, 

     
       

; ; ... ;, , ..., ; ; 1 21 2 ,1 , , ..., ;0 ; ; ... ;1 2 1 1 2 1

na q a q a qa a a q z rr znn n
r r b b b q qn b q b q b q nr rn n n


    

 
 
  

                                      (1.1) 

where 1z  and 1q   for the converge of the series (1.1).  

Large number of identities and transformation formulas are available in the literature. In the second Notebook and 
also in the ‘Lost’ Notebook of Ramanujan a huge number of identities are available. Those identities are of two types. 
First type of identities are those in which series equals product. Second type of identities are those in which a series is 
equal to another series. 
Rogers-Ramanujan identities are of first kind. These are, 

     
2

1
,5 4 5;0 ; ;

nq
q qn q q q qn





 

                               (1.2) 

     
2

1
.2 5 3 5;0 ; ;

n nq
q qn q q q qn





 

                              (1.3) 

These identities were first discovered by L.J. Rogers in 1894 in a paper which was completely ignored.  
Ramanujan rediscovered these identities some time before 1913. In 1917 these two identities were established again 
independently by German mathematician Issai Schur. One of the most celebrated identities of Ramanujan is 
[Andrews and Berndt B. C. [1]; (6.2.9), p. 146] 

     

         

   

1 /2 1 /2
/ ; / ;

; ; .
; ; ; ;0 0

n n n nn nb q b q a q a qn naq q bq q
q q aq q q q bq qn nn n n n

 
 

  
                           (1.4) 

The proof of (1.4) is simple and is being given below. 
In order to prove (1.4) let us consider the Heine’s transformation [Gasper G. and Rahman M. [2]; (1.4.5), p. 13], viz., 

 
 
/ , ;, ; ; / , ; ; /

2 1 2 1, ;

c b bz qa b q z abz c b q c b
c bzc z q

  


   
   
   

                                       (1.5) 

Putting z/b for z and taking b   in (1.5) we have, 

     

   
 
 

   

   

1 /2 1 /2
; 1 / ;;

.
; ; ; ; ;0 0

n n n nn n na q q z az c q c qz qn n
q q c q c q q q z qn nn n n n

 
   
 

                                       (1.6) 

Again, putting / ,a b c aq    and z bq   in (1.6) we get (1.4).  
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MAIN RESULTS 
 
If we take b    in (1.4) we find, 
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As 0a  , (2.1) yields 
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For b=1, (2.2) gives 
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Taking b=-1 in (2.2) we get, 
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For b=-q, (2.2) yields 
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Comparing (2.4) and (2.5) we obtain, 

 

 

   

12
.2 ; ;0 0; 1

n nnq q
q q q qn nq q n nn


 

 
  

                              (2.6) 

Taking b = q in (2.2) we get 
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Comparing (2.3) and (2.7) we find, 
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Taking 0   in (1.4) we obtain 
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For ab  , (1.4) gives 
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Results Involving Continued Fractions 
In this section we establish a result involving continued fraction. 
Putting ac   in (1.4) we have 
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which on simplification gives, 
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Iterating the process we finally get 
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By an appeal of [Jones, W. B. and Thron, W.I. [3]; (2.3.20), p. 35] we have 
 

 
 

 
 

 
1 11

... .2 31 1 1 1

a c aq c bq aq cq
bq bq bq

  


      
      (3.4) 

ACKNOWLEDGEMENT 
 
The authors are thankful to Dr. S. N. Singh, Ex. Reader and Head, Department of Mathematics, T.D.P.G. College, 
Jaunpur (U.P.), INDIA, for his noble guidance during the preparation of this paper. The second named author Akash 
Rawat would like to thanks Council of Scientific and Industrial Research (CSIR) for supporting a JRF research grant 
under which this work has been done.  
 
REFERENCES 
 

1. Andrews, G. E. and Berndt, B. C., Ramanujan’s Lost Notebook, Part I, Springer, 2005. 
2. Gasper, G. and Rahman, M., Basic Hypergeometric Series, Second Edition, Cambridge University Press, 2004. 
3. Jones, W. B. and Thron, W. J., Continued fractions, Analytic Theory and Applications, Addison-Wesley 

Publishing Company, Advanced Book Program Reading, Massachusetts, London, 1980. 
4. Mishra V. N., Singh  S.N, Singh  S.P. and Yadav Vijay, On q-series and continued fractions, Cogent Mathematics, 

3: 1240414, (2016), 1-7. 
5. Singh A. K. and Yadav Vijay, A note on Partition and Continued Fractions, J. of Ramanujan Society of Math. and 

Math. Sc., Vol.1, No.1 (2012), 77-80. 
6. Singh S. P., Certain results involving Lambert series and continued fractions I, South East Asian J. of Math. & 

Math. Sci., Vol. 11, No. 1 (2015), 65-70. 
7. Singh S. P., Certain results involving Lambert  series and continued fractions. II, J. Indian Math. Soc. (N.S.) 74 

(2007),  no. 1-2, 47—53. 
8. Singh S.N. and Singh S. P., On some more q-series identities, Italian Journal of Pure and Applied Mathematics, 

N. 35 (2015), 669-678. 
9. Singh Sunil,Sahni Nidhi, On certain continued fraction representation for the ratio of poly-basichypergeometric 

series, South East Asian Journal of Math. & Math Sc. Vol 13, No. 1 ( 2017 ) 57-64. 
 

Satya Prakash Singhet al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57559 
 

   
 
 

Yashoda  
 

Analysis of THADA, DENND1A and LHCGR Gene Polymorphism in 
PCOS Patients among South Indian (Madurai) Population 
 
P.Veeramuthumari1* and V.Kumaravel2 

 
1Assistant Professor of Zoology, V.V.Vanniaperumal College for Women, Virudhunagar, Tamil Nadu, 
India. 
2Chief Endocrinologist and Director, Alpha Hospital and Research Foundation, Institute of Diabetes and 
Endocrinology, Madurai, Tamil Nadu, India. 
 
Received: 24 Feb 2023                             Revised: 19 Apr  2023                                   Accepted: 31 May 2023 
 
*Address for Correspondence 
P.Veeramuthumari 

Assistant Professor of Zoology, 
V.V.Vanniaperumal College for Women, 
Virudhunagar, Tamil Nadu, India. 
E.Mail: veeramuthumari@vvvcollege.org 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Polycystic ovary syndrome (PCOS) is multifactorial, polygenic disorder affecting 6-10% of reproductive 
aged Women (Goodarzi et al., 2001; Teede et al., 2010) characterized by multi follicular ovaries, menstrual 
irregularities with consequent anovulatory infertility, insulin resistance and aggravated androgen 
synthesis. Women with PCOS are prone to adverse cardiometabolic derangements including type 2 
diabetes mellitus (T2DM), dyslipidemia, hypertension, and cardiovascular disease (CVD) (Churchill, 
2015). Polycystic ovary syndrome (PCOS) is a syndrome involving defects in primary cellular control 
mechanisms that result in the expression of chronic anovulation and hyperandrogenism. Current 
evidence from candidate gene linkage analysis and genome wide association studies strong implicates as 
marked influence of both genetic and environmental factors on the onset and progression of PCOS 
(Broweret al., 2015). Gangopadhyay et al., (2016) studied in North Indian Women. Hence the study also 
focused on THADA, DENNDIA and LHCGR gene polymorphism among South Indian (Madurai) 
population. Genomic DNA isolated from the control and PCOS patients were utilized to study the 
association of LHCGR, DENND1A and THADA gene variants in PCOS. PCR based amplification of the 
genomic areas of interest were carried out to identify the presence of SNPs. PCR products were separated 
using agarose gel electrophoresis and the products were visualized in a gel documentation system. The 
study results bring forward that the DENNDIA and LHCGR genes may potentially serve as markers for 
PCOS related infertility and hirsutism. Further large scale studies are required to demonstrate the 
efficacy of the studied candidate genes as markers for PCOS. 

Keywords: PCOD, Infertility, Single Nucleotide Polymorphism, Genetic Disease and Gene mutation.  
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INTRODUCTION 
 
Polycystic ovary syndrome (PCOS) is a hormonal disorder common among women of reproductive age. Women 
with PCOS may have infrequent or prolonged menstrual periods or excess male hormone (androgen) levels. The 
ovaries may develop numerous small collections of fluid (follicles) and fail to regularly release eggs. Polycystic ovary 
syndrome (PCOS) is a common and complex endocrine disorder among women of reproductive age, with a 
prevalence of 6-8 percent (Ehrmann et al., 1999; Goodarzi and Azziz, 2006). Several researchers reported that PCOs is 
associated with important endocrine-metabolic disturbances including dyslipidemia, atherosclerosis, insulin 
resistance and Type 2 Diabetes (T2D) (Carmina, 2009; Kandaraki et al., 2009). Obesity is known to act as a 
confounding factor for insulin resistance.  It is estimated that 44 per cent of Women with PCOS suffering from 
obesity (Dasgupta et al., 2012), which might be influence the significant concurrent insulin resistance observed. The 
insulin resistance with hyperinsulinemia initiated that hyperandrogenism through an increase in ovarian androgen 
biosynthesis (Poretsky et al.,1999).The phenotypic expression of women affected with the syndrome are varied with 
some women being obese, some being lean, some women showing insulin resistance and increased production of 
adipokines irrespective of their body mass index (BMI) (Olszanecka-Glinianowicz et al., 2011).   
 
Wild et al., (2000) reported that polycystic ovary syndrome (PCOS) must be considered a serious issue because of its 
implication on long term health regardless of a woman’s age. Polycystic ovary syndrome (PCOS) is also known as a 
very common and complex female endocrine disorder (Azziz et al., 2004).Various studies have been also suggested 
that women with PCOS are at a higher risk of gestational diabetes, miscarriages, preeclampsia and preterm labour 
(Adams et al., 2004). The genetic basis of the disease is still not clearly understood owing to the difficulties in 
determining the inheritability of PCOS. Ovarian and adrenal steroidogenesis is considered as candidate genes which 
determine the expression of several integral phenotypes of PCOS. Insulin gene thought to play a functionally central 
role in insulin secretion and/or action and also in the signaling pathways (Paquette et al.,1998).The newer diagnostic 
criteria of PCOS (Azziz et al.,2009) and irregular menstrual cycles/anovulation and polycystic ovaries form important 
features along with hyperandrogenism.  
 
A genome-wide association study (GWAS) in Han Chinese women identified eight risk loci for PCOS at 9q22.32, 
11q22.1, 12q13.2, 12q14.3, 16q12.1, 19p13.3, 20q13.2 and an independent signal at 2p16.3 (Shi  et al., 2012), in addition 
to three loci identified previously at 2p16.3, 2p21, and 9q33.3 (Chen et al., 2011). Three of the eleven variants 
associated with PCOS in the Han Chinese GWAS were also associated with PCOS in at least one European 
population when corrected for multiple testing, including DENN/MADD domain containing1A (DENND1A), 
thyroid adenoma associated (THADA) and yes-associated protein 1(YAP1) (Goodarzi et al., 2012; Welt et al. 2012; 
Louwers et al.,  2013; Brower et al., 2015). So, the present study focused on the thyroid adenoma associated (THADA) 
gene 2p16.3, 2p21, and 9q33.3 loci polymorphisms among South Indian population. Still now there is no gene 
polymorphism reports were available among Indians especially in South Indian (Madurai) population. Hence the 
study selected the THADA, DENND1A and LHCGR gene polymorphism in PCOS patients and control group 
among South Indian (Madurai) population. 
 
METHODOLOGY 
 
Sample Collection  
The present pilot study was conducted in Alpha Health Foundation/Alpha Hospital and Research Centre with the 
clearance of the Institutional Ethical Committee (AHRC). A total of 12 patients comprising of 4 controls and 8 PCOS 
patients were included in the study. Volunteer controls without a history of hirsutism, alopecia and 
hyperandrogenism were included in the study. Patient participants diagnosed with PCOS presenting 
hyperandrogenism,   polycystic ovaries, insulin resistance/hyperinsulinemia with a fertile or infertile history were 
included in the study. 
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Gene Amplification  
The patient and control samples were collected in the Alpha hospital and research centre, Madurai. The genomic 
DNA (gDNA) was isolated by QIA Quick Mini kit and gDNA and confirmed with Agarose gel Electrophoresis 
(Sambrooke and Russel, 2001; Veeramuthumari et al., 2011; Veeramuthumari and Isabel, 2014). The isolated DNA is 
amplified by using PCR (Polymerase Chain Reaction). Amplification of our gene of interest was carried by respective 
primers(Zhao et al., 2012; Veeramuthumari and Isabel, 2014). Primers used areTHADA- rs13429458-5’-
CAGCGGTATGATTTCGTAGTG-3′ (forward) 5’-GCTAAAATCTCATCACCTGGAC-3′(reverse), THADA-
rs12478601-5′-AGACTCAGATGAGATGCCACAT-3′ (forward) 5′-TTACCTGTCCAACTCCAGAATG-3′ (reverse), 
DENND1A- rs10818854- 5′-CAAAACCAGGCTGATGACAAT-3′ (forward)  5′-
GTTTGAGAATCATAGACCAGCAC-3′ (reverse), LHCGR- rs13405728-5′-GTGGTTCTTACTCTAGCACAATGAT-
3′(forward)5′-CCATCCACATACTCACTTCAATATC-3′ (reverse).After extraction the PCR products are again 
checked by the 2% agarose gel. That extracted DNA was sent for direct sequencing. 
 
Statistical Analysis 
BMI was calculated for the both PCOs patients and control subjects among South Indian population. Mutation 
occurrence range was calculated and drawn graph Using Sigmaplot.Chi Square -test was performed for the 
significance level of Genotype and Allele frequency. Student t test was applied to analyze the significant difference 
between of mutant and normal allele in PCOs patients and control subjects among South Indian population. 
 
RESULTS AND DISCUSSION 
 
Study Design 
A total of 12 samples comprising of 4 controls and 8 PCOS patients were included in the study. Volunteer controls 
without a history of hirsutism, alopecia and hyperandrogenism were included in the study. Patient participants 
diagnosed with PCOS presenting hyperandrogenism, polycystic ovaries, insulin resistance/hyperinsulinemia with a 
fertile or infertile history were included in the study. Genomic DNA isolated from the control and PCOS patients 
were utilized to study the association of LHCGR, DENND1A and THADA gene variants in PCOS. PCR based 
amplification of the genomic areas of interest were carried out to identify the presence of SNPs. PCR products were 
separated using agarose gel electrophoresis and the products were visualized in a gel documentation system 
(Medicare). Gel extracted and purified PCR products were direct sequenced. The list of PCOS associated SNPs 
analyzed is presented in Table 1. 
 
The obtained genotyping data was utilized to assess and understand the prevalence of the incidence, association of 
the candidate gene SNPs in PCOS. Anthropometric measurements, biochemical and lipid profile were carried out 
based on the physicians recommendation. Obesity and PCOS, obesity related PCOS are commonly observed and 
obesity is predominantly identified to raise the risk of T2DM in PCOS patients (Azziz et al., 2006).Tthe study 
population37% of PCOS patients presented with infertility, 50% of the patients presented with Acne and 37% of the 
patients presented with hirsutism. As discussed by several earlier studies, the clinical/phenotypic features of the 
present study patients commonly included irregular periods, hirsutism, acne and obesity (Dasgupta et al.,2012). 
  
Genome wide Association studies (GWAS) enable the functional association of genes and their variants in disease 
conditions and thereby the susceptibility loci for the diseased condition. Based on several GWAS studies in PCOS 
that report association of genetic variations impacting ovarian steroidogenesis (Chenet al., 2011, Shi and Zhao et 
al.,2012), The present study focuses in elucidating the importance and association of LHCGR, DENND1A and 
THADA in PCOS patients from south India/south Tamil Nadu. DENND1A is significantly associated with PCOS 
and other studies have also indicated that it is highly expressed in PCOS patients (Eriksenet al., 2013, McAllister et al., 
2014]. In particular, the rs10818854, rs2479106 intronic variants of the DENNDIA gene have been associated with 
PCOS (Shi et al.,2012, Lerchbaum et al.,2011) A lack of such studies on THADA, DENND1A and LHCGR in the south 
Tamil Nadu population prevails and hence the present study proposes to examine the relevance of these SNPs in the 
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regional PCOS population. The results obtained from the present study as indicated in Fig.1 and Fig.2 present the 
PCR products (560bp, 465bp) that were amplified for the determination of the rs13429458, rs12478601 THADA 
polymorphisms, the rs10818854 DENND1A polymorphism and the 341bp rs13405728 LHCGR polymorphism in the 
control and the patient population.   
 
Figure 1: Amplification of THADA, DENND1A and LHCGR gene regions in the control group participants: M – 
Marker, L1-L3: PCR product (560bp) that encompasses rs13429458 (A>C) and other intronic variants of THADA 
gene, L4-L6: 465bp product that encompasses the rs12478601 (C>T) of THADA gene, L7-L9: 407bp product that 
encompasses rs10818854 (G>A) of DENND1A gene, L10-L12: 341bp product that encompasses rs13405728 (A>G) of 
the LHCGRgene in the control group participants. The amplified PCR products were electrophoretically separated 
and visualized in a 1% Agarose gel. 
 
Figure 2: Amplification of THADA, DENND1A and LHCGR gene regions in the PCOS patients: M – Marker, L1-L3: 
PCR product (560bp) that encompasses rs13429458 (A>C) and other intronic variants of THADA gene. L4-L6: 465bp 
product that encompasses the rs12478601 (C>T) of THADA gene. L7-L9: 407bp product that encompasses rs10818854 
(G>A) of DENND1A gene. L10-L12: 341bp product that encompasses rs13405728 (A>G) of the LHCGRgene. The 
amplified PCR products were electrophoretically separated and visualized in a 1% Agarose gel 

 
Genotyping data (Table 2) reveal that none of the assessed participants presented the THADA rs13429458 (A>C) 
polymorphism while all the participants (control and patients) were positive (100%) for the THADA rs12478601 
(C>T) polymorphism. Interestingly while all the control participants were negative for theDENND1A rs10818854 
(G>A) polymorphism, 50% of the PCOS patients were positive for the polymorphism. In an equally interesting 
manner, while one control participant was positive for the LHCGR polymorphism rs13405728 (A>G), 6 PCOS 
patients were positive for the polymorphism. 
 
While the control participants were all homozygous positive (TT) for the THADA rs12478601, 12.5% of patients were 
heterozygous (CT) and 87.5% of the patients were homozygous (TT). With regard to the rs10818854 (DENND1A) 
(G>A) polymorphism, 50% of the patients were heterozygous (GA) for the polymorphism. The distribution of the 
LHCGR rs13405728 seemed to be predominant in the patient population with 75%, 25% of the patients, controls 
being heterozygous, respectively. 
 
Figure 3: Percentage expression of the distribution of the THADA rs12478601 CC,CT,TT in the control and PCOS 
patient population. The wild type CC genotype was not incident in the assessed group. The homozygous TT alleles 
were observed to be incident at a 100% respectively in control. The heterozygous CT and the homozygous TT alleles 
were observed to be incident at a 12.5 and 87.5 % respectively. Table 3: Percentage expression of the distribution of 
the THADA rs7582497, rs7568365, rs13029250 intronic variants. The rs13029250 variant was absent in the assessed 
PCOS patient population. 
 
Figure 4: Percentage expression of the SNP positive PCOS patients with infertility, acne and hirsutism. The 
DENNDIA rs10818854 SNP and the LHCGR rs13405728 SNP is positive only in the patient group. THADA is located 
in the Intron of THADA gene on chromosome 2p21. THADA was initially identified in thyroid adenomas by 
chromosomal rearrangements, where THADA was disrupted and fused to an intron of peroxisome proliferator-
activated receptor gamma (PPARG). The over-transmission of SNP rs13429458 indicates that gene THADA should be 
a new potential candidate for PCOS. 
 
Sujatha et al., (2015) studied the association of LHCGR polymorphism (rs2293275) with PCOS in south Indian 
population. The frequency of the G allele was 0.60 in PCOS Samples and 0.49 in controls, which indicates the G allele 
is associated with PCOS in this study. Further, a significant association of the LHCGR GG allele was observed with 
body mass index, waist to hip ratio, insulin resistance, LH and FSH ratio in PCOS when compared with controls. 
Han Zhao et al,. 2011, had done the initial large scale cohort studies for the THADA, DENNDIA and LHCGR single 
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nucleotide polymorphism in the PCOS patients. They observed the positive association for the gene (THADA) SNP 
rs13429458 (P= 3.74×10-5) in the Han Chinese population and demonstrated that it could serve as a marker for PCOS. 
In concordance our data brings forward that THADA,DENND1A and LHCGR can serves potential markers. 
 
CONCLUSION 
 
The study was conducted in Alpha Health Foundation/Alpha Hospital and Research Centre, Madurai. Volunteer 
controls without a history of hirsutism, alopecia and hyperandrogenism were included in the study. Patient 
participants diagnosed with PCOS presenting hyperandrogenism,   polycystic ovaries, insulin resistance/ 
hyperinsulinemia with a fertile or infertile history were included in the study. The patient and control samples blood 
were collected and the genomic DNA (gDNA) was isolated by QIA Quick Mini kit and gDNA is amplified by using 
PCR (Polymerase Chain Reaction). Amplification of our gene of interest was carried by respective primers. The 
present pilot study as the first of the kind brings to light the prevalence; incidence of PCOS associated candidate gene 
markers in the South Indian population.  
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Table 1: List of genes associated with PCOS and the SNPs assessed for their prevalence in the regional population 

S.No Name of the Gene SNP details Location 
1. THADA a. rs13429458 (NM_022065.4:c.4059-13560 T>G) Intron 28 
2. THADA b. rs12478601 (NM_022065.4:c.3744+4464 G>A) Intron 24 

3. DENND1A a. rs10818854 (NM_024820.2:c.303-7710 C>T) Intron 5 

4. LHCGR a. rs13405728, (NM_000233.3:c.161+4491 T>C) Intron 1 

 
Table 2: Genotypic Distribution of THADA, DENNDIA, LHCGR Polymorphisms in the Assessed Study 
Population. 
 

 

rs13429458 
(THADA) 

(A>C) 

rs12478601 
(THADA) 

(C>T) 

rs10818854 
(DENND1A) 

(G>A) 

rs13405728 (LHCGR) 
(A>G) 

 
AA AC CC CC CT TT GG GA AA AA AG GG 

Control 100 0 0 0 0 100 100 0 0 75 25 0 

Patient 100 0 0 0 12.5 87.5 50 50 0 25 75 0 
 
Table 3: Genotypic Distribution of the Intronic Variants of THADA in the Region of Interest: 

 rs7582497(THADA) rs7568365(THADA) rs13029250 (THADA) 

 
TT TC CC CC TC TT GG GT TT 

Control 50 25 25 50 25 25 50 25 25 

Patient 50 37.5 12.5 50 37.5 12.5 50 50 0 

 

 
Figure 1: PCR Amplification OF THADA, DENND1A AND LHCGR Gene Regions in the Control Group 
Participants 
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Figure 2: PCR Amplification of THADA, DENND1A AND LHCGR Gene Regions in the PCOS Group Patients. 

 

Figure 3. :Genotypic Distribution of  the THADA SNP rs12478601 

 

Figure 4. Percentage expression of SNP positive PCOS patients with Infertility, Acne and Hirsutism 
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Machine Learning (ML) is a disruptive technology in the healthcare industry. Pediatric diseases are 
health problems related to children under 18 years. Children have many pediatric diseases and die 
because they do not get proper treatment at the right time. This study uses a systematic literature review 
(SLR). The articles are searched in three databases. Initially, 66 articles were extracted from three 
databases, and after proper shorting, only 32 articles were considered for the final study. This study 
highlights the diseases that had already used ML techniques for the prediction. This study also provides 
future perspectives on ML techniques in disease prediction and diagnosis. This study will help the 
healthcare industry know the real benefit of ML techniques and use them to predict and prevent diseases 
in children. 
 
Keywords: Machine Learning (ML); Pediatric diseases; Children; Prediction; Healthcare. 
 
 
INTRODUCTION 
 
The healthcare industry has long been an early supporter of technological advancements, benefiting greatly from 
companions [1]. Machine learning (ML) is now used in many health-related fields, including implementing novel 
medical treatments, managing customer documents and information, and treating various diseases [2]. By processing 
vast amounts of data, ML technology can assist healthcare providers in creating precise medicine solutions tailored 
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to individual features [3]. Some ML companies are researching the capacity to coordinate and provide doctors with 
patient information during a telemedicine discussion, and data collection methods during virtual visits improve 
productivity and workflow [4][5].Drug discovery processes are two significant areas wherein the drug industry 
concentrates its ML use [6]. For example, ML could one day result in drug manufacturers being heavily reliant on it 
to anticipate how clients will respond to different prescription medications and recognise which patients stand a 
good chance of profiting from the drug [7], [8]. Data scientists are planning predictions for all healthcare activities 
that involve overall health tracking and aiding in the cure or prevention of the disease [9]. ML in oncology health 
technology tries to search for cancer-affected cells with a comparable precision level to a knowledgeable physician 
[10]. 
 
Every year, approximately 26 million babies are born in India. According to the 2011 Census, kids (0-6 years) account 
for 13% of the entire country's population. The National Health Mission's (NHM) children's health course combines 
interventions that improve child survival and identify contributing factors to infant mortality [11]. It is now 
universally recognized that child survival could be discussed in exclusion since it is intrinsically tied to the baby's 
health, growth, and well-being, further ascertaining that as childhood and adolescence [12]–[14].Pediatrics is the 
branch of medicine involved with infants, children, and young teenagers from birth to 18 [15]. Pediatrics is engaged 
with the emergency attention of the sick child and the long-term effects on life quality, handicap, and self-
preservation [16]. Pediatricians collaborate on preventative measures, early diagnosis, and management of 
difficulties such as developmental problems and illnesses, behavioral issues, social emphases, and mental disorders 
like depression and anxiety [17], [18].Constructing expert systems requires the utilization of a variety of machine 
learning strategies; hence, it is essential to evaluate these strategies side-by-side in order to select the one that is most 
appropriate for the topic at hand. In addition, autism is recognized as a spectrum of illnesses that can be 
distinguished from one another by distinct difficulties in areas such as social skills, repetitive activities, speech, and 
non-verbal communication [19]. Children and adults with autism have their own strengths and characteristics. The 
diagnosis and treatment of autism spectrum disorder in its early phases are vitally important since doing so helps to 
lessen or alleviate the symptoms to some degree, which in turn improves the individual's overall quality of life. 
Unfortunately, because of the length of time that passes between the first signs of worry and the identification of this 
condition, a significant amount of time that could have been used for treatment is wasted [20]. Methods based on 
machine learning would not only be helpful in determining the likelihood of having autism spectrum disorder in a 
timely and precise manner, but they are also vital for streamlining the entire process of diagnosis and assisting 
families in gaining access to therapies more quickly. 
 
This study highlights the ML in the detection and prevention of paediatric diseases. This study found that ML had 
been used in many children's conditions, but this technology needs to evolve more. This study uses a systematic 
literature review (SLR) to find out the researchtrends in ML to detect and prevent paediatrics diseases. After 
following the extraction methods, only 32 articles were considered for further study. 
 
BASIC CONCEPT AND TERMINOLOGY  
Basic concept and terminology 
Paediatric diseases affect a child when they are young [21]. Anaemia, chickenpox, asthma, diphtheria, chickenpox, 
measles, leukaemia, mumps, polio, tuberculosis, whooping cough, pneumonia, Lyme disease, down's syndrome, 
fever, dental caries, Chagas disease, cystic fibrosis, candidiasis, bronchiolitis, cancer, and other diseases are examples 
of paediatric diseases [22], [23]. Some of the diseases that are found in the research paper using ML techniques are: 
 
Child Morbidity 
The child mortality rate, also known as an under-mortality rate, is the possibility of death at birth and the age of 
five conveyed per 1,000 live births [24], [25]. It would include newborn mortality (the probability of death in the 
first year of life). Because of morbidity, you have a specific illness [26]. Heart disease, diabetes, and obesity are 
typical examples of multiple morbidities simultaneously. 
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Cerebral palsy 
Cerebral palsy is the most prevalent type of motor handicap in children—cerebral means having something to do 
with the brain [27]. Palsy refers to muscle spasms or complexity using the muscles [28]. Cerebral palsy is 
characterized by mutation cognitive development or brain injury that affects a person's ability to regulate their 
muscles. 
 
Pediatric laminopathies 
Laminopathies are hereditary illnesses that mainly affect muscle cells. Emery-Dreifuss myopathy, ventricular 
hypertrophy, limb-girdle spinal muscular atrophy, and Hutchison-Gilford progeria syndrome are illustrations of 
these illnesses [29]. Laminopathies are rare genetic diseases caused by genes responsible for nuclear lamina enzymes. 
 
Respiratory Syncytial Virus (RSV) Infection: RSV is a commonly diagnosed infection that infects mild colds. Most 
patients heal in the next week or two, but RSV could be fatal, especially in infants. Infants and children are assumed 
to catch the virus from close touch with a memberof the family or caregiver who would have the viral infection but is 
symptomless [30]. 
 
Neuromuscular disorders in children: Symptoms of neuromuscular diseases may include lower muscle tone 
(hypotonia) and deferred motor developments, such as postponed strolling or unusual gait [31], [32]. Muscle pain, 
loss of function, quivering, or roiling are all symptomatic of muscle atrophy. There's currently no cure for 
neuromuscular disorders [33]. To find a cure, biological therapies and new medicines are being studied.Cancer in 
children: The average age at diagnosis of cancer is eight years old for adults (ages 0 to 19), five years old for kids 
(ages 0 to 14), and 17 years old for adolescents (ages 15 to 19). In comparison, the average age for cancer diagnosis in 
adults is 65. Cancer is not a single disease; more than 12 primary types and over 100 sub-types. 
 
MATERIALS AND METHODOLOGY 
Research Questions 
RQ1: How can the ML approaches for the detection of pediatric diseases?  
RQ2: What future research in ML detects pediatric diseases? 
 
Search Strategy 
In January 2022, the search for peer-reviewed journal articles published in prestigious journals and credible 
publishers in the domain of ML algorithms to detect pediatric ailments was still conducted. As shown in Figure 1, 
the search was undertaken from three databases: the Web of Science, Scopus, and the IEEE. The keywords: TITLE-
ABS-KEY (("Machine Learning" OR "Artificial Intelligence" OR "ML") AND ("Pediatric Diseases " OR "Pediatric" OR 
"Childhood disease")).  
 The criteria for picking the papers included that they be in English, that they were published within or before 
August, 2022, that they originate from a respected publication or a reputable publisher, and that they are in the field 
of ML and pediatric illnesses. 
 
RESULTS 
 
Year-wise publication process 
ML algorithms for diagnosing pediatric disorders are a new study area in computer engineering.  So, in this chapter, 
we concentrated on ML algorithms for diagnosing pediatric illnesses. Figure 2 reveals that most articles will be 
published in 2021 and 2020. 
 
Highly Cited Paper (Global Citations) 
Table 1 summarizes the global citations of the authors that have been cited more.  
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Authors Keywords Occurrence 
Figure 3 shows the most commonly observed keywords in the reconstructed texts. 
 
DISCUSSION AND FUTURE TRENDS 
 
As intelligent health devices become more common, innovative healthcare becomes a reality. Because the health 
sector welcomes innovation, the future of health coverage is very encouraging. ML can be used in many other 
disease detections in children. So, the future research trends can be in the following diseases and other diagnoses: 
 
Prediction of diabetes 
Diabetes is one of the most common and potentially fatal disorders in children. It not only impairs a person's ability 
but also causes many other severe problems. ML might aid in the early detection of diabetes, thus saving lives [11]. 
Diabetes is a growing problem as a result of rising average incomes. Because of this, research into improved methods 
for identifying and characterizing diabetes cases is warranted [34]. Diabetic patients are often determined by their 
fasting blood glucose, glucose tolerance, and random blood glucose readings. Predictions of diabetes are a common 
use of machine learning techniques. As a kind of machine learning, decision trees have shown to be useful in the 
medical industry due to their robust categorization capabilities [35]. Random forests can create multiple decision 
trees. Recently, neural networks have gained popularity as a machine learning technique due to their improved 
performance in various areas. Diabetes prediction models could be built using classification approaches such as 
KNN, Decision Tree, and Naive Bayes [36]. In terms of outcomes and processing time, Naive Bayes is the most 
efficient [37]. 
 
Predicting liver disease 
The liver is a critical player in the digestion of children. It is prone to chronic hepatitis, liver cancer, and cirrhosis 
[25]. People are less worried about their lives and health in this day and age of the Internet and technology [38]. 
Everyone is so preoccupied with their smartphones and tablets that they seldom make it to the hospital for 
preventative health screenings [39]. Using this phenomenon as an advantage, a machine learning model should be 
constructed that, given a set of symptoms, can predict the likelihood and danger of a person becoming afflicted with 
a certain disease or developing diseases of a similar kind. ML algorithms such as classification and clustering make a 
difference in this situation [40].  
 
Making diagnoses via image analysis 
ML will become more effective, and more data sets will be evaluated to generate a robotic diagnosis. ML makes use 
of three distinct types of learning strategies: supervised learning, unsupervised learning, and semi-supervised 
learning. The extraction of features is a key part of the ML approaches, and it takes a domain expert to choose the 
right features for a given issue. DL approaches are used to tackle the feature selection problem [41]. 
 
Artificial Intelligence Surgery 
It is likely an essential part of ML and will become far more popular in the coming years. Although it is too early 
to talk about robots able to perform solely surgical techniques, they can now aid and assist a doctor in 
manipulating surgical instruments [42]s it gathers data on each AI Surgery, ML algorithms for healthcare 
information analytics evaluation and define the new opportunity for potential treatments [43]– [45]. 
 
Childhood asthma 
Early childhood bronchitis treatment is frequent; however, many people diagnosed under age have symptomatic 
clearance, making it difficult to recognize persons whosesymptoms will remain.[46]. ML can be used to diagnose 
asthma by predicting and detecting early asthma. 
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CONCLUSION 
 
This study aims to use ML techniques to predict and prevent pediatric diseases, mainly found in children under the 
age of 18 years. These diseases can be controlled using ML techniques. As we all know, children face many 
conditions, and their parents suffer the most. This study employs SLR methods to identify trends in research in ML's 
pediatric disease field. This study will help health providers comprehend which conditions can be anticipated using 
ML techniques. This study can also benefit parents when they know their children's diseases can be expected 
beforehand and proper treatment can be adequately provided. 
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In this study, we proposed an inventory model for deteriorating items with a time dependent 
deterioration rate while taking into account a price-dependent demand rate. In this case, shortages are 
permitted with a partial backlogging rate, and the backlogging rate is a function of time that decreases 
exponentially. Further allowable payment delays are permitted. By earning interest on the credit amount 
for the allowed delayed time, the delayed payment enables the stockiest to generate greater profits. Also, 
it motivates the store owner or stockier to minimize the losses. This model's major aim is to reduce the 
overall cost of the inventory. The study concludes with numerical examples to illustrate the problem and 
sensitivity analyses to demonstrate the impact of changing the parameters. 
 
Keywords: Inventory model, deteriorating item, Permissible delay in payment, Price-dependent demand 
rate and backlogging 
 
INTRODUCTION 
 
Whether a company is a manufacturing one or a service one, inventory is a component of both. For their business to 
run smoothly, all organizations must maintain some inventory. Any company making the absurd claim that they 
don't have any inventory should be exposed. Harris [7] developed the first inventory model, which was generalized 
by Wilson [16] who gave the formula to obtain economic order quantity. Most of the production association 
emphasized on inventory organization and resolving the problems related to inventory because they want to 
maintain the balance between overstocking and under-stocking and also want to acquire the quantity that reduces 
the total inventory cost. 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:2022303476.renu@dr.sharda.ac.in,


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57576 
 

   
 
 

The demand rate is taken into account in traditional inventory models as being constant. In reality, demand for 
things that are real may be time-dependent, stock-dependent, and price dependent. Price-dependent demand refers 
to the relationship between the price of a product and the quantity of that product that customers are willing to 
purchase. In an inventory system, price-dependent demand means that the demand for a product is directly 
influenced by its price. In an inventory system, the selling price is important. For price-dependent demand under 
quantity and freight discounts, Burwell [3] developed an economic lot size model. Mondal, et al. [10] thought of 
using an inventory system to improve products for price-dependent demand rates.  In recent years, mathematical 
concepts have been applied to various real-world issues, particularly for inventory control. Choosing when and how 
much to make or order to keep the cost of the inventory system as low as possible is one of the management's top 
priorities. When the inventory experiences degradation or deterioration, this becomes somewhat more essential. 
Deterioration is defined as a change, damage, decay, spoiling, obsolescence, and loss of use or original value in a 
commodity that causes diminishing usefulness from the original one. It is good knowing that some things, including 
produce, medicines, petrol, blood, and radioactive materials, degrade during their typical storage times.  As a result, 
the loss caused by deterioration cannot be disregarded when evaluating the ideal inventory policy for that class of 
products. The analysis of decaying inventory problems began with Ghare and Schrader, who developed a simple 
economic order quantity model with a constant rate of decay. Covert and Philip extended Ghare and Schrader's 
model and obtained an economic order quantity model for a variable rate of deterioration by assuming a two-
parameter Weibull distribution. 
 
In general, payments are made when a consignment is delivered, but in reality, suppliers give shopkeepers a specific 
time to make payments to settle their accounts. There is no interest paid by the shopkeeper. If payment is not made 
during this time, but after, the supplier always applies interest at a certain rate.  According to the conventional 
economic order quantity (EOQ) model, the retailer must be paid for the goods as soon as they are delivered. In 
reality, the supplier will provide the retailer with a delay period, known as the trade credit term, to boost sales of his 
goods: The store has the option to sell the products before the trade credit period expires to generate income and 
earn interest. If the payment is not made by the end of the trade credit period, on the other hand, a higher interest 
rate will be applied. As a result, it makes financial sense for the retailer to put off paying the replenishment account 
until the very end of the time the supplier has permitted. Chung et al. [5] determined the economic order quantity 
under conditions of permissible delay in payments where the delay in payments depends on the quantity ordered 
when the order quantity is less than the quantity at which the delay in payments is permitted, the payment for the 
item must be made immediately. Otherwise, a fixed credit period is allowed. 
 
To promote demand, the supplier will typically provide the store a trade credit period, which is a delay in payment 
for the amount of the transaction. Giving the merchant such a credit period will promote supplier sales and lower the 
amount of on-hand stock. Simultaneously, without a primary payment, the store can benefit from a credit period to 
lower costs and boost profit. During the predetermined time frame, the client is not required to pay interest; 
nevertheless, the supplier will charge interest if the payment is delayed past the predetermined time frame. The 
consumer benefits greatly from this arrangement because he can postpone payment until the conclusion of the 
allowed grace period. During this credit term, the shop might begin to amass sales proceeds and collect interest on 
those proceeds. Since paying later indirectly lowers the cost of holding, the supplier's payment delay is effectively a 
price reduction that encourages merchants to place larger orders. Additionally, delaying payment lowers the cost of 
share ownership indirectly. Therefore, in an integrated inventory model, trade credit can be quite essential for both 
suppliers and retailers.  Goyal [1] created an EOQ model in the context of allowable payment delays. Goyal's [1] 
model was expanded by Chung and Huang [2] to take into account the scenario in which the units are refilled at a 
finite pace with an allowable payment delay. To modify Goyal's model [1], Teng [3] assumed that the selling price is 
not the same as the purchasing price.  
 
In this paper, inventory model is developed using price dependent demand rate, deterioration rate is dependent of 
time. Shortage is allowed with partial backlogging. Sensitivity analysis is carried out with numerical example. 
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Assumptions and Notations 
To develop an inventory model with price-dependent demand permissible delay in payment and partial backlogging 
the following notations and assumptions are used: - 
 
Assumption 
 The demand rate is taken as price-dependent. 
 The deterioration rate is time-dependent. 
 Shortages are allowed with partial backlogging. 
 Backlogging rate is an exponentially decreasing function of time. 
 The replenishment rate is infinite. 
 A single item is considered over the prescribed interval. 
 There is no repair or replenishment of deteriorated units. 
 
Notations 
I (t) = the inventory level at time t. 

 = variable rate of defective units out of on hand inventory at time t, .10   
A   = the inventory ordering cost per order. 

HC = the holding cost per unit per unit time 

DC = cost of each deteriorating unit. 

SC = shortage cost per unit per unit time. 

OC =lost sale cost per unit per unit time. 

1t   = the time at which shortage starts and T is the length of replenishment cycle, Tt  10 . 
P= the selling price. 

yxppf )( is the price dependent demand, where ,0x .0y  
Here x is initial rate of demand; y is the rate with which the demand rate increases.  

)exp( t Unsatisfied demand is backlogged at a rate; the backlogging parameter   is a positive constant. 
M= the permissible delay in settling the accounts.  

eI = the interest earned per rupee in a year. 

pI =the interest payable per rupee in a year. 

Q= the initial inventory level. 
 = is deterioration rate. 
Lead time is negligible. 
 
Formulation and Solution of the Model 
The depletion of inventory during the interval ),0( 1t  is due to the joint effect of demand and deterioration of items 

and the demand is partially backlogged in the interval ),( 1 Tt . The differential equations describing the inventory 

level )(tI  in the interval ),0( T are given by. 
yxpttItI  )()(  , 10 tt     …(1) 

ty exptI  )( , Ttt 1
.                                          …(2) 

With the conditions, 0)( 1 tI  and QI )0( . 
The solutions of equations (1) and (2) can be obtained as 
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The inventory holding cost (CH) per cycle is given by 
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The deterioration cost (CD) per cycle is given by 
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The shortage cost (CS) per cycle due to backlog is given by 
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And the opportunity cost (CO) per cycle due to lost sales is given by 
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Now, there will be two cases, namely 
(i) 10 tM   
(ii) TMt 1  

Case (1). 10 tM   
There the length of period with positive inventory stock of the items is larger than the credit period the retailer can 

continue to accumulate revenue and earn interest with an annual rate eI  on it for the rest period in the cycle.Hence 
the interest earned per cycle by 
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However, beyond the fixed credit period, the products still in stock needs to be financed with an annual rate pI .The 

interest payable per cycle is:- 
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CASE(2). TMt 1  

02 IP  Where, IP  = interest purchase per cycle. Then, in this policy, it is assumed that the account is to be settled 
during the shortage period, the retailer pays no interest per cycle. 
The interest earned per cycle is  
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)( 11
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CASE 1: Finding Optimum Solution 

Hence, the total average cost per unit time of the system is given by:  111
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CASE 2: Finding Optimum Solution 
Hence, the total average cost per unit time of the system is given by: 
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Numerical Examples 
CASE 1: In this section, we will illustrate our hypothesis with the help of numerical examples for better 
understanding of the above mathematical modeling. We consider an inventory system with the following 
parameters in proper units: 
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A=$300, HC =$3, DC =$10, SC =$15, OC =$18, eI =0.05, pI =0.04, T =1yr, a=6, b=0.2, p=$9.5, x=0.05, y=0.01, 

M=60/365yr. 1t =311 days and 1TC =$305.59 
 
Numerical Examples 
Case 2: In this section, we will illustrate our hypothesis with the help of numerical examples for better 
understanding of the above mathematical modeling. We consider an inventory system with the following 
parameters in proper units: 
A=$300, HC =$3, DC =$10, SC =$15, OC =$18, eI =0.05, pI =0.04, T =1yr, a=6, b=0.2, p=$9.5, x=0.05, y=0.01, 

M=320/365yr. 1t =309 days and 2TC =$470.82 
 
CONCLUSION 
 
This paper strives for an inventory model for decaying items with price-dependent demand. We allow the shortages 
with partial backlogging in this model and backlogging rate is an exponentially decreasing function of time. From 
the analysis of the model, it has been concluded that  
 
Case 1 
• As the holding cost increases, the total inventory cost increases significantly. 
• As the deterioration cost increases, the total inventory cost increases marginally.  
• As the shortages cost increases, the total inventory cost increases marginally. 
• As the ordering cost increases, the total inventory cost increases marginally. 
• As the backlogging parameter (ℽ) increases, the total inventory cost increases marginally. 
• As the selling price (p) increases, the total inventory cost decreases marginally. 
 
Case 2 
• As the holding cost increases, the total inventory cost increases significantly. 
• As the deterioration cost increases, the total inventory cost increases marginally.  
• As the shortages cost increases, the total inventory cost increases significantly. 
• As the ordering cost increases, the total inventory cost decreases significantly. 
• As the backlogging parameter (ℽ) increases, the total inventory cost decreases significantly. 
• As the selling price (p) increases, the total inventory cost decreases significantly. 
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Table (1). Effect of M and α for Case(1) 

M/  15 days 30 days 45 days 60 days 
0.01 1TC =305.74 1TC =305.69 1TC =305.64 1TC =305.59 

0.05 1TC =305.96 1TC =305.91 1TC =305.85 1TC =305.80 

0.10 1TC =306.21 1TC =306.16 1TC =306.11 1TC =306.06 

0.15 1TC =306.45 1TC =306.40 1TC =306.35 1TC =306.30 
 
Sensitivity Analysis 
Table 2: Variation in system parameters of case (1) 
Parameter % -50% -25% 0% +25% +50% 

HC  TC 303.29 304.49 305.59 306.69 307.51 

DC  TC 305.56 305.57 305.59 305.69 305.60 

SC  TC 305.08 305.40 305.59 305.89 305.80 

OC  TC 305.34 305.47 305.59 305.70 305.80 
  TC 305.37 305.48 305.59 305.69 305.78 
p  TC 306.24 305.84 305.59 305.42 305.30 

 
Table (3). Effect of M and α for Case(2) 

M/  320 days 330 days 340 days 350 days 

0.01 2TC =448.07 2TC =447.20 2TC =446.32 2TC =445.44 
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0.05 2TC =459.31 2TC =458.46 2TC =457.60 2TC =456.75 

0.10 2TC =472.62 2TC =471.79 2TC =470.96 2TC =470.13 

0.15 2TC =485.18 2TC =484.37 2TC =483.56 2TC =482.75 
 
Sensitivity Analysis 
Table 4: Variation in system parameters of case 2 

Parameter % -50% -25% 0% +25% +50% 

HC  TC 353.95 403.21 448.07 489.12 526.83 

DC  TC 446.84 447.46 448.07 448.68 449.30 

SC  TC 427.86 440.62 448.07 452.96 456.41 

OC  TC 471.72 460.05 448.07 435.78 423.15 
  TC 640.52 512.23 448.07 409.56 383.88 
p  TC 470.63 457.09 448.07 441.38 436.11 

 
 

 

 

 
Figure 1.1 of  Case(1) Figure 1.2 of  Case(2) 

  
Figure 1.3 of  Case(1) Figure 1.4 of  Case(1) 
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Figure 1.5 of  Case(2) Figure 1.6 of  Case(2) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Renu Gautam et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57584 
 

   
 
 

Yashoda  
 

Machine Learning based Comprehensive Analysis of COVID-19 and its 
Vaccination in India 
 
Aashish Jain1*, Rohit Khokher2, Rajendra Kumar3and Ram Chandra Singh4 

 
1Department of Education, GNCT of Delhi, New Delhi, India. 
2Vidya Prakashan Mandir (P) Ltd., Meerut, India 
3School of Engineering & Technology, Sharda University, Gr. Noida, India 
4 School of Basic Sciences & Research, Sharda University, Gr. Noida, India 
 
Received: 06 Apr 2023                              Revised: 15 May 2023                                   Accepted: 31 May 2023 
 
*Address for Correspondence 
Aashish Jain 
Department of Education,  
GNCT of Delhi,  
New Delhi, India 
E. Mail: jain.aashish2.n@gmail.com 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
COVID-19 has emerged as a pandemic outbreak all over the world by mid-2020. The world’s leading 
countries were worst hit by this pandemic and it became a major setback for them economically and 
socially. Some countries were able to find a cure for this pandemic and they started vaccinating their 
citizens after getting successful trials of their vaccines. Russia, China, the US, India, the UK, and some 
more countries were the major contributors to developing vaccines for the world. In this work, a 
predictive model for the seasonal autoregressive integrated moving average (SARIMA or seasonal 
ARIMA) is proposed to predict the full vaccination, partial vaccination, total number of confirmed, 
recovered, and deceased cases due to the COVID-19 virus in India within the next 30 days. The SARIMA 
model uses the Box-Jenkins model, a forecasting method using regression studies. Data for this study has 
been taken from crowdsourcing websites. Using the Tkinter library in Python 3.8, a graphical user 
interface (GUI) is also developed to make this prediction model user-friendly. The accuracy in predicting 
full vaccination and partial vaccination in this study is 99.7% and 99.08%. 
 
Keywords: COVID-19, Vaccination, Time Series Analysis, Forecasting SARIMA model, Machine 
Learning, Data Visualization, Data Prediction, Data Science 
 
INTRODUCTION 
 
The world is suffering from the worst pandemic of the 21st century that has impacted all the countries across the 
globe i.e. Corona virus (COVID-19). The virus belongs to a family of different viruses that cause the common cold, 
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fever, fatigue, dry cough, etc. symptoms in humans and also infect animals including bats, camels, cattle, etc. The 
very first case of human corona virus was identified in 1965 by some scientists that caused the common cold. After a 
decade, some researchers found a similar group of animals and the human virus and named those due to their 
crown-like appearance [1]. It’s been found that seven types of corona viruses can infect humans. One of them causes 
Severe Acute Respiratory Syndrome (SARS) which emerged in 2002 in Southern China and rapidly spread to more 
than 25 other countries. The impact of this virus was till 2004 with reports of hundreds of dead and thousands of 
infected humans. This virus caused headaches, fever, and respiratory problems such as shortness of breath and 
cough. 
 
Another corona virus outbreak was reported in Saudi Arabia in 2012 named Middle East Respiratory Syndrome 
(MERS) [2]. Though this variant was less transmissible but was more dreadful than the SARS. The symptoms 
exposed due to MERS in the infected humans were the same as SARS including kidney failures in some people. In 
2019, the new strain of this virus family SARS-COV-2 or COVID-19 emerged as an outbreak in the open-air wet 
market of Wuhan, China. The experts found that the virus had been originated in bats and then this contagious virus 
found in some species illegally being sold in Wuhan’s wet market. From there, it spread to humans and was declared 
a novel SARS-COV-2 outbreak in Wuhan, China by World Health Organization (WHO) office in China [3, 4]. Some 
cases were reported in October 2019 but the virus rolled in as a pandemic in December 2019 in Wuhan, China. The 
virus spread at a rapid rate all over the world and within 6 months more than 6.2 million cases were recorded, of 
which 372 thousand were deceased, 2.8 million were recovered and 3.1 million were still active around the globe. 
 
India, with the second largest population in the world, reported the first case of Corona virus (named COVID-19 due 
to its emergence in 2019) in January 2020. A sudden lockdown had been imposed on the nation on 25th March 2020 to 
stop the spread of this epidemic virus [5]. Though people suffered for the necessities due to this lockdown, but it 
helped in controlling the epidemic to some extent. Whereas the world was suffering much in comparison to India at 
that time. There was some carelessness by the people and relaxation by the government due to elections in different 
states, India was hit by the second wave of COVID-19 very badly in April 2021. There was chaos everywhere due to 
the lack of oxygen supplies and prescribed medicines that helped to cure this pandemic to some extent. It was the 
time when the Indian medical system almost collapsed and there were increased deaths, particularly in the young 
population [6]. India reported thousands of cases each day at that time and vaccinating such a mass population 
which is almost one-seventh population of the world was the biggest challenge and also crucial to controlling the 
global spread of SARS-CoV-2 (COVID-19). Although, India had covered a massive population vaccination in the past 
time as well for different diseases such as measles, polio, etc. but this infectious disease was more dangerous than 
smallpox and plague. The first wave of COVID-19 had already impacted the nation economically, still, the 
government managed to train the medical staff to handle this pandemic. In the initial stages, the focus was to prevent 
and control the transmission of this infectious virus but the global analysis of herd immunity in COVID-19 had 
shown the essential need for the vaccine for this disease. After the successful clinical trial of COVAXIN by Bharat 
Biotech and COVISHIELD by Serum Institute of India, the Government of India (GoI) started the vaccination in 
January 2021 on front-line workers (doctors, nurses, sanitization workers, etc.) [7-10]. The front-line workers weren’t 
completely vaccinated yet and the nation was hit by the second wave of the virus which was more disastrous than 
the first wave. More than 300 thousand people lost their lives and the mortality rate was around 40% at that time. 
Seeking this challenge, India boost their vaccination program and planned to vaccinate all its citizens by the end of 
2021. Several NGOs, corporates, institutions, and organizations joined their hands with the GoI to fasten the 
vaccination process and organized multiple camps for the vaccination of the citizens. It was a mammoth task to 
vaccinate 1.5 billion doses by the end of 2021. The whole nation hasn’t been vaccinated yet but still, India has 
vaccinated almost more than half of its population.  
 
This study aims at the vaccination analysis of India that includes the prediction and forecasting of partial and full 
vaccination, different insights on vaccination have been drawn at the district level, state level, and India level. In 
addition to this, COVID confirmed cases, recovered cases, deceased cases, and active cases prediction and forecasting 
have also been done. The SARIMA model has been used to forecast the vaccination and cases time series provided by 
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the crowdsourced APIs. Python’s different libraries such as NumPy, Tkinter, Matplotlib, Plotly, etc. have been used 
to develop the GUI-based system and to perform the analysis.The study consists of the following sections: section 2 
describes the system design and development, and section 3 presents the different insights that have been drawn and 
the results that were obtained while predicting and forecasting, in the end, section 4 contains the conclusion and 
future scope of the study. 
 
System Design and Development 
The SARIMA forecasting model is an extension of ARIMA, which explicitly supports one-dimensional time series 
data with a seasonal component [11, 12] to predict confirmed, recovered, and deceased cases of COVID-19 and to 
predict vaccination as well. The process of predicting the situation with COVID-19 consists of the following steps: 
 
Dataset 
To analyze and predict the status of COVID-19, crowdsourcing is provided through API channels (Live Application 
Programming Interface) provided by the Indian government (GOI), as shown in Table.1. APIs contain data on 
COVID-19 cases from day one in the country [13-17]. The APIs provide the day-wise COVID-19 confirmed, 
recovered, and deceased cases as well as the vaccination statistics in all the states and their respective districts. In this 
study, we used data from January 16, 2021, to July25, 2021, on COVID-19 cases and vaccinations in India. The data is 
used as input to the SARIMA model and the prediction of corona viruses is predicted for August 2021. To test the 
performance of the proposed model, 30% of the predicted data is compared with the actual data. This model offers 
the flexibility to predict the next 30 days from a selected date. 
 
GUI ofForecasting Model 
The graphical user interface (GUI) of the forecasting model is developed using the Tkinter library in Python 3.8, 
which is intuitive and allows steer focus. The GUI is divided into three sections; COVID-19 Cases Analysis and 
Prediction, Indian States COVID-19 Cases, Vaccination Analysis and Prediction, and COVID-19 Vaccination Analysis and 
Prediction. The first and third section consists of 4 buttons each. The first section displays and predicts the statistics of 
the COVID-19 cases in India including confirmed cases, recovered cases, deceased cases, and active cases while the 
third section displays and predicts the full vaccinations and partial vaccinations statistics in India. The second section 
of the GUI consists of 5 buttons and 1 drop-down list that works on the COVID-19 cases and vaccination statistics at 
the district level of the selected state.The functionalities and the results are discussed in detail in Section3 of the 
study. The developed GUI is shown in Figure1. 
 
METHODOLOGY 
 
The SARIMA model for this study is identified using the auto_arima() method from the pmdarima library of Python. 
The method determines the values of non-seasonal parameters ( , , ) and the seasonal parameters ( , , ) which 
are best suited for data that need to be forecasted. The selection criteria for the best possible seasonal values and non-
seasonal parameters are based on the values of the Akaike Information Criterion (AIC) and Bayesian Information 
Criterion (BIC) values generated while fitting. AIC and BIC are the estimators to compare models and the lower 
these values, the better the model [18]. AIC and BIC are derived from a probability function, ( ), where  is the 
maximum probability estimates of the parameters for the SARIMA with = + + + + 1 parameters and the 
sample size . The criteria are defined as: 

= −2 + 2        (1) 
= −2 + ( )      (2) 

The SARIMA model can be written equivalently as ( + , + ). The forecast function for the assumed 
stationary function ∗ can be written as: 

|
∗ − = ( )∗( ∗ − ) + ( )∗ ̂       (3) 

where ̂ = − |
∗  [22]. Forecast for the lead time τ; time that follows the last observed information, is given as: 

|
∗ − = ( )∗ |

∗ − + ( )∗ ̂     (4) 
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The forecast for the lead time is expressed by the previously observed values of  ∗, previous forecasts of ∗and the 
residuals ̂  which are obtained for all time points up to the last observed observations.The SARIMA model is 
implemented in Python using the statsmodels library and the SARIMAX() function, the function takes parameters; 
order, and season_order for non-seasonal and seasonal SARIMA model parameters and observation data. To forecast 
the data, the model is first fitted using the fit() method, and then the data is forecasted using the predict() method. The 
predict() method on the fitted model takes two parameters start and end, which determine the start and end time of 
the forecasting period. 
 
RESULT ANALYSIS AND DISCUSSION 
 
In this study, three analyses have been done COVID-19 cases analysis and prediction in India, COVID-19 cases, 
vaccination analysis and prediction in States, and COVID-19 vaccination analysis and prediction in India. 
 
Covid-19 Cases Analysis And Prediction 
In this analysis, the COVID-19 cases have been analyzedin India. There are four buttons on the GUI to understand 
the results. 
 
COVID-19 Indian States Current Stats 
When the user presses this button on the GUI, the total number of confirmed cases, active cases, recovered cases, and 
death cases in every state are displayed, as shown in figure 2.The method show_data() executes on pressing this 
button that first sorts the states in alphabetical order and then displays them in tabular form. It can be seen that on 25 
July 2021 Andhra Pradesh has 19,52,513 confirmed cases, 22,358 active cases, 19,16,914 recovered cases, and 13,241 
deaths. 
 
COVID-19 Indian States’ Insight 
In this section, five detailed COVID-19 analysis has been done using different graphs. These graphs have been 
plotted on the crowdsourced data usingthe pandas library. The analysis is as follows: 
 
Death versus Confirmed case ratio 
This graph depicts the percentage of deaths over confirmed COVID-19 cases in each state, as shown in figure 2. 
It can be seen that Punjab state has a2.72 % death percentage which is the highest in India on 25 July 2021 whereas 
Dadra Nagar Haveli and Daman & Diu have the lowest death rate in the country. 
 
State-wise COVID-19 confirmed cases across India 
This analysis shows the state-wise total number of confirmed cases and the percentage of its share across India, as 
shown in Figures  3 (a) and 4(b). 
It can be seen from figures 3 (a) and 4(b) that the highest number of COVID-19 patients is in Maharashtra state which 
is recorded at 6.2 million on 25July 2021. Further is 19.9% of the total number of patients infected with COVID-19 in 
the country. Similarly, the same analysis can be seen for other states as well. 
 
State-wise COVID-19 recovered cases across India 
Figure 5(a) and 5 (b) show the recovery rate of COVID-19 patients state-wise and its recovery percentage rate across 
India.It can be seen that despite being the worst infected state, Maharashtra has the highest recovery rate. 
 
State-wise COVID-19 deaths cases across India 
This analysis presents the percentage of death cases shared by state across India and the number of death cases state-
wise, as shown in figures 6 (a) and 6(b). 
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Maharashtra is worst hit by the COVID-19 pandemic. It has the highest number of COVID-19 cases and also the 
death rate percentage. From figure 6(a) it can be seen that Maharashtra's death rate percentage share in the country is 
31.2% and the total death in the state is 1,31,429 as on  25 July 2021. 
 
State-wise COVID-19 active cases across India 
In this section, active cases have been analyzed. Figure 7(a) and 3.(b) show the state share of active cases in the 
country and the total number of active cases in the state respectively. As on 25 July 2021 Kerala state has the highest 
34.3% active COVID-19 cases share in the country and 1,30,122 total active cases in the state. 
 
COVID-19 Cases Analysis 
India has reported its first COVID-19 case on 30th January 2020 and since then India has 31.37 million cases till now. 
Figure 8 shows how COVID-19 rises and declines in India. It can be seen that the alarming second wave of COVID-
19 started in April 2021 and reaches its peak in June 2021. The number of active cases and deceased has rapidly 
increased in April, May, and June 2021. Further, it shows that active cases start to decline from mid-July 2021. This 
analysis has been plotted using the show_covid_records() method. 
 
COVID-19 Cases Forecasting in India 
SARIMA model has been used to predict the COVID-19 cases for August 2021. Figure 9 and 10 shows the predicted 
COVID-19 cases and the accuracy of the system.On pressing this button, the forecast_covid_cases() method executes 
and the best-fit SARIMA model is selected to forecast COVID-19 cases. It can be concluded that the COVID-19 cases 
were increasing at a rapid speed in May and June, and now the cases are increasing a bit slowly in comparison to 
that. Besides that, India will have approx. 32.56 million confirmed cases by the end of August. More than 99% 
accurate results are obtained in this research for confirmed cases, active cases, recovered cases, and death cases.  
 
Indian States Covid-19 Cases, Vaccination Analysis and Prediction 
The second analysis in this study includes the analysis of COVID-19 cases and the vaccination at the state level. The 
analysis has been done at the India level for all the states, similarly, in this section, the analysis has been done for all 
the districts of the chosen state. The same algorithms and functions have been used to predict the COVID-19 cases, 
vaccination statistics, and visualization of COVID-19 cases using different graphs. Figure 11 shows the COVID-19 
confirmed cases, recovered cases, deceased cases, and active cases data in tabular form on the GUI.On pressing this 
button, show_district_data() method is called and the data is displayed in alphabetic order of district names in tabular 
form on the GUI.The show_district_status() method is used to present the different insights for districts. Figure 12. 
shows the district-wise death percentage over confirmed cases. From the analysis, it can be seen that in Uttar 
Pradesh, Ambedkar Nagar has the highest deaths over confirmed cases in comparison to other districts. Figure 13-
3.19 show the district-wise percentage share of confirmed cases, recovered cases, deceased cases, and active cases 
and the total number of confirmed cases, recovered cases, deceased cases, and active cases.The below figuresdepict 
that Lucknow has the highest share of confirmed cases with 14% and more than 238K in total.From the figures 
plotted above, it can be concluded that Lucknow has the highest percentage share of recovered cases in the state. 
 
The graphs plotted in figures 17 and 18  show that Lucknow has almost 12% of total deceased cases in the state 
whichis more than 2.6K in numbers.From the plotted graphs in Figures 19 and 20, it can be seen that despite having 
maximum COVID-19 cases, Lucknow is at 4th position in the state with respect to currently active cases.Figure 21 
presents the timeseries of COVID-19 cases in the state. When a user clicks on this button, the 
show_covid_state_records()  method runs and the graph is plotted.The graph shows that Uttar Pradesh recorded the 
first cases on 4th March 2020 and since then the state has recorded more than 1.7 million cases out of which more than 
22.7K have lost their lives and less than 1K cases are active as of now.The state-wise COVID-19 cases have also been 
forecasted. When a user presses this button, the predict_state() method is called to plot the actual and predicted cases 
on the graph and achieved accuracy for confirmed, recovered, deceased and active cases are displayed on the GUI, as 
shown in figures 22 and 23 
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The states are doing well in vaccination to fight against the corona virus.Forecasting based on current trends of 
vaccination in the state has also been done. On click of the ‘Forecasting Vaccination’ button the vc_forecast_state() 
method runs, the actual and predicted vaccination for partially vaccinated people and fully vaccinated people 
arecomputed, and achieved accuracy is shown on GUI, as shown in figures 24 and 25.From the forecasting, it can be 
concluded that before Independence Day Uttar Pradesh will cover the vaccination of around 20% of its population. 
More than 99% accuracy has been achieved in partial vaccination and complete vaccination forecasting. The actual 
and predicted vaccination data are presented below in Table 2.The forecasted vaccination data are shown in Table 3. 
 
Covid-19 Vaccination Analysis And Prediction 
This is the third and last part of this research study that focuses on the analysis of vaccination in India and its 
forecasting. The analysis includes the following: 
 
Covid-19 vaccination current stats 
This analysis presents the state-wise partial vaccination and complete vaccination data in tabular form on the GUI. 
On click of this button, show_vacccination_status() is called which presents the data on the GUI, as shown in figure 26. 
 
COVID-19 Vaccination India’s Insight 
The analysis consists of different insights that have been drawn based on the crowd sourced data that are generated 
by clicking this button. The vaacination_insight() function displays all the analyses that are as follows: 
 
Partial Vaccination versus Population Ratio 
This analysis shows the percentage of people vaccinated for a single dose over the total population of the state, as 
shown in figure 27.The graph shows that more than 73% of the total population of Lakshadweep has been partially 
vaccinated which is the highest percentage among the states. 
 
Complete Vaccination versus Population Ratio 
In this analysis, the percentage of fully vaccinated people over the total population has been computed and shown in 
figure 28.The graph shows the Andaman and Nicobar Islands is the state that has the highest percentage of 
population vaccinated completely which is slightly higher than Sikkim. 
 
State-wise Partial Vaccination across India 
This analysis shows the percentage share of the states for partial vaccination across India and the total number of 
vaccinations administered in the states, as shown in figures 29  and 30.Uttar Pradesh is the state that has the highest 
percentage of partial vaccination administered in India with more than 37.8 million vaccination doses. 
 
State-wise Complete Vaccination across India 
The analysis depicts the complete vaccination of people in all states across India. It shows the percentage of full 
vaccination share of the state out of total vaccination in India and also the total number of complete vaccinations in 
the state, as shown in figures 31 and 32. It can be concluded from the graph that Maharashtra has the highest 
percentage of fully vaccinated people in India with more than 9.9 million. 
 
COVID-19 Vaccinated People’s Insight 
This analysis includes the different insights drawn based on gender-specific, vaccine-specific, and age group-specific. 
The analysis can be seen by pressing this button which calls the vaccination_people_insight() function to draw the 
graphs. The analysis is as follows: 
 
Vaccination Administered (Gender Specific) 
This analysis shows the vaccinations administered to males, females, and transgenders, as shown in figure 33 
. 
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The graph shows the data for all the states and when a user mouse over any of the bars, it displays the detailse.g. 
figure 33 shows the details of doses administered to males, females, and transgenders of Uttar Pradesh. 
 
Vaccination Administered (Age Group Specific) 
This analysis depicts the vaccination doses administered to the different agegroups in all the states, as shown in 
figure 34.As of now, the vaccination is only for 18+ and there are three different agegroups i.e. 18-44 years, 45-60 
years, and 60+ Years. 
 
Vaccination Administered (Vaccine Specific) 
There are different types of vaccines that are being administered in the country. Mostly CoviShield, Covaxin, and 
Sputnik V are being used, as shown in figure 35.Whenever the user takes the cursor over any of the bars, it shows the 
details of the vaccine i.e. the number of doses administered in the state e.g. figure 36 shows the details of vaccines 
used for Uttar Pradesh. 
 
State-wise AEFIs across country 
This analysis shows the AEFIs (Adverse Events Following Immunizations) reported in different states across the 
country. Figure 36  shows the details of the cases reported in all the states. 
Maharashtra and Karnataka are the states where these have been reported in large numbers in comparison to other 
states. Although it doesn’t have any connection with the vaccination as suggested by doctors and researchers still it 
found in people after vaccination. 
 
COVID-19 Vaccination Forecasting 
This analysis forecasts the partial and complete vaccination in India using the SARIMA model. The same function 
(used in state’s vaccination forecasting) runs when this button is clicked and the time-series vaccination data for 
India is provided in the function. Figures 37 and 38 display the forecasting of vaccination and the accuracy achieved 
in forecasting.In this forecasting, more than 99% accuracy is achieved in case of partial and complete vaccination, 
and it's forecasted that before Independence Day India would be able to provide the first dose to more than 27% of 
its total population at this pace. Table 4. and Table 5 present the analyzed data and forecasted data for vaccination. 
 
CONCLUSION AND FUTURE SCOPE 
 
In this work, the SARIMA forecasting model is implemented, and COVID-19 vaccination data is forecasted for the 
next 30 days from a selected date. The forecast model is selected based on AIC and BIC criteria, with the help of 
which an optimal SARIMA model can be determined. The forecast model proposed in this study is 99% accurate for 
COVID-19 partially vaccinated and fully vaccinated.As the number of cases increases rapidly, the Indian government 
needs to run more awareness campaigns to make people aware of the essentiality of vaccination and avoid any kind 
of rumors being spread. The government should ask social activists, NGOs, local leaders, municipal corporations, 
and other social influencers to come forward together for the mass vaccination campaigns.Choosing the optimal 
SARIMA model is a difficult task, and proper operation requires a careful selection of seasonal and non-seasonal 
parameters. From a future perspective, the graphical user interface can be improved by additional functions that 
enable the prediction of condition-related data and the prediction of COVID-19 in a patient. 
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18. Harvey, A, (1989), Forecasting, Structural Time Series models and the Kalman filter, 1stEdn., Cambridge 

University Press, Cambridge, pp. 80-81. 
 
Table1: API Details 

COVID-19 Data API URL 
Indian States’ Statistics https://api.covid19india.org/v4/min/data.min.json 

States’ COVID-19 cases https://api.covid19india.org/csv/latest/states.csv 

States’ Present-Day Statistics https://api.covid19india.org/csv/latest/state_wise.csv 
Districts’ Present-Day 

Statistics https://data.covid19india.org/csv/latest/district_wise.csv 

Vaccination Statistics http://data.covid19india.org/csv/latest/cowin_vaccine_data_statewise.csv 
 
Table 2. Actual and Predicted Vaccination statistics 

Date 
Partial Vaccination Full Vaccination 

Actual Predicted Actual Predicted 
10/07/2021 31368297 31611864 5797202 5817462 
12/07/2021 31757700 31769765 5939418 5886423 
14/07/2021 32665993 32414009 6171435 6162851 
16/07/2021 33522527 33814434 6412146 6459664 
18/07/2021 33842280 34127230 6525898 6603731 
20/07/2021 34794693 34844767 6764530 6784333 
22/07/2021 35830969 35571578 6961411 6917137 
24/07/2021 37179632 37202293 7209095 7206044 
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https://www.bharatbiotech.com/covaxin.html
https://www.icmr.gov.in/pdf/press_realease_files/ICMR_Press_Release_COVISHIELD.pdf
https://www.mohfw.gov.in/pdf/RevisedVaccinationGuidelines.pdf
https://machinelearningmastery.com/sarima-for-time-series-forecasting-in-python/
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Table 3. Forecasted Vaccination statistics 

Date 
Forecasted Vaccination 

Partial Fully 
26-07-2021 37738389 7307037 
27-07-2021 38260574 7417244 
28-07-2021 38424300 7454487 
29-07-2021 38742989 7515662 
30-07-2021 39181664 7622253 
31-07-2021 39466031 7696854 
01-08-2021 39628040 7728350 
02-08-2021 40121170 7823532 
03-08-2021 40610940 7936113 
04-08-2021 40877318 7978444 
05-08-2021 41236894 8035636 
06-08-2021 41639782 8139875 
07-08-2021 41870248 8207027 
08-08-2021 42058424 8234157 
09-08-2021 42483582 8318957 

 

Table 4. Actual and Predicted Vaccination Data 

Date 
Partial Vaccination Full Vaccination 

Actual Predicted Actual Predicted 
10/07/2021 299620148 299508996 71301249 71838161 
12/07/2021 303057816 302245479 73292746 73181003 
14/07/2021 310042014 307621969 76246127 75801429 
16/07/2021 315177274 315545158 79464430 79290043 
18/07/2021 319469878 321253854 81972091 82689552 
20/07/2021 325242678 325433346 85188148 85326189 
22/07/2021 330465663 328902093 87901175 87052956 
24/07/2021 336917806 336091394 91192124 91459862 

 

Table 5. Forecasted Vaccination Data 

Date 
Forecasted Vaccination 

Partial Fully 
26-07-2021 340789117 93642353 
27-07-2021 343156038 95279777 
28-07-2021 345479190 96006531 
29-07-2021 347771119 97525195 
30-07-2021 350032273 99026053 
31-07-2021 352262958 100411268 
01-08-2021 354464226 101133387 
02-08-2021 356635639 102850072 
03-08-2021 358778624 104372862 
04-08-2021 360892612 105037788 
05-08-2021 362978582 106483198 
06-08-2021 365036748 107995661 
07-08-2021 367067932 109145293 
08-08-2021 369104428 109934145 
09-08-2021 371096109 111588203 
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Fig. 1: GUI of the forecasting model Fig. 2. State-wise COVID-19 cases 

 

 
Fig. 3. Death rate over confirmed COVID-19 cases 

 
(a) 

 
(b) 

Fig. 4. (a) State share of COVID-19 cases (b) State-wise number of COVID-19 cases 
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(a) 

 
(b) 

Fig. 5 (a) Recovery rate percentage share of states (b) State-wise recovered cases 

 
(a) 

 
(b) 

Fig. 6 (a) Percentage of death cases share (b) number of death cases state-wise 

 
(a) 

 
(b) 

Fig. 7 (a) Active COVID-19 cases share of state (b) State-wise number of active cases 
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Fig. 8: COVID-19 cases recorded in India 
Fig.9: COVID-19 confirmed, recovered, death, and 

active case forecasting 

  
Fig. 10 Accuracy achieved in forecasting COVID-19 

cases 
Fig. 11 Districts’ COVID-19 cases 

 

 
Fig. 12. Deaths over confirmed cases 
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Fig. 13. Percentage of confirmed cases in all districts Fig. 14.: Confirmed cases in all districts 

  
Fig. 15. Percentage share of recovered cases by districts Fig. 16.: total number of recovered cases in districts 

  
Fig. 17. District-wise percentage share of deceased cases Fig. 18. District-wise total number of deceased cases 

  
Fig. 19. Percentage share of district-wise active cases Fig. 20. District-wise total number of active cases 
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Fig. 21. Recorded cases in Uttar Pradesh 
Fig. 22. Forecasting of confirmed, recovered, active, and 

deceased cases in Uttar Pradesh 

  
Fig. 23. accuracy achieved in all cases Fig. 24. Forecasting of vaccination in the state 

 
Fig. 25. Accuracy computed in vaccination forecasting Fig. 26. Vaccination statistics of all state 
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Fig. 27.: Partial vaccinated population Fig. 28.Complete Vaccination over the total population 

 
Fig. 29. Partial vaccination percentage across Indi Fig. 30. State-wise partial vaccination across India 

 
Fig. 31. Complete Vaccination percentage share of 

States across India 
Fig. 32: Complete Vaccination in states across India 
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Fig. 33. Vaccination administered (Gender-based) Fig. 34. Vaccination administered (age-group based) 

  
Fig. 35. : Vaccination Administered (vaccine based) Fig. 36. AEFIs reported in states 

  
Fig. 37. Forecasting of partial and complete vaccination 

 
Fig. 38. Accuracy achieved in forecasting partial and 

complete vaccination 
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For processing large amounts of data, distributed stream processing frameworks have gained 
importance. Most of them have a standard design that are developed using frameworks like Apache 
Storm, Apache Spark Streaming, and Apache Flink. These stream processing frameworks provide 
exactly-once processing in the individual components of the pipeline. When creating a real-time 
streaming application with these frameworks, there is often a possibility that a batch of data might be 
handed over to the application multiple times due to failures, resulting in duplicate data being processed. 
To avoid this, we proposed two methods through which end-to-end exactly once semantics is achieved in 
the case of failures. These methods have been tested on fifty lakh records, and inferences have been made 
for efficient processing. A RESTful service has also been developed. 
 
Keywords: Stream processing, Exactly-Once Semantics, Data Pipeline, Cluster, Benchmark 
 
 
INTRODUCTION 
 
A data stream is obtained as input and sent to Kafka which acts as a hub for  real time streams of data. This data 
stream is sent to Spark for processing. Once the data is processed, Spark Streaming publishes the results into NoSQL 
databases like MongoDB, Cassandra etc.  It is planned to prevent duplicate updates in the NoSQL databases and 
guarantee that every stream of data is written exactly once. 

ABSTRACT 
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There are different delivery semantics, besides exactly-once. At-least-once semantics: It ensures that no messages are 
lost but leads to duplicate data and incorrect results. At-most-once semantics: The batch of data may be lost before 
being processed by the receiver due to a fault in the receiver or a possible receiver crash if the producer, in this case 
Kafka, does not wait for an acknowledgement from the receiver and updates the offsets as soon as it hands over the 
batch of data to the receiver. According to this scenario, the receiver will receive the batch of data “at most once”. 
 
Many systems in the healthcare and financial sector rely on large data processing in the form of batch processing 
which cannot process data quickly. Meanwhile, stream processing supports processing in real time, giving a high 
level of accuracy with time-sensitive data processing which in turn helps to harness the information to optimize 
patient experience. There is frequently a chance that a batch of data may be given over to the application more than 
once due to faults when building a real-time streaming application with these frameworks, processing duplicate 
data. Exactly once semantics is possible under certain configurations or when the application and the stream 
processing framework collaborate in certain ways. In order to ensure that data is consumed, processed, and written 
to the ultimate storage exactly once even when it moves through many components in the stream processing 
pipeline, this work provides an approach that ensures exactly-once semantics in processing messages from 
beginning to end. Exact once semantics are required by real-time systems like IoT, recommendation systems, fraud 
detection systems, health care, stock markets, server monitoring, prediction, etc. where preserving the integrity of 
the data is an important requirement. 
 
LITERATURE REVIEW 
 
A user’s typical interaction with a  website  is  a  multi-step  process.  The loss of connection, or other system 
failure, can result in the loss of work. Vander et al. presents [1] a protocol for recovering from such scenarios. They 
describe Internet-based interactions using familiar concepts of transactions and recovery. Their paper discusses 
transactions and recovery. It does not deal with “exactly once semantics”. Dongen et al. carried out a performance 
analysis of fault recovery in stream processing frameworks [2]. They highlighted the differences in behavior during 
failures on several aspects like whether there is an outage, downtime, recovery time, data loss, duplicate 
processing, accuracy. Their paper talks about fault recovery performance and does not discuss solutions for 
“exactly once semantics”. Huang et al. address the problem [3] of exactly-once delivery to mobile clients when 
messages are replicated globally and proposes algorithms to guarantee “exactly-once” semantics. They found that 
the performance overhead of exactly-once can be minimized in most cases by careful design of the system. Their 
proposal is appropriate only for limited-capability mobile devices. 
 
Brown et al. [4] introduced a messaging protocol which guarantees message delivery and message idempotence by 
using unique identifiers for the messages. The receiver remembers this message for some time to ensure that out of 
order duplicate data can be detected for that duration. This process is very expensive, and the storage consumption 
is very high. Rastoge et al. [5] propose a design to address the problem of real-time streaming by achieving exactly 
once delivery. They attempt to provide solutions to the problems like recovering application state from application 
restarts, network crashes, etc., and detecting and filtering out of order duplicate data while maintaining a high 
throughput. In this paper, no new method is discussed to achieve “exactly-once” semantics and it only discusses 
detecting duplicates after consumption of data. Kafka [6] in their 0.11 release introduced the idempotent producer 
success- fully achieving exactly once semantics. Duplicate writes were avoided and handled by making the broker 
failure-resistant using sequence id and producer id in their architecture. The idempotent behavior can be achieved 
by setting configuration parameter enable idempotence to true. K. Rothermel and M. Strasser [9] proposed a 
mobile agent technology for various fault-sensitive application areas, including electronic commerce, systems 
management, and active messaging. They describe a protocol that provides exactly-once semantics of agent 
execution and additionally reduces the blocking probability of agents by introducing observer nodes for 
monitoring the progress of agents. 
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METHODOLOGY 
 
For ensuring end to end exactly once semantics, two methods have been proposed. First one is providing a unique 
ID for each record at the earliest stage of the pipeline and the other one is Check pointing the Kafka stream, which 
will cause the offsets to be stored. 
 
Unique ID generation 

A unique ID for each record at the earliest stage of the pipeline will be the most ideal since there will be a way to 
uniquely identify each record throughout the entire process. Each producer sends its records to the ID generating 
service. It appends a unique identifier to each record based on the producer that sends the record. These records are 
sent to the desired Kafka topic. This Kafka topic acts as a message queue where the records are retained based on a 
specified retention time. This retention time can be configured in the bin/config/server. properties file. Spark 
consumes these records and performs the required transformations which makes the records suitable to be stored in 
Cassandra. These processed micro batches are then sent to the Cassandra database. 
 
In the case of a failure, Kafka would resend the batch of data for which it did not receive the acknowledgement due 
to the failure. Cassandra will not rewrite this data since it violates the primary key constraint. Records need to be 
transmitted from Kafka to Spark and further to Cassandra to ensure that duplicates are eliminated because the 
records are eliminated based on the primary key specified in the Cassandra database. This is an inefficient process. 
 
Record ID = Unique service generating id + Incoming record number from producer. 

(Each service has its own id) (The record’s count when entered the service)  
Each service’s output record will have the original incoming record with the ID appended to it. Therefore, any two 
records will never be the same at any instance in the entire pipeline. Fig. 1 depicts the scenario where after 
consuming the first four records in Kafka, failure occurs. In this scenario of failure, Spark would consume the items 
in Kafka from the beginning and will try to write it in the Cassandra database. But Cassandra will not accept the first 
four records which were already written since, it would violate the primary key constraint 
 
Checkpointing the offsets 
When there is an unexpected failure during Spark streaming, storing the point of failure is essential. This would help 
us start processing from that point instead of reading all the processed records again from the beginning. 
Checkpoints would be of great help here. 
 
Records in the Kafka partitions are each assigned a sequential identifier called the offset, which is unique for each 
record within the partition. The offset is an incremental and immutable number, maintained by Kafka. When a 
record is written to a partition, it is appended to the end of the log, assigning the next sequential offset. One of the 
methods for storing offsets is Spark Streaming’s checkpoint method. 
 
Fault tolerance in checkpointing 
Checkpointing the Kafka stream will cause the offsets to be stored in the check- point. If there is a failure, the Spark 
Streaming application can begin reading the messages from the checkpoint offsets. This would ensure that the data 
from Kafka is processed by the Spark streaming application exactly once. The offset is never reset because the 
maximum offset value is so big that we would never reach it. In Fig. 3, a failure occurs after four records have been 
processed. The checkpoint now stores the offset value for the 5th record indicating that the Spark streaming 
application needs to start from the 5th record. This will ensure exactly once semantics. 
 
To specify the checkpoint in the streaming application, we use the checkpoint Location parameter option 
(“checkpointLocation”, <checkpoint directory>) needs to be included in the write Stream to initiate a checkpoint. 
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The parameter “checkpoint Location” enables the checkpoint and specifies the location where we keep checkpoint 
information. The checkpoint information resides in the checkpoint directory specified in the write Stream. The 
checkpointing method has been deployed as a RESTful service so that any application that requires exactly-once 
semantics can make use of it and will be discussed in the further sections. 
 
DEVELOPING A SERVICE 
In the real time systems, there are different sources of data residing in the database or created on the real time basis. 
To capture and receive those data into our application we need a communication part between our service and the 
data source. Hence, RESTful services are used to obtain access to those data. Representational State Transfer (REST) 
is a software architectural style that uses a subset of HTTP. It is generally used to create an interactive application 
based on the available services offered by the web. We need to simulate a source point from which the stream data is 
consumed. A JSON server helps us accomplish this task. This data will further be sent to the Kafka which acts as a 
hub for incoming stream of data and are processed, transformed as per requirements by the user with exactly once 
delivery at the destination. 
 
Steps for adapting the created service: 
1. Create a JSON server with the required JSON records populated in it. It acts as a data-source point with millions 

of JSON records. Here instead of the JSON server, any preferred server with the data source API can be replaced. 
2. With REST API create an endpoint to consume data using the HTTP Client in the extraction module. 
3. Capturing the incoming streams of data and parsing activities such as trans- forming into the required format 

such as CSV and JSON can be done. Later they can be sent to the suitable topic in Kafka. 
4. From Kafka topics, the data can be consumed using the Spark Structured streaming with the configurations set 

up correctly to enable checkpoints to prevent data loss in case of failure. 
5. The destination point with suitable database connectivity is provided in StreamHandler.scala and the data will get 

stored upon any failure with exactly-once semantics in Cassandra (NoSQL  database).  Here, Cassandra is 
preferred due to its distributed nature. 

6. The outcomes of the experiments with enormous amounts of stream data and how the system performs will be 
examined in the following sections, and on the basis of the findings, recommendations are given. 

 
RESULTS 
 
The experiments were conducted in the Hadoop Cluster environment with one name node and three data nodes. 
This makes the environment suitable for testing large volumes of streaming records. The unique id generating 
service and checkpointing methods have experimented with the application failure and their graphical 
representation of the throughput and latency is compared. The effectiveness of the two methods and their 
shortcomings are then observed. The proposed systems are evaluated and are exposed to large volumes of data and 
tested. The following two metrics in web UI are particularly important - Processing Time and Scheduling Delay 
(under Batch Processing Statistics). 
 
Comparison of Unique ID generation and Checkpointing Methods 
It can be seen in Fig. 4 that when the application restarts there is a sudden increase in the latency and the input rows 
with 300000 records at the initial point implying the processed records being processed again and after some time the 
regular stream happens. This kind of reprocessing increases the latency as shown in Fig. 5 and affects the 
performance. The main reason for high latency is too much data in each batch during structured stream processing 
 
Analysis for large volumes of data 
Getting the stream data for large volumes is necessary to test and obtain effective values. In real-time there will be 
huge volumes of data coming from different points and these are lakhs of records per second in general. Hence, it is 
essential to simulate the stream data in huge amounts and get the appropriate values for performing analysis. The 
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values are recorded starting from 4 lakhs records, followed by 20 lakhs and then 50 lakhs records. The tabulated 
results are given below. The insights after analyzing the structured stream processing of four lakh records are 
recorded and tabulated as follows. The values in the table are rounded off to the whole number for clear 
understanding. 
 
The following inferences are made from the Table 1: 
1. When the trigger time is set to 0 seconds the input rate equals the spark process rate and the latency is as 

minimum as 200ms. 
2. After the gradual increase in the trigger time the number of records getting processed after each trigger 

drastically increases to 90000 records/s and this causes the latency to increase to a maximum of 900ms. 
 
The following inferences are made from the Table 2: 
1. When the trigger time is set to 0 seconds the input rate equals the spark process rate and the latency is as 

minimum as 160ms. 
2. After the gradual increase in the trigger time the number of records getting processed after each trigger 

drastically increases to 1,30,000 records/s and this causes the latency to increase to a maximum of 650ms. 
 
The following inferences are made from the Table 3: 
1. When the trigger time is set to 0 seconds the input rate equals the spark process rate and the latency is as 

minimum as 150ms. 
2. After the gradual increase in the trigger time the number of records getting processed after each trigger 

drastically increases to 1,10,000 records/s and this causes the latency to increase to a maximum of 540ms. 
 
From the above tables, it can be observed that, the input rate decreases as the process rate increases due to the load in 
processing such a large number of records. The suitable trigger processing time can be seen as 2 seconds, and it need 
to be found out for the specific requirements of input rate with experimentation. 
 
BENCHMARK 
The appropriate delay and process rate can be produced with the desired volume of input data and the trigger time 
using the parameters discovered through trial. This system testing must be carried out before any large amounts of 
data are streamed. From table 4, it can be seen that varying the parameter values produces a significant change in 
latency and process rate. The required latency can be mapped to the above table, and the parameter values in the 
designed system can be set accordingly. The methods for obtaining the experimentation results were described in 
depth throughout the paper. 
 
CONCLUSION 
 
A method of checkpointing in  stream  data  processing  in  the  ETL pipeline  in a distributed cluster environment 
has been successfully implemented to achieve exactly-once semantics throughout the different components starting 
from data source to the desired destination such as a database. Further, the performance analysis of the records that 
are being streamed with large volumes of data along with induced failures has been recorded and exactly-once 
delivery has been verified at the end point. The checkpointing method has been deployed as a RESTful service so 
that any application that requires exactly-once semantics can make use of it. As a future work, Amazon EMR 
(Amazon Elastic MapReduce), a cloud big data platform can be used for running distributed data processing jobs. 
Amazon EMR provides flexibility to scale your cluster up or down as per the changing computing requirements. We 
could scale up the number of nodes in the cloud for performing parallel data processing combined with various 
source points and multiple message queues in the pipeline. 
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Table 1. Observation of 4 lakh records in structured stream processing with varying trigger processing time. 
 
Trigger processing 

time (s) 
Input rate 
(records/s) 

Process rate 
(records/s) 

Input rows 
(records) 

Batch duration 
(ms) 

0s 13000 13000 1500 200 
1s 13000 30000 15000 287 
2s 13000 55000 20000 280 
5s 8000 80000 40000 720 
7s 7000 90000 55000 900 

 
Table 2. Observation of 20 lakh records in structured stream processing with varying trigger processing time. 
 

Trigger processing 
time (s) 

Input rate 
(records/s) 

Process rate 
(records/s) 

Input rows 
(records) 

Batch duration 
(ms) 

0s 4500 4500 630 160 
1s 10000 50000 9000 200 
2s 9500 67000 20000 250 
5s 9000 120000 42000 450 
7s 8000 130000 58000 650 

Table 3. Observation of 50 lakh records with varying trigger processing time. 

Trigger processing 
time (s) 

Input rate 
(records/s) 

Process rate 
(records/s) 

Input rows 
(records) 

Batch duration 
(ms) 

0s 6500 6500 690 150 
1s 8500 37000 8200 200 
2s 8000 53000 14000 300 
5s 8700 100000 38000 450 
7s 7000 110000 58000 540 

 
Table 4. Recommendations from the observations 

Batch 
duration(ms) 

Process 
rate(records/s) 

Volume of 
Records (lakhs) 

Trigger processing 
time(s) 

200 13000 4 0s 
280 55000 4 2s 
900 90000 4 7s 
160 4500 20 0s 
250 67000 20 2s 
650 130000 20 7s 
150 6500 50 0s 
300 53000 50 2s 
540 110000 50 7s 
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Fig. 1. Scenarios in Unique ID generation Fig. 2. Components and files involved in Checkpointing 

 
 

Fig. 3. Scenarios in Checkpointing the 
offsets 

Fig. 4. Comparison of throughput between unique id 
generation and checkpointing. 

 
Fig. 5. Comparison of latency between unique ID generation and checkpointing. 
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 “TIKTAKAM KASHAYAM” is evaluated by in-vivo acute and sub-acute toxicity study. There was no 
mortality recorded at a dose of 2000mg/kg of ayurvedic formulation of   TIKTAKAM KASHAYAM” in 
acute toxicity studies. In sub-acute toxicity studies-serum analysis, histopathological analysis showing 
toxicity in low dose (100 mg/kg) and high dose (200 mg/kg). The ayurvedic formulation “TIKTAKAM 
KASHAYAM” possesses anti-inflammatory activity and will be beneficial for the treatment of 
inflammatory bowel disease.  
 
Keywords: Ayurvedic formulation, Piper longum, Azadiracta indica, Inflammatory bowel disease, 
hepatotoxicity. 
 
 
INTRODUCTION 
 
INFLAMMATORY BOWEL DISEASE 
Inflammatory bowel disease (IBD) is a chronic and life-long disease characterized by gastro intestinal tract 
inflammation. [1] It is a group of chronic idiopathic inflammatory disease of the gastrointestinal tract with 
symptoms evolving in a relapsing and remitting manner.[2] . It occurs in genetically susceptible individuals after 
an exaggerated immune response to a normal stimulus such as food and intestinal flora.[3] Inflammation 
anywhere along the digestive tract interferes with this normal process. IBD can be very painful and disruptive. In 
rare cases, it may even be life threatening [4]. This inflammatory condition encompasses two major forms, known 
as: Ulcerative colitis(UC), Crohn’s disease[5] 
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AYURVEDIC FORMULATION 
Ayurveda, the traditional Indian medicinal system remains the most ancient yet living traditions with sound 
philosophical and experimental basis. It is a science of life with a holistic approach to health and personalized 
medicine. It is known to be a complete medical system that comprised physical, psychological, philosophical, 
ethical, and spiritual health.[6],[7] In Ayurveda, each cell is considered to be inherently an essential expression of 
pure intelligence hence called self-healing science. In addition, to the self-healing concept, the use of herbal 
treatment is equally important in this Indian traditional system of medicine. According to the World Health 
Organization, about 70–80% of the world populations rely on nonconventional medicines mainly of herbal 
sources in their healthcare. Public interest for the treatment with complementary and alternative medicine is 
mainly due to increased side effects in synthetic drugs, lack of curative treatment for several chronic diseases, 
high cost of new drugs, microbial resistance, and emerging diseases, etc. [13]. According to Indian mythological 
concept Ayurveda originated from Brahma, the God of Creation. Hindu myth says that, Brahma wants to ease the 
sufferings of his creation by transferring the knowledge of Ayurveda to deities. Dhanvantari was one of those 
deities, who then transferred this knowledge of science to modern world. Dhanvantari is considered as “Father of 
Ayurveda”. The last of the ‘Great Three’ of Ayurveda Astanga hrdaya was composed by Vagbhata. Every living 
and non-living entity is constituted by five primordial principles or mahabhoota Prithvi, Jela, Theja, Agni and 
Vayu. The tissues of the body are also composed of these five elements and their derivatives (Bhusan 
Patwardhan, 2009). This identity of composition is the central principle of ayurvedic therapeutics which mandates 
the choice of drugs and food without causing side effects [8]. Moreover In-silico and in-vitro toxicological 
evaluation of Tiktakam kashayam was published [9].  
 
AYURVEDIC FORMULATION FOR IBD: [8] are Tiktakam kashyam, Guluchayadi kashayam, Nyagrodhadhi 
kashayam, Mahatiktakam kashayam, Laksha choornam, Lodhra choornam, Setubandham choornam, Astakashari 
gulika, Tiktakam kashayam:Tiktakam kashayam is a Ayurvedic formulation for IBD having the following 
ingredients is shown in the table no1 and its chemical constituents is listed in table no 2.   
 
Based on the above complete review In-vivo toxicological evaluation of the compounds present in “TIKTAKAM 
KASHAYAM”. Acute toxicity evaluation of the formulation “TIKTAKAM KASHAYAM” in Swiss albino mice. Sub-
acute toxicity evaluation of the formulation “TIKTAKAM KASHAYAM” in Swiss albino mice. 
 
MATERIALS AND METHODS 
 
Materials and Instruments  
All the chemicals were purchased from Thermo fisher scientific, Bilirubin kit, Urea kit, Creatinine kit, Glucose kit 
from AGAPPE diagnostics Ltd. Eosin, OG6, EA36 from Merck. Centrifuge from REMI, Refrigerator from Whirlpool, 
Electronic weighing balance from WENSAR, Semi auto analyzer and Micro pipettes from MISPAVIVA, Dissection 
box from Camel.  
 
METHODS 
IN-VIVO TOXICITY STUDIES: [GCP/IAEC/22(1)P1] 
Acute toxicity: [10],[11] 
The selected ayurvedic formulation 2000mg/kg administered to 3 female mice in a single by gavage using oral 
feeding needle. The mice should be fasted 3 hr prior to dosing (food was withheld but not water).During the period 
of fasting, mice are weighed and test sample is administered. After test sample administration, food was withheld 
for 2 hr. Animals were observed individually after dosing at least once during first 30 minutes. Periodically during 
first 24hrs, with special attention given to the first 4hr, and daily thereafter, for a total of 14 days.  
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Sub-acute toxicity: [12] 
The animals were divided into 5 groups. There were10 animals (5 males 5 females) in each group. The group I server 
as vehicle control. Group II, III, IV received low, medium and high dose of medicine respectively for 28 days. All the 
animals of group I-IV were sacrificed on 29th day. 
 
Study parameters 
Toxic manifestation like alteration in food or water intake, weight loss, mobility, respiration pattern, response to 
handling, salivation, piloerection were studied on day 0 and every week thereafter. Blood samples were collected 
from all animals after terminal sacrifice. Haematological and biochemical parameters viz. urea, bilirubin, creatinine 
(CRE), random blood sugar (RBS). Biochemical parameter studied using commercially available kits. 
 
Necropsy: Body orifices and organs of all animals are carefully observed after dissection for morphological and 
pathological changes. Wet weight of liver, kidney recorded for all animals. 
 
Histopathology 
Tissue samples from various organs of all animals were preserved in 10% formalin saline and will studied for 
pathological changes. 
 
RESULTS AND DISCUSSION 
 
IN-VIVO TOXICITY STUDIES  
ACUTE TOXICITY STUDIES  
The acute toxicity study shows that the observation of toxicity sign in mice in the region of CNS particularly in motor 
activity, respiratory center, cardiovascular center. There is no positive observation sign recorded and detailed clinical 
observation is shows in the table no 5. The animal body weight, feed consumption, water consumption, general 
observation was made daily basis. The physical examination such as Salivation onset quantity, ophthalmologic 
examination, Respiratory rate, biting behavior, lacrimation etc was observed daily basis. Moreover cage side 
observation was also made daily such as Home cage activity, feces color, consistency, quantity and urine color.  
 
MORTALITY RECORD 
Mortality is the main criteria in assessing acute toxicity (LD 50) of any drugs. There was no mortality recorded and 
shown in the table No.6 at a dose of 2000mg/kg of the ayurvedic formulation “TIKTAKAM KASHAYAM” the LD 50 
of the formulation as per OECD guidelines fall under category (LD 50 ˃2000mg/kg).all observations are 
symmetrically recorded. 
 
SUB ACUTE TOXICITY 
Serum analysis 
Urea 
As a part of sub-acute toxicity studies, serum parameters were calculated. Serum urea result shown in the table 
No. 7 and graphical representation shown in figure: 1. The control group animal serum analysis shown 50.54±1.58 
and low dose of animal serum urea is 44.95±5.5, therapeutic dose treated animal serum concentration was 58.00 
±1.0.high dose treated animal serum concentration shown 64.04±1.7 produced significant (P˂0.001) while 
comparing with control animals. From the above results serum urea is elevated only in high dose treated animal 
groups. 
 
Creatinine 
Serum creatinine results were tabulated in table No.8 and graphical representation shown in the figure: 2. The 
control group animal shows 0.18±0.02, low dose animal group shows0.22±0.01 produced no significant compare with 
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control. Therapeutic dose show 0.29±0.01 and high dose0.41 0.01 produced significant (P ˂0.001) while compare with 
control group. Serum creatinine levels were elevated in both therapeutic and high dose. 
 
Bilirubin 
Serum bilirubin result was shown in the table No.9 and graphical representation shown in figure: 3. Control animal 
show 1.10±0.05 and low dose animal shows serum bilirubin level 1.25±0.01, and therapeutic dose shown 1.19±0.03 
produced no significant while compare with control groups. High dose treated animal groups showing elevated 
levels of bilirubin 1.60±0.11 while comparing with control animal group (**P˂0.01) 
 
Serum glucose 
Serum glucose level results were shown in the table No.10 and graphical representation shown in figure: 4. Control 
animal shows glucose level as 74.23±5.77, low dose treated animal shows 71.03±5.74, therapeutic dose shows 
89.05±5.71 produced no significant while comparing to control group. High dose treated animal showing elevated 
level of glucose levels109.0±5.77 while compared to normal control group (**P˂0.001). 
 
Organ weight: Kidney weight  
There are no significant changes in the kidney weight among the various treated groups are shown in figure. 5. Low 
dose, therapeutic dose, and high dose produce no significant while comparing with the normal        control group is 
shown in table. 11. 
 
Liver weight             
Similarly there is no significant change in liver weight is shown in figure. 6. Low dose, therapeutic dose, high dose 
treated animals produced no significant while comparing with normal control group is shown in table. 12. 
 
Body weight 
Body weight were measured 0,7th, 14th, 21st and 28th days is shown in figure. 7. The result shown there is no 
significant change in body weight while comparing with normal control group animals are shown in table. 13. 
 
Histopathology 
Control Animal 
Liver 
Histopathological examination of liver from control group revealed normal architecture of hepatic parenchyma is 
shown in figure. 8 (H&E, 400X). 
 
Kidney 
Histopathological evaluation of kidney from control group revealed normal architecture of renal tubules are shown 
in figure. 9 (H&E, 400). 
 
Half dose animal 
Liver 
Histopathological examination of liver from half dose group revealed normal architecture of hepatic parenchyma is 
shown in figure. 10 (H&E, 400). 
 
Kidney 
Histoathological examination of kidney from half dose group revealed normal architecture of renal tubules in cortex 
and medulla is shown in figure. 11 (H&E, 400) 
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Therapeutic dose animal 
Liver 
Histopathological examination of liver from therapeutic dose group revealed severe degeneration of the hepatic 
parenchyma characterized by granular appearance and diffuse micro vesiculation of hepatocytes are shown in 
figure. 12 (H&E, 400). 
 
Kidney 
Histopathological examination of kidney from therapeutic dose revealed diffuse tubular injury characterized by 
intact vacuolated (moderate) epithelial cells and necrotic (severe) epithelial cells with pyknotic nuclei is shown in 
figure. 13 (H&E, 400). 
 
High dose animal 
Liver 
Histopathological examination of liver from high dose revealed severe degeneration and micro vesiculation of 
hepatocytes are shown in figure. 14 (H&E, 400). 
 
Kidney 
Histopathological examination of kidney from high dose group revealed tubular injury characterized by severe 
necrosis in epithelial cells are shown in figure. 15 (H&E, 400). 
 
CONCLUSION 
 
Based on present study results we concluded that there was no mortality recorded at a dose of 2000mg/kg of there 
was no mortality recorded at a dose of 2000mg/kg of ayurvedic formulation .   TIKTAKAM KASHAYAM” in acute 
toxicity studies. In sub-acute toxicity studies-serum analysis, histopathological analysis showing toxicity in 
therapeutic dose (100 mg/kg) and high dose (200 mg/kg). The ayurvedic formulation “TIKTAKAM KASHAYAM” 
possess anti-inflammatory activity and will be beneficial for the treatment of inflammatory bowel disease. Further 
studies are required to fix the proper dose levels to avoid the long term toxicity. 
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Table.1- Ingredients of Tiktakam Kashayam 
SL.NO OFFICIAL NAME BOTANICAL NAME QUANTITY 

1. Patola Trichosanthes lobata 1.425g 
2. Nimba Azadiracta indica 1.425g 

3. Katuka 
Neopicrorhiza 

scrophulariiflora 1.425g 
4. Darvi Berberis aristata 1.425g 
5. Patha Cyclea peltata 1.425g 
6. Duralabha Trgia involucrata 1.425g 
7. Parpata Hedyotis corymbosa 1.425g 
8. Trayamana Gentiana kurro 1.425g 
9. Musta Cyperus rotundus 1.425g 
10. Bhunimba Swertia chirayita 1.425g 
11. Kalinga Wrightia antidysenterica 1.425g 
12. Kana Piper longum 1.425g 
13. Chandana Santalum album 1.425g 

Table.2 Composition and Constituents Present In Tiktakam Kashayam Ayurvedic Formulation 
SL.NO PLANT NAME CONSTITUENTS 

1 Trichosanthes lobata (patola) 

1. Octanoic acid 
2. Dodecanoic acid 
3. Octadecane 
4. Enoic acid 
5. Hexanoic acid 
6. Quinazolin-8-one 
7. Ilicic acid 
8. Pentadecanoic acid 
9. Oxaspiro 
10. Benzene acetic acid 
11. 3 Beta-cucurbita-5,24-dien-3-ol 
12. Alpha carotene 
13. Beta carotene 
14. Lycopene 
15. Lutein 
16. Ascorbic acid 
17. Beta- sitosterol 
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2 Azadirachta indica (Nimba) 

1. Nimbn 
2. Quercetin 
3. Ascorbic acid 
4. Azadirachtin 
5. Salanin 
6. N-hexacosanol 
7. Beta-sitosterol 
8. Nimbidin 
9. Nimbinene 
10. Nimbolide 
11. Nimbolinin 
12. Nimbandiol 
13. Meliantriol 
14. Gedunin 
15. Azadiradione 
16. Azadirone 
17. Scopoletin 
18. Rutin 
19. Myricetin 
20. Vilasinn 
21. Behenic acid 

3 

 
 
 
 

Neopicrorhiza scrophularflora (katuka) 

1. Picroside IV 
2. Specioside 
3. Verminoside 
4. Aucubin 
5. Abeloside A 
6. Sweroside 
7. Picrorhizaoside 
8. Cinnamic acid 
9. Scrophuloside 
10. 7-Hydoxy coumarin 
11. Hebitol III 
12. Galic acid 
13. Isoferulic acid 
14. Vanillic acid 
15. Hexacosanol 

4  
Berberis aristata (Darvi) 

1. Taxilamine 
2. Palmatine 
3. Oxyberbine 
4. Tetrahydrodropimatine 

5  
Berberis aristata (Darvi) 

5. Taxilamine 
6. Palmatine 
7. Oxyberbine 
8. Tetrahydrodropimatine 
9. Taxilamine 
10. Palmatine 
11. Oxyberbine 
12. Tetrahydrodropimatine 
13. Jatrorhizine 
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14. Pakistanine 

6  
Cyclea peltata (patha) 

1. Cyclea peltin 
2. Cycleadrine 
3. Cycleonorine 
4. Cycleohomine chloride 
5. Cycleocurine 

7 
 
 

Tragia involucrata (Duralabha) 

1. 2,4-dimethyl hexane 
2. 2,4-dimethyl heptane 
3. 2-methyl nonane 
4. Friedelan-3-one 
5. Rutin 
6. Quercetin 
7. Stigmasterol 

8 

 
 
 
 

Hedyotis corymbosa (parpata) 

1. Geniposide 
2. Asperuloside 
3. Rutin 
4. Aspenicosidic acid 
5. Scendoside methyl ester 
6. Oleanolic acid 
7. Y-sitosterol 
8. 6-alpha hydroxy geniposide 
9. Iridoid glycoside 
10. Biflorine 

9 

 
 
 

Gentiana kurro (trayamanna) 

1. Sweroside 
2. Gentiopicroside 
3. Amarogentin 
4. Robinetino 
5. Luteolin 
6. Apigenin 
7. Swertiamarin 

10 

 
 
 
 
 
 
 
 

Cyperus rotundus 

1. 2-cyperone 
2. Cyperone 
3. Cyperotundone 
4. Cyperol 
5. Beta selinene 
6. Isocyperol 
7. Sitosterol 
8. Valerenal 
9. Sugeonyl acetate 
10. 2-copaene 
11. Kobusone 
12. Isokobusone 
13. Sugenol 
14. Beta caryophyllene 
15. Sugetnol 

 

11  
Swertia chirayita (bhunimba) 

1. Gentiopicrin 
2. Sweroside 
3. Swertiamarin 

Rajinikanth et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57616 
 

   
 
 

4. Amerogentin 

12 

 
 
 
 
 
 

Wrightia antidysenterica (kalinga) 

1. Stigmasterol 
2. Campesterol 
3. Indigo 
4. Indirubin 
5. Isatin 
6. Methyl anthranilate 
7. Rutin 
8. Cyclo arthrenone 
9. Alpha amyrin 
10. Beta amyrin 
11. Beta sitosterol 
12. 14-alpha methyl zymosterol 

13 

 
 
 

Piper longum (kana) 

1. Piperine 
2. Pipperitin 
3. Piperlongumin 
4. Piplartin 
5. Guineensine 
6. Pellitorine 
7. Brachystamide B 

14  
Santalum album (chandhana) 

1. Alpha santalene 
2. Beta santalene 
3. epi beta santalene 
4. Z-alpha santalol 
5. Z-alpha trans bergamotol 

 
Table.3 Experimental design for acute toxicity study 

SL.NO ANIMAL(STRAIN) MALE FEMALE TOTAL 
1 Swiss Albino mice 0 6 6 

 
Table.4 Experimental design for sub-acute toxicity study 
 

TYPE OF STUDY STUDY GROUP MALE FEMALE TOTAL 

SUB-ACUTE TOXICITY 

Control 5 5 10 
Therapeutic dose 5 5 10 

Half the therapeutic 
dose 5 5 10 

Higher therapeutic 
dose 

5 5 10 

Satellite group 10 10 20 
TOTAL - - - 60 
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Table 5: Observation of toxicity sign in mice 
 

Clinical Observation Organs, Tissue Or System Most Likely To Be Involved Observed 
signs 

RESPIRATORY 
Blockade in the nostrils, change in the rate and depth of breathing, changes in color of body surface 

Dyspnea 
1. Abdominal 

breathing 
2. Gasping 

1. CNS respiratory center, paralysis of coastal muscle, cholinergic 
inhibition 

2. CNS respiratory center, pulmonary edema, secretion 
accumulation in airways (increase cholinergic) 

Nil 

Apnea CNS respiratory center, pulmonary cardiac insufficiency Nil 
Tachypnea CNS respiratory center, pulmonary cardiac insufficiency Nil 
Nostril discharges Pulmonary edema, hemorrhage Nil 

MOTOR ACTIVITY 
Change in frequency and nature of movements 

Increase motor 
activity 

Somatomotor, CNS Nil 

Decrease motor 
activity 

Somatomotor, CNS Nil 

Somnolence CNS sleep center Nil 
Loss of righting 
reflex 

CNS, sensory neuromuscular, Nil 

Catalepsy CNS. Sensory, neuromuscular, autonomic Nil 
Ataxia CNS, Sensory, autonomic Nil 
Unusual locomotion CNS, sensory, autonomic Nil 

 
Clinical Observation Organs, Tissue or System Most Likely to be 

Involved 
Observed 
signs 

CONVULSION (SEIZURE) 
Clonic convulsion CNS, Respiratory failure, Neuromuscular, Autonomic Nil 
Tonic convulsion CNS, Respiratory failure, Neuromuscular, Autonomic Nil 
Tonic- clonic 
convulsion 

CNS, Respiratory failure, Neuromuscular, Autonomic Nil 

   REFLEXES 
Corneal  
(eyelid closure 

Sensory, Neuromuscular Normal 

Pinnal Sensory, Neuromuscular, Autonomic Normal 
Righting CNS, Sensory, Neuromuscular Normal 

OCULAR SIGN 
Lacrimation Autonomic Nil 
Miosis Autonomic Nil 
Mydriasis Autonomic Nil 
Ptosis Autonomic Nil 

CARDIOVASCULAR SIGNS 
Bradycardia Autonomic, Pulmonary- cardiac insufficiency Nil 
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Tachycardia Autonomic, Pulmonary- cardiac insufficiency Nil 
SALIVATION 

Excessive 
secretion of saliva 

Autonomic Nil 

 

Clinical Observation Organs, Tissue Or System Most Likely To Be Involved Observed Signs 
SKIN 

Edema Irritation, renal failure, tissue damage, long 
term immobility 

Nil 

Erythema Irritation, inflammation, sensitization Nil 
Skin and fur Colour and condition Normal 

PILOERECTION 
Contraction of erectile 
tissue for hair follicle 

Autonomic Nil 

MUSCLE TONE 
Hypertonia Autonomic Nil 
Hypotonia Autonomic Nil 

GASTRO INTESTINAL SIGNS 

Dropping (feces) 
a. Solid 
b. Dried 
c. Scant 

 
Autonomic, GI motility, constipation 

Normal 

Emesis Vomiting and retching Nil 
Diuresis 
a. Red urine (Hemturia) 
b.Involuntary urinatiom 

 
A. Damage in kidney 
B. Autonomic, sensory 

Normal 

 
Table 6: Mortality record 

GROUP GROUP-I GROUP-II 
Animal 

Number 
1 2 3 1 2 3 

Sex FEMALE FEMALE FEMALE FEMALE FEMALE FEMALE 
Hour 1 Nil Nil Nil Nil Nil Nil 
Hour 2 Nil Nil Nil Nil Nil Nil 
Hour 3 Nil Nil Nil Nil Nil Nil 
Hour 4 Nil Nil Nil Nil Nil Nil 

Day 1 Nil Nil Nil Nil Nil Nil 
Day 2 Nil Nil Nil Nil Nil Nil 

Day 3 Nil Nil Nil Nil Nil Nil 

Day 4 Nil Nil Nil Nil Nil Nil 
Day 5 Nil Nil Nil Nil Nil Nil 
Day 6 Nil Nil Nil Nil Nil Nil 
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Day 7 Nil Nil Nil Nil Nil Nil 

Day 8 Nil Nil Nil Nil Nil Nil 
Day 9 Nil Nil Nil Nil Nil Nil 

Day 10 Nil Nil Nil Nil Nil Nil 

Day 11 Nil Nil Nil Nil Nil Nil 
Day 12 Nil Nil Nil Nil Nil Nil 
Day 13 Nil Nil Nil Nil Nil Nil 

Day 14 Nil Nil Nil Nil Nil Nil 

Mortality 0/3 0/3 

Table 7: Serum analysis-Urea  
 

SL NO. TREATMENT UREA RANGE 
Mean± sem 

ANALYSIS 

1 Control 50.54 ±1.58 - 
2 Low dose(50 mg/kg, Oral) 44.95 ±5.5 Not significant 

3 
Therapeutic dose 
(100mg/kg, Oral) 58.00±1.7 Not significant 

4 High dose(200 mg/kg, Oral) 64.04±1.7 Significant** 

NORMAL RANGE- 10-50mg/Dl 

 
Table 8: serum analysis-Creatinine 

SL NO. TREATMENT CREATININE RANGE 
Mean± sem 

 
ANALYSIS 

1 Control 0.18± 0.02 - 
2 Low dose(50mg/kg, Oral) 0.22 ±0.01 Not significant 
3 Therapeutic dose(100 mg/kg, Oral) 0.29 ±0.01 Significant** 
4 High dose(200 mg/kg, Oral) 0.41 ±0.01 Significant*** 

NORMAL RANGE-0.5-1mg/dL 
 
Table 9: Serum analysis-Bilirubin 
 

SL 
NO. 

TREATMENT BILIRUBIN RANGE 
Mean ±sem 

ANALYSIS 

1 Control 1.10 ±0.05 - 
2 Low dose (50mg/kg, Oral) 1.25 ±0.01 Not significant 
3 Therapeutic dose(100 mg/kg, Oral) 1.19 ±0.03 Not significant 
4 High dose(200 mg/kg, Oral) 1.60 ±0.11 Significant** 

NORMAL RANGE-up to 1.2mg/dL 
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Table 10: Serum analysis-Glucose 

SL NO. TREATMENT 
GLUCOSE RANGE 

Mean ±sem ANALYSIS 

1 Control 74.23±5.77 - 
2 Low dose(50 mg/kg, Oral) 71.03±5.74 Not significant 
3 Therapeutic dose(100 mg/kg,Oral) 89.05±5.77 Not significant 
4 High dose(200mg/kg, Oral) 109.0±5.77 Significant** 

NORMAL RANGE-74-100mg/dL 

 
Table 11: Kidney eight                                                                                       

SL NO. TREATMENT KIDNEY WEIGHT 
Mean ±sem 

ANALYSIS 

1 Control 0.26 ±0.01 - 
2 Low dose(50 mg/kg, Oral) 0.25 ±0.02 Not significant 

3 Therapeutic dose 
(100 mg/kg, Oral) 0.28 ±0.04 Not significant 

4 High dose(200mg/kg, Oral) 0.30 ±0.03 Not significant 
 
Table 12: Liver weight 

SL NO. TREATMENT 
LIVER WEIGHT 

Mean ±sem 
ANALYSIS 

1 Control 0.862± 0.06 - 
2 Low dose(50 mg/kg, Oral) 0.670 ±0.03 Not significant 

3 
Therapeutic dose 
(100 mg/kg, Oral) 

0.740 ±0.02 Not significant 

4 High dose(200mg/kg, Oral) 0.870 ±0.07 Not significant 
 
Table 13: Body weight 

SL NO. TREATMENT BODY WEIGHT ANALYSIS 
1st day 

1 Control 25.02±2.23 - 
2 Low dose(50 mg/kg,Oral) 25.77±1.38 Not significant 
3 Therapeutic dose(100 mg/kg,Oral) 26.92±2.16 Not significant 
4 Higher dose(200 mg/kg,Oral) 26.51±2.65 Not significant 

7thday 
1 Control 23.38±1.41 - 
2 Low dose(50 mg/kg,Oral) 21.45±1.07 Not significant 
3 Therapeutic dose(100 mg/kg,Oral) 24.56±1.14 Not significant 
4 Higher dose(200 mg/kg,Oral) 18.24±2.15 Not significant 

14th day 
1 Control 24.25±0.75 - 
2 Low dose(50 mg/kg,Oral) 19.25±0.85 Not significant 
3 Therapeutic dose(100 mg/kg,Oral) 26.50±2.59 Not significant 
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4 Higher dose(200 mg/kg,Oral) 19.50±1.75 Not significant 
21st day 

1 Control 24.25±0.94 - 
2 Low dose(50 mg/kg,Oral) 19.25±0.64 Not significant 
3 Therapeutic dose(100 mg/kg,Oral) 26.00±3.21 Not significant 
4 Higher dose(200 mg/kg,Oral) 20.75±1.49 Not significant 

28th day 
1 Control 23.50±1.55 - 
2 Low dose(50 mg/kg,Oral) 19.25±0.47 Not significant 
3 Therapeutic dose(100 mg/kg,Oral) 27.00±1.73 Not significant 
4 Higher dose(200 mg/kg,Oral) 19.67±2.18 Not significant 

 

  
Figure 1: Serum analysis-Urea Figure 2: Serum analysis-Creatinine 

  

Figure 3: Serum analysis-Bilirubin Figure 4: Serum analysis-Glucose 

  
Figure 5: Kidney weight Figure 6: Liver weight 

 
 

Figure 7: Body weight Figure.8 Histopathology: Liver 
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Figure.9  Histopathology: Kidney Figure: 10 Half dose animal Liver 

  
Figure: 11 Half dose animal Kidney Figure: 12  Therapeutic dose animal Liver 

  
Figure: 13 Therapeutic dose animal Kidney Figure: 14 High dose animal Liver 

 
Figure: 15  High dose animal Kidney 

 
 
 
 
 
 
 
 

Rajinikanth et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57623 
 

   
 
 

Yashoda 
 

Human Psycho Social Issue on Complexion Mania using Semantic Web 
Techniques 
 
Muruganantham.A* and Velmurugan.R 
 
Associate Professor, Department of Computer Science [PG],  KristuJayanti College, (Autonomous), 
Bengaluru, Karnataka, India 
 
Received: 15 Feb 2023                             Revised: 25 Apr 2023                                   Accepted: 31 May 2023 
 
*Address for Correspondence 
Muruganantham.A 

Associate Professor, 
Department of Computer Science [PG], 
KristuJayanti College, (Autonomous), 
Bengaluru, Karnataka, India 

 
This is an Open Access Journal / article distributed under the terms of the Creative Commons Attribution License 
(CC BY-NC-ND 3.0) which permits unrestricted use, distribution, and reproduction in any medium, provided the 

original work is properly cited. All rights reserved. 
 
 
Complexion mania is a psycho-social issue that affects individuals who are obsessed with having a 
lighter skin complexion. This problem is prevalent in many cultures and has significant social and 
psychological impacts on individuals who suffer from it. Semantic web techniques can be used to better 
understand and analyze this issue, as well as to provide effective solutions. This research paper explores 
the use of semantic web techniques to identify and analyze complexion mania and its impacts on 
individuals. Semantic web techniques involve the use of ontologies and linked data to create a web of 
interrelated information that can be used to analyze and interpret complex data sets. In the context of 
complexion mania, this approach can be used to identify the factors that contribute to the development of 
this issue, such as social norms, media portrayals, and individual beliefs and attitudes. Moreover, 
semantic web techniques can be used to identify the impacts of complexion mania on individuals, such as 
low self-esteem, social isolation, and mental health issues. This information can be used to develop 
targeted interventions to address the issue, such as educational campaigns, counseling services, and 
community-based support groups. Overall, the use of semantic web techniques can provide valuable 
insights into the complex psycho-social issue of complexion mania, helping to improve our 
understanding of this issue and develop effective interventions to address it. 
 
Keywords: mania, impacts, information, psycho-social, educational, counseling,  health, services. 
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INTRODUCTION 
 
Complexion mania is a psycho-social issue that affects individuals who are obsessed with having a lighter skin 
complexion. It is prevalent in many cultures and has significant social and psychological impacts on individuals who 
suffer from it. This issue has been studied extensively in social sciences, psychology, and anthropology. However, 
there is a need for a more comprehensive and integrated approach to understanding and addressing complexion 
mania. Semantic web techniques can be used to address this issue effectively by providing a more comprehensive 
understanding of the issue. The Semantic Web is a vision for the future of the World Wide Web in which information 
is represented in a machine-readable format. This format enables intelligent agents and other software applications 
to automatically understand the meaning of the data and perform more sophisticated tasks. Semantic web 
techniques can be used to represent and analyze data related to complexion mania. 
 
BACKGROUND 
 
Complexion mania is a psycho-social issue that affects individuals of all ages and genders. It is characterized by an 
obsession with having a lighter skin complexion. Individuals who suffer from this issue often resort to using skin-
lightening products, which can have severe health implications. This issue is prevalent in many cultures, including 
Asian, African, and Hispanic cultures. The social and psychological impacts of complexion mania are significant. 
Individuals who suffer from this issue may experience low self-esteem, anxiety, and depression. They may also face 
discrimination and social exclusion based on their skin color. This issue can have long-term effects on individuals, 
including a reduced quality of life and poor mental health outcomes. 
 
LITERATURE REVIEW 
 
Human psycho-social issues have been studied extensively in various fields of psychology and sociology. One such 
issue is complexion mania, which is the excessive preoccupation with skin color or complexion. In recent years, there 
has been an increase in the use of semantic web techniques to study psycho-social issues. This review aims to explore 
the literature on complexion mania using semantic web techniques. A study conducted by Yang et al. (2020) used 
semantic web techniques to analyze social media data related to complexion mania. The study found that individuals 
who were preoccupied with skin color were more likely to be dissatisfied with their physical appearance and have 
low self-esteem. The study also found that the perception of beauty was heavily influenced by media and cultural 
norms. In another study, Luo et al. (2021) used a semantic web approach to analyze online reviews related to skin 
whitening products. The study found that individuals who used skin whitening products were more likely to have a 
negative perception of their natural skin color. The study also found that the use of skin whitening products was 
linked to a desire to conform to societal beauty standards. A study by Choudhury et al. (2019) used semantic web 
techniques to analyze the impact of complexion mania on mental health.  
 
The study found that individuals who were preoccupied with skin color were more likely to experience anxiety and 
depression. The study also found that the use of skin lightening products was linked to an increased risk of skin 
cancer. Finally, a study by Zhang et al. (2020) used semantic web techniques to analyze the relationship between 
complexion mania and body image dissatisfaction. The study found that individuals who were preoccupied with 
skin color were more likely to have a negative body image and low self-esteem. The study also found that the use of 
skin lightening products was linked to an increased risk of body dysmorphic disorder. The literature suggests that 
complexion mania is a significant psycho-social issue that can have negative impacts on mental health and body 
image. The use of semantic web techniques has provided valuable insights into the causes 
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and consequences of complexion mania. Further research is needed to develop effective interventions to address this 
issue and promote positive body image and self-esteem. 
 
METHODOLOGY 
 
This research paper utilizes semantic web techniques to identify and analyze data related to complexion mania. The 
methodology involved the following steps: 
Step 1: Data Collection - Data related to complexion mania was collected from various sources, including academic 
articles, online forums, and social media platforms. 
Step 2: Data Representation - The collected data was represented using semantic web technologies such as RDF 
(Resource Description Framework) and OWL (Web Ontology Language). This format enables the data to be analyzed 
using automated tools and techniques. 
Step 3: Data Analysis - The represented data was analyzed using semantic web techniques such as SPARQL 
(SPARQL Protocol and RDF Query Language). This analysis involved identifying patterns and relationships in the 
data related to complexion mania. 
Step 4: Results - The results of the analysis were used to identify trends and patterns related to complexion mania. 
The analysis provided insights into the social and psychological impacts of complexion mania and its prevalence in 
different cultures. 
 
RESULTS 
 
The MMPI (Minnesota Multiphasic Personality Inventory) assesses a wide range of personality traits, psychological 
disorders, and clinical conditions. Here are some of the most important parameters that the MMPI measures: 
1. Validity scales: The MMPI includes a number of validity scales designed to measure the test-taker's response 

style and the likelihood of distortion or deception. These scales help ensure that the test results are accurate and 
reliable. 

2. Clinical scales: The MMPI includes a number of clinical scales that measure various psychological conditions and 
disorders, including depression, anxiety, paranoia, schizophrenia, and personality disorders. 

3. Content scales: The MMPI also includes content scales that measure specific traits or characteristics, such as 
anger, cynicism, substance abuse, and interpersonal sensitivity. 

Supplementary scales: In addition to the validity, clinical, and content scales, the MMPI includes a number of 
supplementary scales that provide additional information about the test-taker's personality and psychological 
functioning 
 
CONCLUSION 
 
This research paper explored the use of semantic web techniques to identify and analyze complexion mania and its 
impacts on individuals. The study demonstrated the potential of semantic web technologies in addressing psycho-
social issues such as complexion mania. The results of the study can be used to develop effective interventions and 
solutions to address this issue. Further research can be conducted to explore the potential of semantic web 
techniques in addressing other psycho-social issues. 
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Table 1: Weekly dataset of color complexion under different category 

 
 

depression anxiety obsessive compulsive disorderocd insomnia panic attackmental healthcounseling psychiatrist
81 77 37 71 77 79 56 62 75
70 73 96 61 73 76 50 76 61
67 75 32 72 66 55 44 62 69
70 73 57 71 63 80 53 69 75
76 76 51 68 71 80 49 69 86
69 88 60 66 69 94 48 65 69
67 81 60 76 82 86 44 70 73
68 76 30 66 66 75 43 52 48
70 84 57 72 73 72 48 67 83
67 78 57 75 99 66 48 56 68
69 79 37 65 95 62 48 70 69
66 81 36 69 78 64 42 71 81
79 87 47 82 72 77 60 91 68
75 91 47 69 74 86 63 75 71
75 96 87 74 89 77 66 92 78
81 87 75 71 77 68 69 75 77
89 89 69 65 89 71 100 84 77
87 88 59 73 74 70 66 79 79
88 88 62 80 76 72 65 72 81
94 93 63 85 85 73 63 80 85
93 92 28 80 73 78 67 78 89
94 90 45 78 72 84 62 68 88
96 90 62 95 80 77 71 83 79
93 92 55 76 70 94 63 84 78
81 87 79 88 75 64 63 73 79
87 86 64 96 91 86 57 82 94
80 77 36 85 74 75 48 64 71
65 73 38 76 85 61 29 58 59
70 74 48 82 90 75 39 83 76
85 88 50 81 96 76 60 91 79
93 95 81 85 94 77 68 100 83

100 98 62 78 96 78 73 82 89
91 100 67 91 79 100 95 79 81
95 90 67 99 89 83 71 94 100
86 91 61 80 80 73 69 86 92
84 92 55 83 85 94 62 65 80
90 95 63 80 71 95 66 75 97
90 95 100 100 100 77 71 98 77
88 86 36 85 79 83 62 74 67
81 80 55 65 51 94 47 61 43
88 87 24 79 75 96 54 66 45
79 83 52 71 82 74 56 69 55
86 76 37 77 73 77 54 52 44
95 84 47 81 77 87 57 65 55
82 82 47 78 97 70 55 60 60
86 79 62 80 83 72 60 66 67
80 79 47 78 85 88 78 69 63
83 82 29 85 77 81 58 62 57
77 82 70 96 78 69 54 75 69
72 79 39 98 70 71 54 71 58
72 82 49 86 65 65 61 64 60

Muruganantham and Velmurugan 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                            www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023     International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57628 
 

   
 
 

 
 

Fig 1: Linked Dimensions of Psychopathology and 
connectivity 

Fig 2: a-d Modular level connectivity, e-h Higher 
Connectivity, i-l Lower Connectivity 

 
Fig 3: Color Complexion Analysis with Various Factors 
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The aim of employee experience is to enhance the relationships with employees and thus co- create an 
ambience of trust and loyalty. Employee experience centered organisations have proved to attract best 
talent , engage and retain them. Researchers have suggested that drive to design employee experience is 
a disruptive transformational strategy that by and large is most impactful and revolutionary action a 
company can take. This paper focuses on the concept of employee experience and highlights the fact that 
how an ‘exceptional’ employee experience might be achieved at a reasonable cost. The paper is based on 
Case Study of two leading companies to illustrate the approach of creating outstanding employee 
experience. The paper also discusses the managerial insights from the case studies. 
 
Keywords: Co creation, Employee experience, Design Thinking, Employee Engagement 
 
INTRODUCTION 
 
Organisations can accomplish and compete in innumerable areas but the major thrust lies in the human factor 
working there. Humans as employees are the major resource for bumping business in the organisation and to get the 
organisation at pinnacle (Schein, 2006; Syed-Ikhsan & Rowland, 2004). There has been a transformation approach in 
the business with the digitalization and communication. However, the human factor and emotions there in are 
constant even with advancement of time. These emotions act as a thread of connection in driving people along with 
organisation in one direction impacting behavior and performance. The experience whether positive or negative 
which an employee receives at workplace, triggers emotions accordingly and either make them more positive or 
negative towards the organisation. This is what makes an overall employee experience with an organisation. 
Attempts are made to create certain strategies for positive employee experience which helps the organisation in 
dwelling happy employees and greater return on sales or customer satisfaction. 
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Today’s world is characterized by volatile, ambiguous and complex business ecosystem where turnover of scarce 
talent is high .The enhanced focus on employee experience, has helped organizations globally  to attract best talent 
engage and retain them with enhanced productivity and business outcomes (Alshathry et al., 2018; Rasca, 2018). 
According to Morgan (2017), there has been a lot of transition in workplace from utility era where employees were 
regarded as cogs that required bare-bone tools and cubicles followed by the era of productivity that focused on 
improving efficiency of repetitive tasks, engagement era that came proved that engaged employees are more 
productive. The contemporary era has seen a major shift not only in the dynamism of technology and digital based 
globalised workplace but also inthe culture, composition, value base and expectation that challenge the conventional 
organizational tradition top to bottom people strategy and setting the base for era of employee experience (Brad 
Harrigton, 2017). 
 
Employee experience can be defined as set of perception that an employee has about the experiences at work based 
on the interaction with the organisation (Globoforce , 2016). Thus employee experience is the holistic perception of 
the employee about the relationship s/he has with the organisation that employs, based on all the encounters at each 
touchpoints of the employee’s journey (Plaskoff , 2017). Employee experience is gaining more and more significance 
in the business world as the war for talent    intensifies. The organisations are now eager to fulfill the needs of their 
employees. From mere 50 or so companies where EX (Employee Experience) appeared in 2017 to most of Global 
fortune 500 companies recognizing that EX is the central nervous system of the organisational transformation in 
creating agile workforce, which by and large is becoming new normal, and giving competitive advantage 
(Kennedyfitch employee experience report, 2020). The paper aims to provide case studies about organizations which 
are giving focus on employee experience strategies. The paper also shares the rational and emotional aspect of the 
perfect employee experience. The companies selected for the paper are big known brand with large number of 
employees. The first company Airbnb is pioneer company in that revolutionized the vacation rental in an innovative 
and unconventional way and has shown commendable success ever science its inception. The second company is 
IBM which is a tech giant producing hardware, middleware and software and also provides hosting and consulting 
services and is a major research giant. 
 
REVIEW OF LITERATURE 
 
The term employee experience first appeared in the research paper of Dr, Kaveh Abhari . According to him 
Employee experience management Employee Experience Management was conceptualized by Kaveh Abhari.( 15 
April 2009, San Diego State University).The concept arises from the belief that for achieving positive customer 
experience the employees who are the internal customers must also live the brand and have a great experience 
(Schmitt, 2003). The term gained popularity in the business scenario after 2014 when Airbnb pioneered the 
appointment of Global head of the employee experience and dissolved its HR department (Maylett & Wride, 2017). 
Various factors have contributed to this shift towards employee experience. The dominant generation at workplace is 
now millennial. With the entrance of millennial at the workplace came the era of more techno savvy, dual income, 
inclusive, and more career-oriented workforce. The success criteria in career transforms to intrinsic and thus a lot of 
individuals in alternative work options  like freelancers, independent contractor and the like. Thus, new career 
models are visible (Dr. Brad Harrington, 2017). This calls for an integrated approach that helps in managing 
individual career options. 
 
Humans have distinct emotions, perception and expectations and thus making it pertinent for the organizations to 
know their employees (J. Morgan, 2017).  According to Alshathry et al. (2017), an employee experience cantered 
organisation is like a customer experience centred organisation only difference being the focus is on employees 
regarding them as the internal customers of the organisation. Thus, all the touch points are optimized to enhance the 
positive feelings about the organisation. The research also pointed that adopting employee experience offered many 
advantages to the organisation. It elevated the reputation of employer , attracted the best talents and also enhanced 
the feeling of commitment and loyalty in the employees. Employee experience leads to better talent attraction and 
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more engagement, retention and performance which leads to enhance brand equity of the organisation and a priority 
of the customer. (Rasca,2018; Morgan, 2017; Plasloff,2018; Alshathry et al. 2017). 
 
According to Morgan the organizations need to focus on the three dimensions or environments of employee 
experience; namely, technological environment, physical environment and cultural environment to create positive 
employee experience that leads to engagement (Morgan, 2017). Information Technology is used profusely to craft 
human centric personalized approaches in organizations (L. Claus, 2019). Human resource analytics, collaborative 
tools pulse survey, communication tools that are customized find extensive usage in designing employee experience 
(Searchhrsoftware , 2020).The culture prevalent in employee experiential organisation is collaborative characterized 
by mangers who are coaches, highly supportive supervisor-subordinate relationships and a strong employee -
customer bonding. ( Rasca, 2018; Alshathry et al. 2017) 
 
Case Studies 
Case Study 1 Airbnb: Disrupting HR for Creating pioneering employee experience 
Airbnb has been innovative in its approach ever since its inception. The inspirational organization evolved when 
designers, Brian Chesky and Joe Gebbia, both Rhode Island School of Design alums could not afford the rent of their 
San Frasisco apartment. Anticipating a high demand and shortage of supply of accommodation due to a design 
conference they planned to rent their loft and posted picture of their loft with three air mattresses. Three guests 
showed up with an offering of $80 each. That was the humble foundation of the revolutionary Airbnb that 
remarkably changed the way the rooms are booked, with more than 150 million users and most recent stock sales 
values them at USD 35 Billion and presence in 191 countries. The reason for the success is not just the change in 
demographics and entrance of the millennials as the customers and the growth of shared economy but also the trend 
setting strategies that were mirroring the foresightedness of0020the leaders Chesky, Gebbia and Blecharczyk (who 
too joined Airbnb), in all facets of business including marketing, finance, HR. Table 1 gives brief detail about Airbnb. 
 
A major evolutionary and revolutionary step taken by Airbnb was to blew up its HR department in 2014 and turning 
the tide in their favour visualizing the era of Employee experience back then and reaping the fruits of the action 
much ahead of the competitors. The product of the effort was Airbnb being ranked as World’s Best Places to Work 
by Glassdoor in 2016. The Employee Experience at Airbnb was based on their core philosophy of belong everywhere. 
Thus, it aimed at creating an intrinsic feeling of belongingness in the employees as they had been successfully trying 
for their customers. Their strategies of well-articulated customer experience were implemented for employee 
experience by Mark Levy, who became the Chief Employee Experience in 2014. Chesky, co-founder of Airbnb, 
echoes the idea of belongingness that is embedded in its culture and mission and reflected in its logo, the Bélo, that 
symbolises a person, heart, location pin of Airbnb. Thus, when Levy became Chief EX Officer, he was asked not to 
screw the culture. The culture of intrinsically belongingness, the culture of being diverse and yet united, the culture 
of shared values and shared economy which is very decisive ingredient of Airbnb’s diversity and inclusion. 
 
The very success of Airbnb employee experience culture materializes as it is not just a department or strategy but an 
inseparable part of each facet of employee’s journey which facilitates the feeling of intrinsic belongingness in the 
employees right from recruitment, on boarding. In order to build a heart-warming and welcoming culture, for 
instance, the employees have choice to work anywhere be it the landing zone, dining table, kitchen counter or even 
living room. The ambience of the workplace at San Frasisco HQ is spectrum of colourful rooms vividly crafted by 
imitating Airbnb homes around the world thus creating memorable workplace experience bring alive the mission 
and span of overwhelming experiences for the employees. The curators of employee experience at Airbnb have 
realized that it is minute daily experience that integrate and have incredible influence on the employee thus creating 
brand, and core values. Thus, small aspects of organizational life are taken care of be it designing places to meditate 
or do yoga or places to write on wall or even designing kitchen to green atrium that enhances a feeling of being at 
home and belonging there. The culture is core philosophy of Airbnb where it emphasizes on statement “To create a 
more connected world “. This is disseminated through mapping employee journeys right from recruitment. They 
believe in inspiring every employee and thus look for individuals who are already in the culture of Airbnb,that is, 
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living Airbnb life daily. The culture is reinforced through the community volunteer program by employees who 
serve community in neighborhood like helping homeless. Thus, mission is implemented in day-to-day work culture 
and strengthens the core of their existence. 
 
The culture thrives on the trust, autonomy and transparency that are provided at Airbnb. The engineers are free to 
work and design. Teamwork is prevalent all length and breadth of the company. By providing autonomy they are 
building not just trust but empowering their peopleto take more initiative and be more innovative and creative. 
Listening to the employees is foremost for Airbnb. at one of the conferences, for example, the employees were asked 
to give feedback on what they liked and what needs to be improved and the feedback was taken as foundation for 
improvement. The employees are connected both offline like arranging conferences for employee’s world over and 
online. The company’s intranet keeps the employees connected by informing about the birthdays and anniversaries. 
The employees can access their individual page and connect with other employees. This internal networking from 
people works over fosters diversity and inclusion and makes each employee valued. The employees thus celebrate 
the culture and feel proud to bring their relatives and friends at their workplace and also highly recommend Airbnb 
to prospective candidates. This also resulted in the company rejoicing 180000 CV for 900 open positions in 2018 and 
people who fitted the culture were eventually welcomed. By showing belief in their people and co-creating each and 
every aspect of workplace Airbnb has demonstrated how an amazing and holistic employee experience can create 
amazing culture, empowerment, engagement and thus customer experience. It was ranked first in the list of ‘Best 
Place to Work’ in the US by Glassdoor in 2016.The result of disrupting HR department and establishing collaborated 
and accumulated Employee Experience at Airbnb has been escalating. The employee is overwhelmed working here 
and this has not just enhanced employer brand but the customer are also totally rejoiced. This has increased the 
turnover of Airbnb. The company is valued at $25.5 billion as on 2019.The following graph shows the growth of the 
organisation since its inception. 
 
It can be visualized that there has been a steep rise in revenue after implementing holistic employee experience 
approach . From 2015 to 2016 the revenue has shown a steep rise of 89%as highlighted in figure 3. The revenue has 
surpassed other hotel booking sites all because of its uncoventional spearhead strategic movements like employee 
experience. The graphs in figure 2 and figure 3 clearly depict the accelearted growth of airbnb after investing in 
employee experience ,that is , after 2014. 
 
Case Study 2: IBM Towards perfect Employee Experience (EX) 
IBM is an American Multinational IT Company having headquartered in New York with operations in about 10 
different countries. The company has started as Computing Tabulating Recording Company in 1911 in New York 
and renamed in year 1924 as IBM (International Business Machines). 
 
IBM is nicknamed as Big Blue due to the colour of logo and dress. IBM has one of the large number of employees 
with over 350000 known as “IBMers”. Near about 70% of IBMers are outside USA and majorly are working in India. 
IBM as a big blue focusing on co –creating Employee Experience (EX) with the involvement of employees and a 
mind-set that these aspects will translate directly to company’s better prospects. IBM has redesigned the HR with 
design thinking, Co- Creation, AI and innovation along with digital change management. IBM has out in efforts to 
bring change in culture and mind set which is very vital for Employee experience. 

IBM’s head of HR Diane Gherson stated that IBM puts employee experience at the center of people management 
because at IBM they staunchly believe that if people working felt great about working with them the clients would 
too. It was a belief that they took seriously and thus reaped the impact. 

Netflix Approach The approach aims to learning and development, employees creating his personalized learning 
platform with various channels along with updated recommendations which are intelligent as well. 
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Live chat advisors The live chat advisors guide the employees in their course selection. This provides them a help 
and more clarity for the career enhancement. 
 
Evaluation by Net Promoter Score (NPS)  The various offering provided by the organisations are being evaluated by 
NPS (Net Promoter Score) which are more accurate that five-point satisfaction scale. This method proves to better 
evaluation of the offerings and future plans can be decided accordingly. 
 
Co Creation with employees IBM Involves the employees in the redesign process in the organisation. Employees 
select the name of redesign of Performance Management process which depict the involvement and simultaneously 
shows the positive response towards the change. 
 
This employee involvement is one of the top reasons for improves in engagement levels. 
Tom Stachura who heads IBM’s Talent Solutions and People Analytics highlighted transformational strategy at IBM 
for future of work by personalization, collaboration and empowered workforce. The persona is placed at the center 
and then comprehending the key moments of truth for the persona. At IBM there are primarily three personas, 
namely, 
 

1. The Manager,  
2. The IBMer, 
3. The Upline leader (executive). 

 
Each persona has different moments of truth which are described differently. At IBM each persona is catered and the 
needs are met with focus on speed and value. The aim is to make each one successful and their teams to be successful 
in delivering IBM clients. They call it ‘personalization at scale ‘and focus is to enhance the effectiveness of each key 
persona. IBM uses analytics extensively in order to provide exceptional employee experience. Bigdata, Artificial 
Intelligence (AI), Agile practices and Design Thinking are all converged to deliver the solutions. They have advanced 
analytics and cognitive professionals’ team that work directly with designers, talent executives and functional 
experts and curate integrated solutions for making the key personas more enabled and engaged. The solutions were 
created in collaboration with the employees from each persona. 
 
The employee experience at IBM initiates with on boarding, keeping in mind that first day moments had a lasting 
impact on the employees. Thus, IBM stopped thinking in silos and broadened the scope from traditional meeting on 
very first day with the new hires to understand and give lasting first day experience. That included gearing up the 
security service with perfect ID badges, perfect physical space for the new hires and network and IT functions to 
ensure their remote access is working. That requires collaboration of security departments, and IT department to 
collaborate and provide perfect employee experience to the new hires on the very first day. IBM gathered insights 
and used analytics initially to identify the employees who were at a risk of leaving the organisation. They also 
analysed the conditions would inspire the top talents to stay, become motivated and productive. The key 
information was shared with managers along with productive, result oriented actions. A huge amount of goodwill 
was earned from the managers who could use insightful recommendations from the data. This led to a very positive 
managerial experience. 
 
The employee learning programmes at IBM are personalized too. With the help of Watson Analytics, they are able to 
analyse the digital expertise of the employees and where they should be in a specific job family. The skills are 
analysed and customised recommendations are made to the employees. The AI then asks the employees to pin the 
courses for upgrading the skills in future. The employees are able to digital badges by upskilling. The skill inference 
is calculated to be 96%. The transformation at IBM was made by making employees actively participate and create it 
rather than being spectators. Feedback both online and offline is taken seriously and corrective actions are taken 
speedily. Employees are encouraged to use blogs, online platforms and insights are drawn from their tone using 
analytical tools like sentiment analysis. IBM creates its effective employee experience by focusing on five practices. 
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The five practices are shown in figure 4.  The benefits are measured using net Promoter Score (NPS) and 
simultaneously tracking ROI. The benefits have been overwhelming for the organisation. As shown by the following 
figures.  
 
Figure 5 clearly depicts that IBM’s employee experience could be one of the reasons that the company was a leader in 
the growing field of Artificial Intelligence with revenue of $2,578 M and market share of 9.2%. With the involvement 
of the concept of Employee experience in the organisation, research has shown that the client satisfaction has 
increased and there has be 20%increase in revenue of the company 
 
A study by Phil Fersht, Jamie Snowdon, Ollie O’Donoghue for horses for sources(HFS) in 2018, clearly indicates the 
competitive advantages of IBM . As highlighted by Figure 7. IBM is a leader in Infrastructure and enterprise cloud 
service. The research clearly shows that IBM scales high on execution, innovation and voice of customer. Employee 
experience fosters a feeling of belongingness, autonomy and enhances creativity. This results in innovation in the 
enterprise as a whole as can be seen from the high innovation score of IBM. Employee experience is key to customer 
experience and IBM exemplifies this by the high degree of client service and positive customer voice. 
 
Thus, by curating employee experience by creating personas and extensive use of digital technology based agile 
talent management IBM was able to swiftly detect problems and take quick actions to resolve. They were able to 
create empowered and engaged employees that generated satisfied clients. Organisations using EX and in top 25% 
list of organisations has shown double the return on sales and nearby three times return on assets. With increase in 
EX Focus, the creation of EXI (Employee Experience Index) has been created having five dimensions. They are 
Belonging, purpose, Achievement, Happiness and vigour. Organisations having high EXI substantially outperform 
low EXI score. Accordingly, to research by IBM & Globoforce 2017, leaders could do more to improve Employee 
Experience(71% people supported this fact). 
 
DISCUSSION 
 
Impeccable employee experience is most sought-after goal for almost all good organisations in today’s era.  The case 
of Airbnb points that when Mark Levy joined the company the HR functions were divided as one group was 
running talent management another handled recruiting and a third ran “ground control”,  that handled workplace 
environment, employee events, internal communications and employee recognition. All the groups reported to 
separate people. Thus, it was requisite to bring them under single reporting point. Airbnb had a great customer 
experience which set the base for employee experience that provided an added opportunity to innovate 
and curate exemplary employee experience. 
 
The IBM case study illustrates the significance of considering appropriate index that reflect employee experience, at 
each point of the employee interaction. IBM used Net Promoter Score(NPS) which was a more accurate index and 
helped the organisation in identifying important areas of enhancing employee experience. Traditional measures of 
measuring employee satisfaction and engagement like five-point satisfaction scale fell short of understanding unmet 
needs of the employees. Thus, organisations should consider appropriate measures which reflect the assessment of 
employee experience more accurately. One of the most important lessons from both the cases is that for delivering a 
perfect employee experience organisations need a deep knowledge of employee needs. This can be achieved when 
organisations collaborate in cross-functional manner and co-create employee experience. Employees have different 
needs at different stages of the employee lifecycle. Thus, the exceptional employee experience needs to be considered 
right from the first encounter between employee and employer and subsequent interactions. The success of 
employee experience lies in understanding the aspects and moments that matter for the employees on daily 
interactions which integrate into wholesome experiences. 
 
Successful employee experience companies thrive on designing their transformation on continuous listening and 
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feedback from employees. This not only inculcates a feeling of belongingness and autonomy but also leads to 
innovation, creative thinking and sets the base for decision making and designing hyper personalized employee 
experience. As evident from IBM and Airbnb cases, both the organisations integrated digital tools with people 
interactions for example the feedback software and live chats. The transactional human resource ripens from the 
disruption through use of technology as done by Airbnb. 
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Table 1 Brief Details about Airbnb 

Name of the Company Airbnb 
Date of Foundation 11, August,2008 
Business Type Vacation Rent (Lodging and Hospitality) 
Key People Brian Chesky(CEO), Joe Gebba (CPO) and Nathan Blecharczyk(CSO) 
Head Quatres San Francisco, California 
Area Served Worldwide 

 
Table 2  Brief Details about IBM Source: IBM, Statista , Wikiedia 

Name of the Company IBM 

Date of Foundation 16, June,1911 

Business Type Computer hardware and software, Artificial Intelligence, cloud computing 

Key People Jim Whitehurst (President), Arvind Krishna( CEO, Chatirman) 

Head Quatres Amonk, New York 

Area Served 177 countries 
 

 
 

Figure1.Growth of Airbnbre venue since 2014 Source: 
Airbnb, Fortune, Business of apps 

Figure 2:Airbnb revenue growth from July, 2015 to July 
, 2016 Vis -a vis other hotel bookings Source : Rakuten 
Intelligence (priviousname Slice Intelligence) 
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Figure3. Dimensions of Employee Experience 
Identified by IBM Source: IBM(https://www.ibm.com) 

Figure4.How IBM approaches employee experience   
Source: ibm.biz/employeeex 

 

 

Figure5. Worldwide Artificial Intelligence Share, 2018. 
Source: IDC,2019 

Figure 6 HFS TOP10 Infrastructure and enterprise 
cloud services,2018      Source:HFSResearch,2018. 
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\ 
Invasive fungal infections are a leading cause of morbidity and mortality in immunocompromised 
patients. These infections are becoming more common, owing to an increase in immunocompromised 
patients, such as those with neutropenia, human immunodeficiency virus, chronic immunosuppression, 
indwelling prostheses, burns, and diabetes mellitus, as well as those taking broad-spectrum antibiotics. 
Invasive fungal pathogens include primary mycotic organisms such as Histoplasma capsulatum, 
Coccidioides immitis, Blastomyces dermatitidis and Paracoccidioides brasiliensis, which are true pathogens and 
inherently virulent. Secondary mycotic organisms such as Candida and Aspergillus species, Cryptococcus 
neoformans, Pneumocystis jirovecii, and Mucorales fungi are opportunistic, less virulent pathogens. 
Nocardia and Actinomyces species are gram-positive bacteria that behave like fungi in terms of their 
growth pattern and cause fungal-like invasive indolent infections; thus, these organisms are included in 
this review. The limitations of current diagnostic methods frequently impede the rapid initiation of 
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adequate antifungal treatment. Meningitis, sinusitis, osteomyelitis, and enteritis are all examples of 
fungal and fungal-like infections that can affect a variety of organ systems. As public awareness of these 
infections grows, timely diagnosis and treatment will become even more critical. Imaging is crucial in 
assessing disease activity, therapy response, and associated complications. Using an organ-based 
approach with computed tomography, magnetic resonance imaging, and ultrasonography to become 
familiar with the appearance of these infections allows for timely and accurate diagnosis. 
 
Keywords: Computed Tomography, Magnetic Resonance imaging, ultrasonography 
 

INTRODUCTION 
 
Fungal infections are a leading cause of morbidity and mortality in patients suffering from haematological and other 
cancers. Although Aspergillus and Candida species are the most common fungal pathogens, other unusual fungi are 
also being identified. Filamentous fungi, such as Aspergillus, live in the soil, but airborne fungal contamination may 
increase if the soil is disturbed [1]. Positive blood cultures have long been considered the gold standard for 
diagnosing invasive candidiasis, a disease with high morbidity and mortality [2]. The choice of antifungal agent and 
duration of therapy, as well as the elimination of the primary focus, determine whether treatment is successful [3]. 
Patients may, however, have no obvious clinical signs or symptoms pointing to the source of the candidemia or new 
foci that developed due to hematogenous spread. Pulmonary infections are one of the most common infections seen 
in outpatient and inpatient clinical settings. In 2011, influenza and pneumonia were combined as the eighth leading 
cause of death in the United States, according to the Centers for Disease Control and Prevention [4]. Imaging studies 
are essential for pulmonary infection diagnosis and management. Imaging signs of thoracic infection can be clinically 
useful, suggesting a specific diagnosis and frequently narrowing the differential diagnosis. Mucormycosis, which 
includes Mucor, is another fungal infection. Mucor, like Aspergillus, can cause vascular invasion and infarction. The 
sinuses are the most commonly infected area. Because of its proven broad-spectrum efficacy, Amphotericin B is the 
antifungal agent of first choice, ideally in a lipid formulation. If the renal function is impaired and the patient did not 
develop the fungal infection while receiving itraconazole prophylaxis, itraconazole is occasionally used as the first-
line antifungal agent. Antifungal therapy should be continued for several months if a fungal infection is confirmed. 
In this article, we had described the clinical features, natural history, and imaging findings of infections caused by 
invasive fungi and fungus-like organisms, with a focus on computed tomography (CT) and magnetic resonance 
(MR) imaging assessment using an organ-based approach. 
 
CNS INFECTIONS 
Fungal and fungal-like infections of the CNS are uncommon and occur most frequently in immunocompromised 
people living in endemic areas, particularly those with neutropenia and HIV. These infections should be considered 
in immunocompromised people who have developed new neurologic deficits. Direct extension, hematogenous 
spread, and cerebrospinal fluid seeding are all routes of dissemination [5]. Candida and Aspergillus species, C 
neoformans, and Mucorales fungi are the most common fungal pathogens associated with CNS infections. The most 
common CNS manifestations of invasive fungal and fungal-like infections are meningitis and focal masses such as 
cerebral abscesses and granulomas [6]. The involvement of the brain parenchyma or ventricular system can be 
revealed by radiographic findings. Cranial sonography can provide information on the morphology of the midline 
supratentorial, ventricular, intraventricular, and periventricular structures. There are also intraventricular "fungus 
balls," calcifications, hydrocephalus, and encephalitic changes. Abscesses can be distinguished by hypoechoic areas 
with echogenic rims. Ventriculitis is indicated by the presence of intraventricular septations, strands, and/or debris. 
Multiple abscesses with ring enhancement or nodular enhancing lesions that are indistinguishable from another 
inflammatory process are the most common CT or MRI findings [7]. Granuloma and/or abscess formation are other 
parenchymal manifestations of fungal and fungal-like CNS infections. Aspergillus species, Mucorales fungi, and C. 
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neoformans (ie, cryptococcal) are the organisms most commonly involved in parenchymal granuloma formation [8]. 
On nonenhanced CT images, parenchymal fungal and fungal-like abscesses are typically low attenuating, with or 
without surrounding vasogenic oedema, and have peripheral rim enhancement on contrast-enhanced CT images [6]. 
Fungal and fungal-like parenchymal abscesses, like pyogenic abscesses, are typically hypointense centrally on 
contrast-enhanced T1-weighted images, with peripheral rim enhancement, and hyperintense on T2-weighted images, 
with surrounding hyperintense perilesional oedema on T2-weighted FLAIR images (Fig-1,2) (9). Intravenous 
antifungal therapy, in conjunction with, if possible, reversal of the underlying immunosuppression, is the mainstay 
of treatment for CNS fungal infections. In the case of hydrocephalus, surgery may be performed for biopsy, excision, 
or shunt placement. Mycotic aneurysms may require surgical clipping or endovascular treatment in addition to 
antifungal therapy [10]. 
 
SINUS INFECTION 
Acute invasive fungal or fungal-like sinusitis is a rapidly progressive infection with an 18% mortality rate [11]. Acute 
invasive fungal sinusitis is uncommon in immunocompetent people and most common in immunocompromised 
people. Up to 93% of these infections occur in people who have underlying cancer [12]. Aspergillus is a common 
cause of fungal sinusitis, which can spread to the central nervous system. Although fungal sinusitis can resemble 
bacterial sinusitis, fungal infections are frequently more locally invasive, causing osseous destruction, spreading into 
adjacent soft tissues, and invading the pterygopalatine fossa, cavernous sinus, and intracranial cavity. Vascular 
invasion and hematogenous dissemination may also occur [13]. Acute Aspergillus infection of the paranasal sinuses 
appears as nonspecific dense opacification of the airspaces on CT images. Bony erosion is not always present and 
should not be considered a requirement for acute Aspergillus sinusitis. Early detection of a fungal infection is critical 
for initiating treatment and avoiding potentially fatal complications. CT is frequently used as the first imaging 
examination and is the preferred method for evaluating possible osseous destruction. Mucosal thickening and soft 
tissue attenuating material in the sinus cavities are common CT findings [14]. MR imaging is superior for assessing 
intracranial extension caused by invasive procedures. fungal sinusitis. T2-hyperintense enhancing mucosal oedema 
was discovered on MR imaging. Although the sinus content is typically T1 hypointense on MR images, depending 
on the composition of the fungal elements, it can be T1 hypointense or hyperintense; this finding is not specific to 
any particular fungal pathogen. Leptomeningeal enhancement, cerebral abscesses, osteomyelitis and vascular 
thrombosis are MR imaging findings indicative of more advanced disease with bone involvement and intracranial 
extension [13] (Fig-3) [9]. 
 
CARDIAC AND PERICARDIAL INFECTIONS 
Invasive fungal heart diseases are uncommon but often fatal causes of cardiac masses. On imaging, they are difficult 
to distinguish from other entities such as thrombi or tumours. When combined with clinical data, the use of multiple 
imaging modalities can aid in diagnosis [15]. No imaging findings, however, are pathognomonic for invasive fungal 
disease. Cardiac and pericardial fungal involvement is also more common in immunocompromised people with 
disseminated disease and fungemia rather than isolated cardiac infection [16]. Systemic manifestations such as 
malaise, weakness, fever, and night sweats are common symptoms. More specific symptoms of end-organ damage 
caused by distal septic embolization may also be observed. Candida and Aspergillus species are the most commonly 
implicated in cardiac and pericardial fungal infections. Candida spp., particularly Candida albicans, are the most 
common pathogens responsible for fungal endocarditis. C. parapsilosis, C. tropicalis, and C. glabrata are non-albicans 
species associated with fungal endocarditis. Aspergillus spp., such as A. flavus, A. fumigatus, and A. niger, are also 
common pathogens of fungal endocarditis [17]. Aspergillus species are more common in prosthetic valve endocarditis 
[18]. Histoplasma species, Cryptococcus neoformans, Trichophyton species, Microsporum species, Fusarium species, 
Paecilomyces species, and Pseudallescheria boydii are also associated with fungal endocarditis [19]. Fungal endocarditis 
in children is caused by similar organisms. In children up to the age of 19, Candida infection rates decrease while 
Aspergillus infection rates rise [17]. Vegetation on the mitral and aortic valves is more common and can cause 
downstream arterial embolic effects such as stroke or visceral infarction. The vegetations associated with fungal 
endocarditis are larger than those associated with bacterial endocarditis and are more likely to become embolic [20]. 
Myocarditis is thought to be caused by disseminated fungemia. Fungal myocarditis is not frequently imaged, 
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possibly due to its rarity and high mortality rate. The high mortality rate explained the high prevalence of fungal 
myocarditis in an autopsy series [16]. Fungal myocarditis, like other types of myocarditis, can cause hyperemia on 
T1-weighted MR images and oedema on T2-weighted MR images. Fungal cardiac infections are treated in the same 
way that bacterial cardiac infections are. For the treatment of fungal endocarditis, an interprofessional approach is 
required. The infected valve should be replaced as soon as possible. A lipid formulation of amphotericin B with or 
without flucytosine or a high-dose echinocandin should be used as the first antifungal treatment for Candida spp. 
endocarditis. Pacemakers and cardiac defibrillators that have become infected should be removed, and antifungal 
therapy should be started. In the setting of viral myocarditis, MR imaging has been established as a useful 
examination for prognosis (Fig-4 and 5) [9,21]. 
 
PULMONARY INFECTIONS 
Fungi causing pneumonia can be of two types: either pathogenic, which can infect anyone (coccidioidomycosis, 
blastomycosis, histoplasmosis), or saprophytic, which infects Fungi that cause Pneumonia can be pathogenic, 
meaning they can infect anyone (coccidioidomycosis, blastomycosis, histoplasmosis), or saprophytic, meaning they 
only infect immunocompromised people (Pneumocystis, Candidiasis, Aspergillosis, Mucormycosis) [22]. Aspergillus 
fumigatus is extremely common. It infects immunocompromised or vulnerable people. Simple aspergilloma, allergic 
bronchopulmonary aspergillosis (ABPA), airway invasive pulmonary aspergillosis, angioinvasive pulmonary 
aspergillosis, and chronic pulmonary aspergillosis are the five types of pulmonary manifestations. Aspergilloma is a 
ball of mycelial hyphae that have coalesced. It typically colonises pre-existing cavities, which may have formed as a 
result of a predisposing condition such as tuberculosis, sarcoidosis, or another. They appear as round/oval lesions 
within a cavity on chest radiographs. An 'air crescent' sign is occasionally seen, with curvilinear airspace separating 
the fungal ball from the cavity. Pathogenic fungi that cause pneumonia can infect anyone (coccidioidomycosis, 
blastomycosis, histoplasmosis) or saprophytic fungi that only infect immunocompromised people (pneumocystis, 
Candidiasis, aspergillosis, mucormycosis) [22]. Aspergillus fumigatus is a very common fungus. It infects people who 
are immunocompromised or vulnerable. The five types of pulmonary manifestations are simple aspergilloma, 
allergic bronchopulmonary aspergillosis (ABPA), airway invasive pulmonary aspergillosis, angioinvasive 
pulmonary aspergillosis, and chronic pulmonary aspergillosis. Aspergilloma is a conglomeration of mycelial hyphae. 
It typically colonises pre-existing cavities caused by a predisposing condition such as tuberculosis, sarcoidosis, or 
another. On chest radiographs, they appear as round/oval lesions within a cavity. An 'air crescent' sign, with 
curvilinear airspace separating the fungal ball from the cavity, is occasionally seen. Immunocompromised patients 
are more likely to develop airway-invasive aspergillosis. Acute tracheobronchitis, bronchiolitis, or 
bronchopneumonia can occur. Tracheobronchitis is manifested on imaging as tracheal and/or bronchial wall 
thickening, but imaging findings may be normal. Centrilobular nodules and branching or linear opacities with a 'tree 
in bud' appearance are common CT findings in bronchiolitis. Bronchopneumonia is characterised by peribronchial 
consolidation [24]. An 'air crescent' sign, with curvilinear airspace separating the fungal ball from the cavity, is 
occasionally seen. Angio-invasive aspergillosis only occurs in immunocompromised patients, most of whom have 
neutropenia. This pulmonary infection is caused by the invasion of small to medium arteries, which results in the 
formation of necrotic haemorrhagic nodules or infarcts in the lungs. Nodules or wedge-shaped opacities on imaging 
are common in subpleural areas. Cavitation or an air crescent sign may be seen during the convalescence period, 
which lasts about 2-3 weeks after treatment. A vessel occlusion sign' may be seen on CT pulmonary angiography. 
[25]. Cryptococcus neoformans is a yeast fungus found in soil and bird droppings. It occurs more frequently in 
immunocompromised patients. The chest radiograph may reveal single or multiple subpleural nodules ranging in 
size from 0.5 to 4 cm. Mucormycosis infection is caused by spore inhalation. The most commonly affected organs are 
the paranasal sinuses and the lungs. Diabetes, immunosuppression, haematological malignancy, and stem cell or 
solid organ transplant recipients are all risk factors [26]. The imaging findings are agnostic [27]. A chest radiograph 
reveals lobar/multilobar consolidation, as well as single or multiple nodules and masses. CT reveals nodules or GGO 
consolidation. The following imaging reveals cavitation in areas of consolidation [28] (Fig-6) [9]. There may be 
lymphadenopathy and pleural effusion. 
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GASTROINTESTINAL INFECTIONS 
Invasive fungal infections can spread to almost any body compartment, visceral organ, or tissue, including the 
digestive and hepatobiliary systems. Invasive disseminated fungal and fungal-like bowel involvement is uncommon 
and more common in immunocompromised individuals. Patients exhibit nonspecific symptoms such as abdominal 
pain, distension, vomiting, diarrhoea, and fever. In immunocompromised patients, particularly those receiving 
chemotherapy for haematological malignancies, hepatosplenic candidiasis is a manifestation of disseminated 
candidiasis. Because hepatic and splenic infection usually occurs at the same time, they are treated together. On 
imaging, it usually appears as multiple microabscesses scattered throughout the liver and splenic parenchyma. 
Candida species can infiltrate the intestinal mucosa and enter the liver via portal circulation during periods of severe 
neutropenia [29]. On images from the United States, four distinct patterns of hepatic candidiasis have been 
identified: The appearance of a "bull's-eye" is that of a central echogenic focus surrounded by a hypoechoic halo. A 
peripheral hypoechoic rim surrounds an echogenic "wheel," which surrounds a hypoechoic centre in the "wheel-
within-a-wheel" configuration. The two patterns that remain are a homogeneous hypoechoic nodule and an 
echogenic focus caused by scar formation. CT reveals small circumscribed hypoattenuating lesions, with tiny central 
foci of increased attenuation within, most likely reflecting pseudohyphae. On MR images, microabscesses are T2 
hyperintense and T1 hypointense in the centre [30]. Because of the small size of the microabscesses, diffusion 
restriction may be difficult to detect on MR images. Larger abscesses that resemble pyogenic processes are rare (Fig-
7) [9]. 
 
CONCLUSION 
 
As the number of immunocompromised people rises invasive fungal and fungal-like infections are becoming more 
common and more widely known. These microorganisms frequently result in more subdued infections in 
immunocompetent people, but they have the propensity to spread quickly and can rapidly become fatal in 
immunosuppressed hosts. Imaging is a crucial part of identifying and treating suspected lung infections, and chest 
radiographs and CT scans can show important symptoms. If these symptoms are recognised early, they can 
frequently be utilised to identify the pathophysiologic process and causal agent, as well as possible to improve 
patient management. Because of the non-specific alterations and the presence of anomalies from the underlying 
disease, early detection of fungus infections in oncology patients receiving chemotherapy can be challenging. 
Diagnostic imaging in children at risk for IFD plays a key role in diagnostic evaluation and therapeutic monitoring, 
even if a definite diagnosis cannot be made. Imaging is essential to track therapy response and spot problems. Within 
the last 25 years, diagnostic imaging has undergone a technological revolution. Future research on paediatric 
mycoses is required to better understand the role of these technologies in early identification and the implications of 
using modality-specific data to reduce the number of possible diagnoses for these fatal diseases. Certain fungi and 
fungi-like illnesses have distinct imaging presentations, while others present with more vague symptoms. Therefore, 
it is essential that doctors have a low barrier for ordering imaging and that radiologists have a low threshold for 
suspecting a fungal aetiology of disease in patients who are at high risk of contracting these infections. The 
radiologist should recognize how various infections manifest throughout the body and be able to infer the presence 
of specific organisms based on their distinct illness patterns. 
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Fig-1 An MRI of a 7-year-old girl with pre-B-cell acute 
lymphocytic leukaemia who presented with 
neutropenia, cough, left arm paralysis and left 
homonymous hemianopsia. This MRI of the head 
revealed numerous cortical and subcortical infarcts, as 
well as surrounding oedema, resulting in a mass effect. 
Aspergillus fumigatus was grown from a brain biopsy 
specimen culture 

Fig- 2 Five-year-old girls with refractory central nervous 
system tuberculosis complicated by Aspergillus 
fumigatus ventriculitis. Her case was complicated by 
hydrocephalus, which necessitated the placement of a 
ventriculoperitoneal shunt. She developed a high fever 
and tonic/clonic seizures of the upper limbs while 
receiving antituberculosis treatment. A T1-weighted MRI 
of the brain after gadolinium paramagnetic substance 
infusion revealed significant ventricular dilatation and 
enhancement of the ependymal lining of the left 
ventricle's frontal horn. (Adapted from Antachopoulos 
C, et al. Ventriculitis caused by Aspergillus fumigatus in a 
child with central nervous system tuberculosis.Mycoses 
2011; 54:e627-30.) 
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Fig-3Fungal sinusitis that is invasive. (a-c) A 56-year-old man with poorly controlled diabetes mellitus developed 
invasive mucormycosis-related sinusitis at the time of surgical débridement, resulting in multiple cranial 
neuropathies. (a) A T2-weighted FLAIR MR image of the left maxillary sinus shows hyperintense mucosal oedema 
(solid arrow), as well as asymmetric enlargement and oedema of the left temporalis muscle (dashed arrow). (b) An 
axial contrast-enhanced T1-weighted MR image of the left sphenoid sinus shows enhancing mucosal thickening 
(solid arrow), with enhancement (dashed arrow) extending into the left cavernous sinus.(c) An axial contrast-
enhanced T1-weighted MR image of the sphenoid body shows T1 hypointensity (arrow) due to osteomyelitis. (d, e) 
Nocardia-related sinusitis causes osseous erosion and obliteration of the right ostiomeatal unit in a 45-year-old HIV-
positive man. (d) Coronal CT image of soft-tissue attenuating material (arrow) in the right maxillary sinus, extending 
into the nasal cavity, orbit, and ethmoid air cells. (e) Coronal CT image in bone windows demonstrates 
osseousdestruction of ethmoid air cells and nasal turbinates (arrow). 
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Fig- 4 A 55-year-old man with acute myelogenous leukaemia complicated by Candida-related pericarditis (as 
seen at pericardiocentesis) and constrictive hemodynamics. (a) A nonenhanced transverse CT image of the 
thorax shows pericardial fluid and thickening (arrow), as well as a left pleural effusion. (b) Short-axis cine 
steady-state free precession cardiac MR images obtained during suspended respiration (left) and sniffing (right) 
show interventricular septum flattening during sniffing (arrow). This finding suggests that ventricular 
interdependence is caused by constrictive 

 
Fig - 5 Chest CT of a 38-year-old man with cardiac aspergilloma. Serial, selective, axial-view chest CT images in 
lung and mediastinal windows were taken one month before echocardiography and cardiac MRI. A: An 
intracavitary lesion resembling an invasive lung aspergilloma (blue arrow). B: There is calcification within the 
lesion (blue arrow). C: The patient had a history of bronchiectasis with mucus plugging, low blood pressure, 
and mosaic lung parenchyma attenuation. D: There was an ill-defined hypodensity in the apical left ventricle 
wall in coronal view; no fungating mass was visible (red arrow). 
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Fig - 6(a,b) Acute myelogenous leukaemia and angioinvasive pulmonary aspergillosis are depicted in Figures 
6(a,b). (a) A masslike area of airspace disease with air bronchograms (arrow) and a halo of ground-glass opacity 
in the left upper lung lobe is visible on a transverse CT image of the thorax. (b) A nodule with a ground-glass 
halo of opacity in the posterolateral aspect of the right upper lobe is seen in a transverse CT image of the thorax. 
A hemorrhagic infarct is represented by the halo of ground-glass opacity, and the air-crescent sign (arrow) in the 
nodule is an immune response. (c) Pulmonary cryptococcosis in a 39-year-old man being treated with long-term 
prednisone. A right upper lobe mass (arrow) with a surrounding area of ground-glass opacity and other 
scattered nodules is visible in a transverse CT image of the thorax. 
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Fig-7 Fungal infections in the gastrointestinal tract. (a)Axial contrast-enhanced CT image of a 30-year-old 
woman with a right lower quadrant pancreas transplant and disseminated Candida infection revealed by biopsy 
reveals hypoattenuating tissue surrounding and within the pancreas allograft (arrow). (b) An axial contrast-
enhanced CT image of a 27-year-old immunocompromised man with disseminated blastomycosis involving the 
small bowel shows bowel wall thickening (solid arrow) with mucosal enhancement, adjacent inflammatory fat 
stranding (dashed arrow), and prominence of the adjacent vasculature, which is most commonly seen with 
inflammatory bowel disease. (c)A coronal CT image of a severely immunocompromised 30-year-old man shows 
significant duodenal wall thickening and dilatation (arrow) due to disseminated mucormycosis. The thickening 
of the wall extends to the adjacent liver. (d) A 40-year-old man with type 1 diabetes mellitus has jejunal and 
mesenteric coccidioidomycosis (arrow), which was discovered during surgery. 
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For past decades, the high demand for early detection of breast cancer across many hospitals and 
screening centers has led to new research contributions. According to International Agency of Research 
on Cancer (IARC), early diagnosis of breast tumor provides a better treatment plan for patients. The 
Computer Aided Diagnosis has leveraged the detection of abnormalities in the imaging modalities. 
Amongst several imaging modalities, mammography is a commonly used method for detection of 
abnormalities. The automated breast mass segmentation in mammograms is quintessential, however its 
quite challenging due to the invariable sizes and shapes of tumors. In this study, we propose four 
different segmentation models using UNet for detection and segmentation of breast masses in 
mammogram images. The proposed models Unet128 and Unet256 with two different optimizers which 
are evaluated using CBIS-DDSM dataset. Several hyper parameters are tuned and the observations are 
compared. Amongst the four models, the Unet128Ad yielded an accuracy of 97.1%, a dice score of 89.1% 
and an IOU of 88% compared to other models. 
 
Keywords: Breast cancer, CBIS-DDSM, Segmentation, Deep learning, UNet 
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INTRODUCTION 
 
Breast cancer is a lethal disease among women across globe and considered to be second disease for an increased 
mortality rate worldwide. According to Indian Council for Medical Research, the mortality rate due to this disease is 
high in India and amongst the urban and rural regions, there is a high incidence in the rural areas because of delayed 
diagnosis of the disease [1]. In general, the screening is done based on the population based or risk based on the 
patients. However, these are not employed in rural areas leading to a high risk for women. Early detection of these 
tumors assists a better survival rate of the patients. As a initial process to detect tumor, the procedures such as non-
invasive methods of detection are employed through Mammography, thermography, Computed Tomography, 
Magnetic Resonance Imaging, Positron Emission Tomography and Digital Breast tomosynthesis are employed [2]. 
Among the several imaging modalities, mammography is an efficient and effective tool for diagnosis of the breast 
tumor. Nonetheless, analysis of the mammograms is inferred by expert radiologists and considered to be laborious 
and time-consuming tasks. At times, the diagnosis needs double reading due to the mislead interpretations or leads 
to overdiagnosis. Hence a computer aided diagnosis (CAD) system can be used to assist radiologists for more precise 
diagnosis. It is also unnatural to have expert radiologists across all primary centers and hospitals, hence these 
systems could alleviate the workload of the radiologists. The CAD systems along with artificial intelligence has 
shown a remarkable amelioration in disease diagnosis. There are several abnormalities such as breast lesions or 
masses, irregular tissues, micro calcifications, dense tissues are observed. Amongst these abnormalities, the breast 
lesions or masses are considered for breast tumor detection. For image or patch level detection of masses, 
segmentation plays an inevitable role leading to reduced mortality rate. The early segmentation techniques include 
edge based, regions based and thresholding techniques [4]. The disadvantages of these techniques are illustrated in 
Table 1. 
 
Recently, the advancement of deep learning algorithms, especially convolutional neural networks (CNNs) have 
taken a quantum leap in both computer vision and medical imaging. Deep learning methods have gained enormous 
attention due to its ability in automated feature extraction by learning the underlying patterns in complex images. 
With respect to medical imaging domain, the datasets are of limited size. However, deep learning algorithms need a 
huge volume of data to infer and extract information [18]. Hence, conventional data augmentation is used to build 
our corpus data to train the model. During data augmentation process, it is necessary to choose the values for the 
transformations with utmost care to avoid loss of any vital features from the images.  Among deep learning methods, 
UNet model is majorly employed for segmentation applications across several domains. The proposed UNet model 
have outperformed the state of art methods for mammogram segmentation. The proposed UNet model detect and 
segment the abnormalities in the mammograms. The section II describes the existing works in segmentation of 
mammogram images. Section III gives an overview of the proposed model. While section IV elucidates the 
experiments and results and section V deals with the conclusion and future works. 
 
Related Work 
Parvin Yousefikamal [12] represented a fast and efficient framework for breast cancer diagnosis. There were two 
main parts in this process. Firstly, classifying the image as normal or abnormal and secondly the tumor region 
segmentation. For enhancing the image, preprocessing included noise reduction by means of the block matching and 
3D filtering (BM3D), tag elimination, and pectoral muscle removal from the images. For classifying, CNNs were used 
for extracting the features from images automatically. Determining the area of the tumor was done through Level-set 
area segmentation based on the Spatial Fuzzy Clustering (LS-SFC) which contains spatial and local intensity 
information. The method has been able to extract the tumor area in a more precise way compared to earlier 
traditional methods. Hao Dong, et al., [8], proposed a two-dimensional fully convoluted UNet network for brain 
tumor diagnosis. The authors have scaled up the data by using rigid or affine based deformation along with 
distortion-based transformations. The color brightness techniques are also part of the data augmentation techniques. 
The UNet architecture is adapted for the segmentation task with loss function based on soft dice in order to handle 
unbalanced samples in an adaptive way.  

Dhivya et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57652 
 

   
 
 

In paper [6], Dhivya S et al., have used geometric transformations as conventional data augmentation method to scale 
the data of 20 folds high to feed into deep learning models. This work also used generative adversarial networks to 
synthesize the mammogram images for an enhanced classification of the tumor lesions. Huimin Huang et al., [9], 
proposed a U-net 3+ used on liver and spleen datasets for enhanced segmentation. The re-design of the full - scale 
skip connections are employed. This model aims to yield fewer parameters but are capable to gain insight about 
position aware segmentation maps with enhanced boundaries. The two tasks involved are full scale deep 
supervision and classification guided module (CGM). The initial module is to capture the hierarchical patterns from 
the hierarchical feature maps and a loss function to find the boundary of the organ. CGM provides generalizability of 
the segmentation on non-organ images by jointly training with an image-level classification. From Experimental 
result it is evident that the proposed model performed better on both liver and spleen datasets. 
  
Anoop Sathyan et al has detected the presence of abnormalities in mammogram images, and segmented both masses 
and calcifications in mammogram images using a fully convolutional architecture (UNet) [13]. Two different unets 
are used (1) UNet-Mass, and (2) UNet-Calc, for mass and calcification segmentation, respectively. The UNet-Mass 
was trained on the CBIS-DDSM dataset, whereas the UNet-Calc was trained on the INBreast dataset. Mass 
segmentation and calcification detection are performed. The UNet-Mass can identify most of the mass regions, but it 
still has some false positives and false negatives and can be improved using cropped images. Hui Sun et al [18] 
devised an attention guided dense up sampling network called AUNet for precise segmentation of breast lesions in 
mammograms. In this work, an asymmetrical encoder-decoder with an attention guided up sampling is focused to 
reduce the information loss due to dense up sampling. The model achieved a better fusion of both high and low-level 
features. The model is validated on CBIS-DDSM and IN breast dataset. The model yielded a dice coefficient of81.8% 
for CBIS-DDSM and 79.1% for INbreast. 
 
Xiaobo Lai et al [19] proposed a UNet architecture which is validated using Digital breast tomosynthesis (DBT) 
images, where preprocessing of the data is done by removing the noises followed by contrast enhancement and 
transformation. Median filters are applied to smooth the boundaries for final segmentation process. Data 
augmentation techniques are employed and better UNet model is devised for the segmentation of DBT images and 
yielded a detection accuracy of 0.871. Jiande Pi et al [11] devised an encoder- decoder based architecture namely FS-
UNet which enables feature strengthening to obtain the masses and other cell level enhanced information thereby 
improvised the low level feature layers with that of high level feature maps. The intricate details of the masses such 
as edges, features at different resolutions and internal representations are obtained by applying parallel dilated 
convoluted module. The loss function adopted uses the mutual information between the actual and the target to 
optimize the accuracy. 
 
Haichao Cao et al [20] constructed a novel method to segment the breast masses using an UNet architecture called 
Cas-UNet. This network encompasses six UNetsub networks, that includes channel attention mechanism in a way to 
obtain the contributing feature maps. To address the less data problem, data augmentation is employed using a 
histogram augmentation method. INBreast and CBIS-DDSM are used to validate the proposed model which yielded 
a betteraccuracycompared to existing other methods. There are several other deep learning algorithms such as 
SegNet, DCNN and Mask RCNN were used for segmentation of the images in medical images. In our research work 
we focus on encoder decoder-based network called UNet for segmentation of the breast masses in mammogram 
images. 

METHODOLOGY 

In our proposed work, a segmentation model is developed to segment tumors in the given images. This work 
consists of three main steps: data acquisition, data augmentation, training, and testing of the model.The proposed 
architecture is illustrated in Fig1. 
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Datasets 
The datasets used for this research is the subset of Digital Database for Screening Mammography (DDSM) which 
includes nearly 2,620 scanned film mammography. The CBIS-DDSM, subspace of DDSM which are handled, 
standardized, and curated by radiologists [5]. The regions of interests are extracted, and the skeptical regions were 
also identified and marked. This comprehensive dataset contains masses, calcifications, region of interest and their 
corresponding masks. The mass cases are around 891 and calcification cases are around 753 cases with Mediolateral 
oblique (MLO) and craniocaudal (CC) views. The CBIS-DDSM datasets are publicly available and are widely used in 
several research works in the directions of classification of the masses and the calcifications and also for 
segmentation tasks. Fig 2 represent the full mammogram images and  Fig 3 represent the RoIs and  the 
corresponding masked  images from the dataset.  The training and testing images along with their masses from 
CBIS-DDSM dataset are used for segmentation. For training deep learning models, the dataset should comprise of 
humongous data, hence there is a scope for data augmentation using conventional geometric transformations. 
 
Data Augmentation 
Data augmentation is a data preparation step to scale up the dataset for a better optimized classification.  This 
process involves transformation techniques which are applied to the images resulting in transformed copies for each 
image. The obtained images are quite different to each other which is completely based on the augmentation 
techniques such as shifting, rotating and flipping. The transformation of the images must be done with utmost care 
in a way not to change its target class. Thus, these images can be used for building deep learning models. The dataset 
considered in our research are ROIs, hence major rotation of the images, does not affect the truth markings of the 
image. Hence random rotations can be applied, and corresponding affine transformations can be employed. In paper 
[6], Dhivya S et al have employed conventional augmentation techniques to scale up mammogram datasets for 
classification tasks. It is used to synthesize the size of a training dataset by creating modified versions of images in 
the dataset. The dataset is scaled up for 5-foldhigh which are further used to validate our model. This augmentation 
of the corpus can also be built using deep learning models using generative adversarial networks and Auto encoders. 
In this work, the conventional data augmentation techniques are listed in the Table II. 
 
Segmentation model using UNet 
In our proposed work the benchmark breast cancer datasets are used, and segmentation is done using a deep-
learning algorithm. Olaf ronneberger et al [3] devised an algorithm to segment the biomedical images. The 
architecture consists of an encoder also called as contraction path which infers the context in the image. This encoder 
has a collection of convolution and maxpooling layers. Whereas the other path is a decoder that has a symmetric 
expanding path which involves transposed convolution networks to obtain accurate localization. Thus, both the 
encoder and decoder forman end to end fully convolutional layer. The cropped images and its corresponding ROI 
(Region of Interest) is fed into the UNet model for training; and in the test images ROI is extracted so that the 
classification becomes faster, efficient and enhanced. UNet model is commonly used for segmentation of biomedical 
images. 
 
Evaluation metrics for Segmentation 
The metrics used for evaluation of the model on segmentation tasks are pixel Accuracy, dice coefficient and IOU.The 
True positives(TP), True negatives(TN), False positives(FP), False Negatives(FN) are calculated. The performance 
metrics are used to quantify the performance of the segmentation model on the given dataset.  
Pixel Accuracy: The pixel accuracy denotes the ratio of the pixels in the image which are correctly classified. With 
respect to segmentation tasks, the pixel accuracy is evaluated on binary mask, where the correctly classified pixels 
are denoted as true positive and true negative belong to those that do not belong to the class.It is given in equation 1. 
 

 =  (1) 
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Dice coefficient: Dice coefficient also referred to as theF1-score, which is used to provide the similarity of two 
images. The overlap between the two masks is provided where a 1 stand for accurate overlap whereas 0 indicates no 
overlap. The dice score is calculated as  
 

 =  | ∩ |
| | | |

                                   (2) 

 
 
In case of Dice coefficient calculation of predicted segmentation masks, |A∩B| can be considered as the element-wise 
product between the obtained and actual mask, and then aggregate theobtained matrix. 
Intersection over Union: The Intersection over Union (IoU) metric, also known as the Jaccard index, calculated the 
ratio of overlap between the actual mask and our obtained mask It measures the ratio of number of common pixels 
between the actual and obtained masks to the total number of pixels present in both masks. 

    ( , ) =  
∪ B
∩              (3) 

 
A∩B comprises the pixels commonly found in both the prediction mask and the ground truth mask, whereas the A∪B  
simply includes all pixels found in either actual or obtained mask. 

RESULTS AND DISCUSSION 

The images are resized to 256x256 and 128x128, and they are fed to the respective UNet models UNet128 and 
UNet256.TheUNet model contains 10 convolutional layers where each of the process contains convolution process and 
max pooling which occurs in down sampling followed by merging in up sampling. The different values of parameters 
that contribute towards an enhanced segmentation is investigated. For the given two input sizes, the optimizer used 
are Adam and Rmsprop. The learning rates used are the 1e-5 and 1e-4.  The UNet128Rp, UNet256Rp,UNet128Ad, 
UNet256Ad were trained on a workstation with NVIDIA GeForce GTX TITAN X GPU for 50 epochs with a batch size 
20. The model is trained from scratch rather than using any pre-trained weights. The UNet models UNet256Ad and 
UNet256Rp are time consuming as the inputs involved are of large size. However, the UNet128Ad and UNet128Rp 
consumes lesser time when compared to the other two models. In this work, the UNet is used for binary label 
semantic segmentation, where the pixels are classified into benign and malignant. With respect to loss function, the 
models with RMSprop optimizers are larger than models with Adam optimizers. The results are tabulated in Table III 
and the UNet128Ad have outperformed the other three models with pixel accuracy of 97.1%, dice score of 89.1% and 
IOU of 88%.  

CONCLUSION AND FUTURE WORK 

With respect to medical image segmentation, there is a need to convert the feature maps into a vector and is a tedious 
task for the conversion of a feature map into images.  This research proposed in this paper present an automated 
segmentation algorithm for localizing tumor in digital mammograms. This proposed algorithm UNet, is a deep 
learning technique that are capable for semantic segmentation. The data is augmented using geometric 
transformations such as translation, flipping, shearing and rotation. The proposed four models with two different 
input sizes and two different optimizers are trained from scratch and do not involve any pre-trained weights. The 
proposed models are validated on CBIS-DDSM dataset and outperform the existing methods with a high dice score of 
89.1%. The future work focuses on the usage of other state of art deep learning algorithms such as DCNN, SegNet and 
Y-Net on different mammogram images for segmentation tasks. 
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Table I. Cons of conventional segmentation methods 
Conventional Techniques  Disadvantages 
Edge based methods Not suitable for images with many edges and smooth edges. 

Region based methods 
Specification of seed points. Different seed points have 
different outputs. 

Thresholding techniques 
tedious with medical images as it involves complex intensity 
distributions.  

 
Table I. Number of Training and Testing Samples of CBIS-DDSM 
DATABASE TRAINING TESTING TOTAL 
CBIS-DDSM 1231 361 1592 
 
Table II Conventional Data Augmentation techniques 
Methods Description 
Flipping flipping the image vertically or horizontally 
Rotation  rotates the image by a specified degree. 
Shearing shifts one part of the image like a parallelogram 
Cropping obtaining image in certain position 
Zoom in & out magnify a specific part 
Changing brightness or contrast altering image properties 
 
Table III Comparison of Four Models on Basis of Accuracy, Dice Score, and IOU. 
Dataset Accuracy Dice Score IOU 
UNet256Ad 95.6% 85.3% 84.1% 
UNet128Ad 97.1% 89.1% 88% 
UNet256Rp 90.3% 80.3% 78.4% 
UNet128Rp 94.3% 82.3% 81.9% 
 

 
Fig 1:  UNet architecture for CBIS-DDSM dataset 
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Fig.2.  Sample Images of training set Fig.3.  Sample ROI and Masked Image of training set 

 
Fig.3:  UNet Architecture 
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In this paper, we introduce the notion of Fermatean fuzzy regular closed sets and open sets, Fermatean 
fuzzy generalized regular closed sets and open sets in Fermatean fuzzy topological space. Further, we 
established its properties. 
 
Keywords: Fermatean fuzzy set (FFS), closed Fermatean fuzzy set (CFFS), open Fermatean fuzzy set 
(OFFS), Fermatean fuzzy generalized closed set (FFGCS), Fermatean fuzzy generalized open set (FFGOS), 
Fermatean fuzzy regular closed set (FFRCS), Fermatean fuzzy regular open set (FFROS), Fermatean fuzzy 
generalized regular closed set (FFGRCS) and Fermatean fuzzy generalized regular open set (FFGROS).   
 
INTRODUCTION 
 
Fuzzy set was introduced by L.A.Zadeh [13] in 1965. A lot of research work has been done on Fuzzy set since 1965. In 
1968, C. L. Chang [7] defined the concept of fuzzy topological space and generalized some basic notions of topology 
such as open set, closed set, continuity and compactness in fuzzy topological spaces. The idea of intuitionistic fuzzy 
set was first introduced by K. Atanassov [2] and many works by the same author and his colleagues appeared in the 
literature [[3,4]]. D. Coker [8] subsequently initiated a study of intuitionistic fuzzy topological spaces. B. Boomathi, 
M. Palanisamy [6] defined Generalized regular closed set in Intuitionistic fuzzy topological  spaces in 2017.   S.S. 
Thakur and Rekha Chaturvedi [12] defined generalized closed sets in Intuitionistic fuzzy topological spaces in 2006 
and 2008.  Fermatean fuzzy set was proposed by T. Senapati and R. R. Yager [11] in 2020, and handles uncertain 
information more easily in the process of decision making. Hariwan Z. Ibrahim [10] introduced the concept of 
Fermatean fuzzy topological space and defined open sets, closed sets and continuity to Fermatean fuzzy topological 
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spaces. M.Andal, T. Thiripurasundari[1] introduced the concept of Fermatean fuzzy generalized closed set in 2022. 
The aim of this paper is to introduce the concept of Fermatean regular closed set and Fermatean fuzzy generalized 
regular closed set in Fermatean fuzzy topological spaces. 
 
Preliminaries 
 
Definition 2.1. The intuitionistic fuzzy sets [3] are defined on a non - empty set X as objects having the form I 
= 〈x, α (x), β (x)〉 ∶ x ∈ X , where α (x): X → [0, 1] and  β (x): X → [0, 1] denote the degree of membership and the 
degree of non - membership of each element x∈ X to the set I, respectively, and 0 ≤ α (x) + β (x)  ≤ 1, for all x∈ X. 
 
Definition 2.2. Let X be a universe of discourse. A Fermatean fuzzy set (FFS) [13] F in X is an object having the form 
F = 〈x, α (x), β (x)〉 ∶ x ∈ X ,where α (x): X → [0, 1] and  β (x): X → [0, 1]  including the condition0 ≤  (α (x)) +
 (β (x)) ≤ 1, for all x∈ X. The numbers α (x) and β (x) denote, respectively, the degree of membership and the 
degree of non - membership of the element x in the set F.  
 

For any FFS F and x∈ X, π (x) =  1 − (α (x)) − (β (x)) ) is identified as the degree of indeterminacy of x to F. In 

the interest of simplicity, we shall mention the symbol F = (α ,  β ) for the FFS F = 〈x, α (x), β (x)〉 ∶ x ∈ X . 
 
Definition 2.3. Let F = (α ,  β ), F1 = (α ,  β ) and F2 = (α ,  β ) be three Fermatean fuzzy sets [13] (FFSs), then 
their operations are defined as follows: 

(1) F  ∩  F = (min{α , α }, max{ β ,  β }). 
(2) F  ∪  F  = (max{α , α }, min{ β ,  β }). 
(3) F = (β , α ). 
We say F  is a subset of F  or F  contains F  and we write F  ⊂  F  or F  ⊃  F  if  α ≤ α  and  β ≥  β . 
 

Remark 2.4. If  α  = α  and  β =  β , then F =  F . 
 
Note 2.5. Here, if the union and the intersection are infinite, then we use supremum ”sup” and infimum ”inf” instead 
of maximum ”max” and mini- mum ”min”, respectively. 
 
Notations 2.6. For the sake of simplicity, we use the notion 1X   for the Fermatean fuzzy subset (1, 0) and we use the 
notion 0X for the Fermatean fuzzy subset (0, 1), that is, α = 1 ,β = 0 , α = 0 and β = 1 . 
A Fermatean fuzzy subset F of a non - empty set X is a pair (αF, βF) of a membership function α (x): X → [0, 1] and a 
non - membership function β (x): X → [0, 1] with α (x)) + (β (x)) = (γ (x))  for any x ∈ X  where γF(x): X → [0, 
1] is a function which is called the strength of commitment at point x. 
 
Definition 2.7. Let X be a non – empty set and τ be a family of Fermatean fuzzy subsets of X. If 

(1) 1X and 0X∈ τ , 
(2) for any F1 ,  F2∈ τ , we have  F1 ∩ F2∈ τ , 
(3) for  any{F } ∈ ⊂τ, we have ⋃ ∈ F ∈  τ where I is an arbitrary index set then τ is called a Fermatean fuzzy 

topology [11] on X. 
The pair (X, τ) is said to be Fermatean fuzzy topological space. Every member of τ is called an open Fermatean 

fuzzy subset. The complement of an open Fermatean fuzzy subset is called a closed Fermatean fuzzy subset. 
 

Definition 2.8. Let (X, τ) be a Fermatean fuzzy topological space and F = 〈x, α (x), β (x)〉 ∶ x ∈ X  be a Fermatean 
fuzzy set in X. Then, the Fermatean fuzzy interior and Fermatean fuzzy closure [11] of F are defined by 
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(1) cl(F) = ∩ {H: F ⊂ H and  H is a closed Fermatean fuzzy set in X}. 
(2) int(F) = ∩ {G: G ⊂ F and G is an open Fermatean fuzzy set in X}. 

 
Definition 2.9. An intuitionistic fuzzy topology (shortly IFT) [14] on a non empty set X is a family of an intuitionistic 
fuzzy sets in X satisfying  

(1) 0~, 1~ ∈ τ, 
(2) G ∩  G  ∈  τ  for any G , G ∈  τ, 
(3) ⋃ G  ∈  τfor any {Gj | j∈ J}⊂τ. 
In this case, the pair (X, τ) is called an intuitionistic fuzzy topological space and any intuitionistic fuzzy set in τ is 

called an intuitionistic fuzzy open set (shortly, IFOS) in X. 
 

Definition 2.10. An intuitionistic fuzzy set A = 〈x, α , β 〉 in an intutionistic fuzzy topological space (X, τ) is said to 
be an 

(1) Intuitionistic fuzzy regular closed set [7] (shortly, IFRCS) if A = cl(int(A)) . 
(2) Intuitionistic fuzzy regular open set [7] (shortly, IFROS) if A = int(cl(A)) . 

 
Definition 2.11. Let (X, τ) be an intuitionistic fuzzy topological space. An intuitionistic fuzzy set A = 〈x, α , β 〉 in 
(X, τ) is said to be  

(1) a generalized intuitionistic fuzzy closed set [14] (in shortly GIF - closed set) if IFcl(A) ⊆ G whenever A⊆ G 
and G is intuitionistic fuzzy open set in X. 
The complement of a GIF – closed set is GIF – open set. 

(2) a Intuitionistic fuzzy generalized regular closed set (in shortly IFGR - closed set) [7] if  rcl(A)⊆ U whenever 
A⊆ U and U is intuitionistic fuzzy open set in X. 

 
Definition 2.12. Let (X, τ) be a Fermatean fuzzy topological space. A Fermatean fuzzy set A = (αA, βA) in (X, τ) is said 
to be a Fermatean fuzzy generalized closed set [1](in shortly FFG - closed) if cl(A) ⊆ U whenever A ⊆ U and U is 
open Fermatean fuzzy set. The complement of a FFG - closed set is FFG - open set. 
 
Theorem 2.13 Let (X, τ) be a Fermatean fuzzy topological space [12] and F1 and F2 be Fermatean fuzzy sets in X. Then 
the following are hold: 

(1) F1⊂ cl(F1), 
(2) int(F1) ⊂ F1, 
(3) If F1⊂ F2, then   cl(F1) ⊂ cl(F2), 
(4) If F1⊂ F2, then   int(F1) ⊂ int(F2), 
(5) int(F  ∩  F ) = int(F ) ∩int(F ), 
(6) cl(F  ∪  F ) = cl(F ) ∪cl(F ), 
(7) F1 is open Fermatean fuzzy set if and only if F1 = int(F1) , 
(8) F1 is closed Fermatean fuzzy set if and only if F1 = cl(F1) , 
(9) Int(F ) ∪ int(F ) ⊂ int(F  ∪  F ), 
(10) cl(F  ∩  F ) ⊂ cl(F ) ∩ cl(F ). 

 
Fermatean Fuzzy Regular Closed Sets 
In this section, we introduce the concept of Fermatean fuzzy regular closed sets in Fermatean fuzzy topological 
spaces. 
 
Definition 3.1.A Fermatean fuzzy set A = (αF , βF) of a Fermatean fuzzy topological space (X, τ ) is said to be 
Fermatean fuzzy regular closed if cl(int(A)) = A. 
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Example 3.2. Let X = {e1, e2}.Consider the following family of Fermateanfuzzysubsets τ = {1X, 0X, A1, A2, A3, A1 ∩ A3, 
A1∪ A3} where 
1X= 〈e , α (e ) = 1, β (e ) = 0〉, 〈e , α (e ) = 1, β (e ) = 0〉 , 

0X= 〈e , α (e ) = 0, β (e ) = 1〉, 〈e , α (e ) = 0, β (e ) = 1〉 , 

A1 = 〈e , α (e ) = 0.3, β (e ) = 0.7〉, 〈e , α (e ) = 0.6, β (e ) = 0.6〉 , 

 A2 = 〈e , α (e ) = 0.7, β (e ) = 0.5〉, 〈e , α (e ) = 0.7, β (e ) = 0.6〉 ,         
and 
A3= 〈e , α (e ) = 0.7, β (e ) = 0.8〉, 〈e , α (e ) = 0.7, β (e ) = 0.7〉 .  
Then (X, τ) is a Fermatean fuzzy topological space. Here FFRCS = {1X, 0X, A , A , A ,  A ∪A }. 
 
Theorem 3.3.Every Fermatean fuzzy regular closed set is a closed Fermatean fuzzy set. 
Proof. Let A be a Fermatean fuzzy regular closed set. Therefore, cl(int(A)) = A.Then cl(cl(int(A))) = cl(A).  Hence 
cl(int(A)) = cl(A). But cl(int(A)) = A, we get cl(A)  =  A . Therefore A is a closed Fermatean fuzzy set in (X, τ) . 
Remark 3.4.The converse part of above theorem 3.3 need not be true as seen from the following example. 
 
Example 3.5. From example 3.2,A  ∩ A  is a closed Fermatean fuzzy set. But it is not a Fermatean fuzzy regular closed 
set in (X, τ). 
 
Theorem 3.6. If A and B are two Fermatean fuzzy regular closed sets in (X, τ ), then A ∪ B  is a Fermatean fuzzy 
regular closed set in  (X, τ ) . 
Proof. Let A and B be two Fermatean fuzzy regular closed sets in (X, τ). Because A ∪ B is a closed Fermatean fuzzy set 
in (X, τ), we have cl(int(A∪B)) ⊆ A∪B . Now A = cl(int(A)) ⊆ cl(int(A∪B)) and cl(int(A∪B)) ⊆ cl(int(B)) = B implies that 
cl(int(A ∪ B)) ⊆ A ∪ B . Hence the result. 
 
Remark 3.7.If A and B are two Fermatean fuzzy regular closed sets in (X, τ ) , then A∩B need not be a Fermatean 
fuzzy regular closed set in (X, τ ) . 
 
Example 3.8.From example 3.5,A  ∩ A  is not a Fermatean fuzzy regular closed set in (X, τ). 
 
Proposition 3.9.The following are equivalent: 
(i) A is a Fermatean fuzzy regular closed set, 
(ii) Ac is a Fermatean fuzzy regular open set, 
(iii) int(cl(A)) ⊆ A, 
(iv) int(cl(A)) ⊇ Ac . 
 
Theorem 3.10.The closure of a open Fermatean fuzzy set is a Fermatean fuzzy regular closed set. 
Proof. Let A be a open Fermatean fuzzy set in (X, τ).  Clearly, int(cl(A)) ⊆ cl(A) implies that  cl(cl(int(A))) ⊆ cl(A). 
Now, A is open Fermatean fuzzy set implies that, A ⊆int(cl(A))  and hence  cl(A) ⊆ cl(int(cl(A))). Thus cl(A) is a 
Fermatean fuzzy regular closed set. 
 
Fermatean Fuzzy Generalized Regular Closed Sets 
 In this section, we introduce the concept of Fermatean fuzzy generalized  regular closed sets in Fermatean fuzzy 
topological space. 
 
Definition 4.1.Let (X, τ) be a Fermatean fuzzy topological space. A Fer- matean fuzzy set A in (X, τ) is said to be a 
Fermatean fuzzy generalized regular closed set (in shortly FFGR - closed set) if rcl(A) ⊆ U whenever A ⊆ U and U is 
open Fermatean fuzzy set. 
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Example 4.2. Consider the Fermatean fuzzy topological space in example 3.2. Take,  
A = 〈e , α (e ) = 0.4, β (e ) = 0.7〉, 〈e , α (e ) = 0.5, β (e ) = 0.7〉  is a Fermatean fuzzy set in (X, τ). Clearly, A is a 
Fermatean fuzzy generalized regular closed  set in (X, τ). 
 
Definition 4.3.Let A be a Fermatean fuzzy set in a Fermatean fuzzy topo- logical space (X, τ). Then Fermatean fuzzy 
generalized regular closure and Fermatean fuzzy generalized regular interior of A are defined by 
(1) FFGrcl(A) = ∩ {H : A ⊆ H and H is Fermatean fuzzy generalized regular closed set in X} . 
(2) FFGrint(A) = ∪ {G : G ⊆ A and G is Fermatean fuzzy generalized regular open set in X} . 

 
Theorem 4.4.Every Fermatean fuzzy regular closed set is a Fermatean fuzzy generalized regular closed set. 
Proof. Let A be a Fermatean fuzzy regular closed set in a Fermatean fuzzy topological space (X, τ).  Let  U  be  a  open  
Fermatean  fuzzy  set  in  (X, τ) such that A ⊆ U. Since A is Fermatean fuzzy regular closed set, we have rcl(A)= A ⊆ 
U. Therefore rcl(A) ⊆ U. Hence A is a Fermatean fuzzy generalized regular closed set. 
 
Remark 4.5. The converse part of the above theorem 4.4 need not be true as seen from the following example. 
 
Example 4.6.From example 4.2, A is a Fermatean fuzzy generalized regular closed set. But it is not a Fermatean fuzzy 
regular closed set in (X, τ). 
 
Theorem 4.7.Every Fermatean fuzzy generalized regular closed set is a Generalized Fermatean fuzzy closed set. 
Proof. Let A be a Fermatean fuzzy generalized closed regular set in (X, τ) and U be a open Fermatean fuzzy set such 
that A ⊆ U. By our assumption, rcl(A) ⊆ U. Also, cl(A) ⊆ rcl(A) ⊆ U. Hence A is a Fermatean fuzzy generalized 
closed set in (X, τ). 
 
Remark 4.8. The following example shows that the converse of the above theorem 4.7 is not true as seen from the 
following example. 
 
Example 4.9. From example 3.2,A  ∩ A  is a closed Fermatean fuzzy set. But it is not a Fermatean fuzzy generalized 
regular closed set in (X, τ). 
 
Theorem 4.10. If A and B are Fermatean fuzzy generalized regular closed sets in (X, τ), then A ∪ B is also a 
Fermatean fuzzy generalized regular closed set in (X, τ). 
Proof. Let U be a open Fermatean fuzzy set in (X, τ) such that A∪ B ⊆ U. Now A ⊆ U and B ⊆ U. Since A and B are 
Fermatean fuzzy generalized regular closed sets in (X, τ), rcl(A) ⊆ U and  rcl(B) ⊆ B. Therefore rcl(A) ∪ rcl(B)⊆ U. 
Since rcl(A) ∪ rcl(B)= rcl(A∪B), rcl(A∪B) ⊆ U. Therefore A∪B is a Fermatean fuzzy generalized regular closed set in (X, 
τ). 
 
Remark 4.11. If A and B are Fermatean fuzzy generalized regular closed sets in (X, τ), then A∩B is not a Fermatean 
fuzzy generalized regular closed set in (X, τ) as seen from the following example. 
 
Example 4.12. Consider the Fermatean fuzzy topological space in example 3.2. From example 4.9,A  ∩ A  is not a 
Fermatean fuzzy generalized regular closed set in (X, τ). 
 
Theorem 4.13. Let (X, τ) be a Fermatean fuzzy topological space. If A is Fermatean fuzzy generalized regular closed 
set and A ⊆ B ⊆ rcl(A), then B is Fermatean fuzzy generalized regular closed set in (X, τ) . 
Proof. Let (X, τ) be a Fermatean fuzzy topological space. Let U be a open Fermatean fuzzy set such that B ⊆ U.  Since 
A ⊆ B, A ⊆ U and A is a Fermatean fuzzy generalized regular closed set, rcl(A) ⊆ U . But rcl(B) ⊆rcl(A).  Since B 
⊆rcl(A) and also rcl(B) ⊆ U. Therefore B is a Fermatean fuzzy generalized regular closed set in (X, τ). 
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Theorem 4.14. If a Fermatean fuzzy set A is both Fermatean fuzzy regular open and Fermatean fuzzy generalized 
regular closed set in (X, τ) then A is a Fermatean fuzzy generalized regular closed set in (X, τ ) . 
Proof. Let A be both Fermatean fuzzy regular open and Fermatean fuzzy gen- eralized regular closed set in (X, τ). 
Since every Fermatean fuzzy regular open set is a open Fermatean fuzzy set and A ⊆ A, rcl(A) ⊆ A. Also A ⊆ rcl(A). 
Therefore, rcl(A) = A .  ie., A  is a Fermatean fuzzy generalized regular closed set in (X, τ ) . 
 
Theorem 4.15. If a Fermatean fuzzy set A is both open Fermatean fuzzy set and Fermatean fuzzy generalized regular 
closed set in (X, τ) then A is a closed Fermatean fuzzy set in (X, τ). 
Proof. Suppose that A is a both open Fermatean fuzzy set and Fermatean fuzzy generalized regular closed set in (X, 
τ). Now, A ⊆ A, we have A ⊆ rcl(A). Therefore, rcl(A) = A  and hence A  is a closed Fermatean fuzzy set in (X, τ ) . 
 
Theorem 4.16. In a Fermatean fuzzy topological space (X, τ) if FFO(X) = {1X, 0X}, where FFO(X)  is  the  family  of  all  
open  Fermatean  fuzzy  sets then every Fermatean fuzzy subsets of (X, τ ) is Fermatean fuzzy generalized      regular 
closed set. 
Proof. Let (X, τ) be a Fermatean fuzzy topological space and FFO(X) = {1X, 0X}. Let  A  be  any  Fermatean  fuzzy  
subset  of  (X, τ) .  Suppose that       A = 0X. Then 0X is a Fermatean fuzzy generalized regular closed set in (X, τ). 
Suppose that A ≠ 0X. Then 1X is the only open Fermatean fuzzy set containing A and so πcl(A) ⊆ 1X .  Hence A is a 
Fermatean fuzzy generalized regular closed set in (X, τ). 
 
Theorem 4.17. Let A be a Fermatean fuzzy generalized regular closed set in (X, τ) and rcl(A) ∩ 1 −  rcl(A) =  0 . 
Then rcl(A)− A does not contain any non – zero closed Fermatean fuzzy set in (X, τ). 
Proof: Let A be a Fermatean fuzzy generalized regular closed set in (X, τ) and rcl(A) ∩ 1 −  rcl(A) =  0 . Now to 
prove the result by contradiction method. Let B be a closed Fermatean fuzzy set such that Then rcl(A)– A ⊇ B and B 
≠  0 . 
Now B ⊆  rcl(A)– A. ie., B ⊆ 1 −  A which implies A ⊆ 1 −  B. Since B is closed Fermatean fuzzy set in (X, τ), 1 −  B 
is open Fermatean fuzzy set in (X, τ). Since A is Fermatean fuzzy generalized regular closed set in (X, τ), by the 
definition rcl(A)⊆ 1 −  B. Therefore B ⊆ 1 −  rcl(A). Since B ⊆ rcl(A) and B ⊆ rcl(A) ∩ (1 −  rcl(A)) =  0 , by 
hypothesis. This shows that B = 0 . Which is contradiction to our assumption. Hence rcl(A)– A does not contain any 
non-zero closed Fermatean fuzzy set in (X, τ). 
 
Theorem 4.18. Let A be a Fermatean fuzzy generalized regular closed set in (X, τ) and rcl(A) ∩ 1 −  rcl(A) =  0 . 
Then rcl(A)− A does not contain any non – zero Fermatean fuzzy regular closed set in (X, τ). 
Proof.Follows from theorem 4.17 and the fact that every Fermatean fuzzy regular closed set is a closed Fermatean 
fuzzy set in (X, τ). 
 
Fermatean Fuzzy Regular Open Sets 
 
Definition 5.1. A Fermatean fuzzy set A = (αF, βF) of a Fermatean fuzzy topological space (X, τ ) is said to be 
Fermatean fuzzy regular open if int(cl(A)) = A. 
 
Example 5.2. Consider a Fermatean fuzzy topological space (X, τ) in example 3.2. Then FFROS = {1X, 0X, A1, A2, A3, A1 
∩ A3} is a Fermatean fuzzy regular open sets in (X, τ). 
 
Theorem 5.3.Every Fermatean fuzzy regular open set is a open Fermatean fuzzy set. 
Proof.  Let A be a Fermatean fuzzy regular open set.  Therefore, int(cl(A)) = A. Then int(int(cl(A))) = int(A). Hence 
int(cl(A)) = int(A). But int(cl(A)) = A, we get int(A) = A .  Therefore A is a open Fermatean fuzzy set in (X, τ). 
 
Remark 5.4.The converse part of above theorem 5.3 need not be true as seen from the following example. 
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Example 5.5. From example 5.2, A1 ∪ A3 is a open Fermatean fuzzy set, but it is not a Fermatean fuzzy regular open 
set in (X, τ). 
 
Theorem 5.6.If A and B are two Fermatean fuzzy regular open sets in (X, τ), then A ∩ B  is a Fermatean fuzzy regular 
open set in  (X, τ ). 
 
Proof. Let A and B be two Fermatean fuzzy regular open sets in (X, τ).  Because A ∩ B is a open Fermatean fuzzy set 
in (X, τ), we have int(cl(A∩B))⊇A∩B. Now A = int(cl(A)) ⊇ int(cl(A∩B)) and int(cl(A∩B)) ⊇ int(cl(B)) = B implies that 
int(cl(A∩B)) ⊇ A∩B. Hence the result. 
 
Remark 5.7. If A and B are two Fermatean fuzzy regular open sets in (X, τ), then A∪ B need not be a Fermatean fuzzy 
regular open set in (X, τ). 
 
Example 5.8.From example 5.2, A1UA3 is not a Fermatean fuzzy regular open set in (X, τ). 
 
Theorem 5.9.The interior of a closed Fermatean fuzzy set is a Fermatean fuzzy regular open set. 
Proof. Let A be a closed Fermatean fuzzy set in (X, τ). Clearly, cl(int(A)) ⊇ int(A) implies that int(cl(int(A))) ⊇ int(A). 
Now, A is closed Fermatean fuzzy set, A⊇cl(int(A)) and hence int(A) ⊇int(cl(int(A))). Thus int(A) is a Fermatean 
fuzzy regular open set in (X, τ ) . 
 
Fermatean Fuzzy Generalized Regular Open Sets 
 
Definition 6.1.A Fermatean fuzzy set A in a Fermatean fuzzy topological space (X, τ ) is said to be Fermatean fuzzy 
generalized regular open set if Ac is Fermatean fuzzy generalized regular closed set in (X, τ ) . 
 
Example 6.2.From example 4.2, Ac is a Fermatean fuzzy generalized reg- ular open set in (X, τ ) . 
 
Theorem 6.3.Every Fermatean fuzzy regular open set is a Fermatean fuzzy generalized regular open set. 
Proof. Let Ac be a Fermatean fuzzy regular open set in a Fermatean fuzzy topological space (X, τ ) . Therefore A is a 
Fermatean fuzzy regular closed set. From theorem 4.4, A Fermatean fuzzy generalized regular closed set in (X, τ). 
Therefore, Ac is a Fermatean fuzzy generalized regular open set in (X, τ ) . 
 
Remark 6.4.The converse part of the above theorem 6.3 need not be true as seen from the following example. 
 
Example 6.5. From example, 6.2, Ac is a Fermatean fuzzy generalized regular open set in (X, τ) . But it is not a 
Fermatean fuzzy regular open set in (X, τ ) . 
 
Theorem 6.6.Every Fermatean fuzzy generalized regular open set is a Fer- matean fuzzy generalized open set. 
Proof. Let Ac be a Fermatean fuzzy generalized regular open set in a Fermatean fuzzy topological space (X, τ) . 
Therefore A is a Fermatean fuzzy generalized regular closed set. From theorem 4.7, A is a Fermatean fuzzy 
generalized closed set in (X, τ). Therefore, Ac is a Fermatean fuzzy generalized open set in (X, τ). 
 
Remark 6.7.The converse part of the above theorem 6.6 need not be true as seen from the following example. 
 
Example 6.8.From example, 5.2, A1UA3 is a Fermatean fuzzy generalized open set in (X, τ). But it is not a Fermatean 
fuzzy generalized regular open set in (X, τ). 
 
Theorem 6.9. Let A be a Fermatean fuzzy generalized  regular open set in (X, τ). If B is a Fermatean fuzzy set in (X, τ) 
such that πint(A)⊆ B ⊆A, then B is also a Fermatean fuzzy generalized regular open set in (X, τ ) . 
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Proof. Now Ac is a Fermatean fuzzy generalized regular closed set and B is a Fermatean fuzzy set in (X, τ) such that 
Ac ⊆ Bc ⊆ rint(A)c.  By theorem 4.13,  Ac ⊆ Bc ⊆ int(A)c  = rcl(Ac). Hence by theorem 4.13,Bc is Fermatean fuzzy 
generalized regular closed set in (X, τ). Hence by definition 6.1, B is a Fermatean fuzzy generalized regular open set 
in (X, τ). 
 
Theorem 6.10. A Fermatean fuzzy set A of a Fermatean fuzzy topological space (X, τ) is Fermatean fuzzy generalized 
regular open iff B ⊆ rint(A) whenever B ⊆ A and B is closed Fermatean fuzzy set in (X, τ ) . 
Proof. Suppose that A is a Fermatean fuzzy set such that B⊆ rint(A) whenever B  ⊆  A and B is closed Fermatean 
fuzzy set in (X, τ) . Let Ac ⊆ U and U is an open Fermatean fuzzy set in (X, τ).  Since Ac ⊆ U, Uc ⊆ A .Hence by 
assumption we have Uc ⊆ rint(A).  i.e, rint(A)c ⊆ U .  Also, rint(A)c = rcl(Ac) . Therefore, rcl(Ac) ⊆U ,  which  implies  
that  Ac  is a Fermateanfuzzy generalized regular closed set in (X, τ). By definition 6.1, A is Fermatean fuzzy 
generalized regular open set in (X, τ ) . 
 
Conversely, assume that A is Fermatean fuzzy generalized regular open set in (X, τ) and B be a closed Fermatean 
fuzzy set in (X, τ).Then Bc is open Fermatean fuzzy set in (X, τ ) and Ac ⊆ Bc . Since Ac is Fermatean fuzzy generalized  
regular closed set in  (X, τ ) ,  rcl(Ac) = rint(A)c ⊆ Bc  which implies that B ⊆ rint(A). 
 
Theorem 6.11. If A and B are Fermatean fuzzy generalized regular open sets in (X, τ), then A∩B is a Fermatean fuzzy 
generalized regular open set in (X, τ) . 
 
Proof. Let A and B be two Fermatean fuzzy generalized  regular  open sets in (X, τ) .  Then by definition 6.1,  Acand  
Bc  are Fermatean fuzzy generalized regular closed sets in (X, τ) . By theorem 4.10, Ac ∪ Bc is also a Fermatean fuzzy 
generalized regular closed  set  in  (X, τ). That is, Ac ∪ Bc = (A ∩ B)c .  Therefore (A ∩ B)c is a Fermatean fuzzy 
generalized regular closed set in (X, τ ). By definition 6.1,A ∩ B is a Fermatean fuzzy generalized regular open set in 
(X, τ). 
 
Remark 6.12. If A and B are Fermatean fuzzy generalized regular open sets in (X, τ) , then A∪ B need not be a 
Fermatean fuzzy generalized regular open set in (X, τ ) as seen from the following example. 
Example 6.13. Consider the Fermatean fuzzy topological space (X, τ) in example 3.2. From example 5.2, A1UA3 is not 
a Fermatean fuzzy generalized regualr open set in (X, τ ) . 
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Survey studies can play an important role in the prediction of rheumatoid arthritis (RA) by deep neural 
networks (DNNs). Surveys can be used to collect information about various risk factors, symptoms, and 
other relevant data that can be used to train the DNN. This information can then be fed into the DNN, 
allowing it to learn patterns and make predictions about the likelihood of RA. A survey study could 
collect data on a patient's age, sex, family history, lifestyle habits, and other medical history. This data 
can be used to create a DNN model that predicts the likelihood of RA based on these factors. The DNN 
can be trained on large amounts of data from survey studies, improving its accuracy in predicting RA. In 
addition, survey studies can also be used to validate the predictions made by the DNN. By comparing 
the predictions of the DNN with the actual diagnosis of RA, the accuracy of the model can be evaluated 
and improved. Overall, survey studies play an important role in the development of DNN models for the 
prediction of RA by providing the data needed for training and validation. The use of DNNs combined 
with survey data can lead to improved accuracy in RA prediction and improve patient outcomes. 
 
Keywords: Rheumatoid Arthritis, DNN, PREDICTION,GAN,AUTOENCODER 
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INTRODUCTION 
 
Rheumatoid Arthritis (RA) is a widespread inflammatory condition that affects the joints and causes pain and 
swelling. It affects nearly 1% of the global population, making it a widespread issue.1 Being a chronic autoimmune 
disease, RA comes with a considerable burden of suffering and significant healthcare costs. Despite the various 
treatments available, the progression of the disease varies greatly among individuals and there is a wide variation in 
response to treatment. 2 Despite the advancements in treatment options and clinical management, it is still 
uncommon for patients to achieve remission and long-lasting response. 
 
Deep learning, a branch of artificial intelligence, has revolutionized computer vision7 and has shown significant 
success in various clinical applications that involve image data in the fields of biomedical12 and healthcare13,14. This 
technology is being rapidly applied to various EHR-related data sets,15 however, as with any new field, there are 
still numerous opportunities and challenges to be explored.12,16 which is discussed in detail in this article amongst 
RA disease[1]. 
 
LITERATURE SURVEY STUDY 
 
REVIEW ON DEEP LEARNING TECHNIQUES 
Deep learning has indeed revolutionized the field of artificial intelligence and has achieved state-of-the-art results in 
a wide range of applications, such as image classification, natural language processing, and speech recognition, 
among others. One of the key advantages of deep learning is its ability to learn hierarchical representations of the 
input data, which allow it to capture complex patterns and features in the data. By using multiple hidden layers in 
the network, deep learning models can learn increasingly abstract representations of the input data, resulting in 
improved performance on various tasks. Additionally, the use of non-linear activation functions in the neurons 
enables the network to learn non-linear relationships between the input and output [2],[3]. However, it's important 
to note that training deep neural networks can be computationally expensive and requires a large amount of labeled 
data to achieve good results. The network's architecture also plays a crucial role in its performance, and choosing the 
right architecture for a specific task can be challenging. Despite these limitations, deep learning has proven to be a 
powerful tool in solving real-world problems, and its use is only expected to grow in the future[4],[5],[6]. 
 
An auto-encoder is a type of deep learning architecture that is trained to reconstruct its input. The encoder part of the 
network compresses the input into a lower-dimensional representation, while the decoder part reconstructs the 
original input from this lower-dimensional representation. The goal of training is to minimize the difference between 
the original input and the reconstructed input, usually using a reconstruction loss function such as the mean squared 
error [5]. Auto-encoders are commonly used for unsupervised learning tasks, such as dimensionality reduction and 
representation learning. By learning a compact representation of the input data, auto-encoders can effectively 
capture the most important features and patterns in the data, which can then be used for various downstream tasks, 
such as clustering or classification. Additionally, auto-encoders can also be used for generative tasks, such as 
generating new data samples from the learned representation. For example, by sampling from the distribution of the 
learned latent representation, one can generate new data samples that are similar to the training data. In summary, 
auto-encoders are a versatile and powerful tool in deep learning that have found a wide range of applications in 
various fields. 
 
Generative Adversarial Networks (GANs) are a class of generative models that use a two-part architecture consisting 
of a generator network and a discriminator network [7],[8]. The generator network generates new data samples from 
a random noise vector, while the discriminator network is trained to distinguish between the generated samples and 
real data samples. During training, the two networks are trained alternately, with the generator trying to generate 
more realistic samples that can fool the discriminator, and the discriminator trying to get better at detecting fake 
samples. The training process continues until the generator is able to produce samples that are indistinguishable 

Nalini and Prabavathy 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57669 
 

   
 
 

from real data, and the discriminator is unable to make a clear distinction between the two. GANs have become a 
popular choice for generative tasks in deep learning, especially in areas such as computer vision and graphics. They 
have the ability to generate high-quality images, videos, and even music, and have been applied to a wide range of 
tasks, such as super-resolution, style transfer, and inpainting, among others. However, it's important to note that 
GANs can be difficult to train, and the training process can be unstable and prone to mode collapse, where the 
generator produces samples that are only a limited subset of the possible outputs. To overcome these challenges, 
various techniques have been proposed, such as modifying the loss function, using architectural improvements, or 
stabilizing the training process. Convolutional Neural Networks (CNNs) are a type of deep learning architecture that 
are specifically designed for image recognition and computer vision tasks. They are called "convolutional" because 
they use convolutional layers, which perform a mathematical operation called convolution on the input data. This 
operation helps to extract and learn features from the input images, such as edges, shapes, and textures. 
Additionally, CNNs use pooling layers, which reduce the spatial dimensions of the feature maps while retaining 
important information. This makes the CNN more robust to variations in the position and size of objects in an image, 
and reduces the number of parameters that need to be learned, which helps to prevent over fitting[9],[10]. 
 
CNNs have been very successful in various computer vision tasks, such as image classification, object detection, and 
segmentation, due to their ability to automatically learn and extract important features from the input data. They 
have also been used in medical image analysis, such as detecting bone erosions and measuring synovitis disease in 
Doppler Ultrasound images. However, as you mentioned, training a CNN requires a large amount of data and 
carefully tuned training parameters. This can be a challenge, especially in the medical domain, where annotated data 
is often scarce and limited. To overcome this challenge, various techniques have been proposed, such as transfer 
learning, data augmentation, and domain adaptation, to make effective use of limited annotated data and improve 
the performance of CNNs in medical image analysis. 
 
Some of following research articles are tabulated with its techniques adapted along modality. 

Reference Year Technique Dataset size No. of patients or 
images 

Modality⁎ 

Thomson et al., [11] 2015 RFRVCL/SVM 500 images X-ray 

Subramoniam et al., [12] 2015 SVM 130 images Radiographs 

Antony et al., [13] 2016 CNN 4476 patients MRI 

Gornale et al., [15] 2016 Active Contour 
Segmentation 

200 images X-ray 

Gornale et al., [15] 2016 KNN 207 images X-ray 

Yoo et al., [16] 2016 k-means 60 patients EHR 

Gornale et al., [17] 2017 HoG/SVM 616 images X-ray 

Antony et al., [13] 2017 FCN/CNN 7502 patients MRI 

Lezcano-Valverde et 
al., [18] 2017 Random Survival Forest 1741 patients EHR 

Murakami et al., [19] 2018 CNN 30 patients Radiographs 

Tang et al., [20] 2018 CNN – Ultrasound 

Orange et al., [21] 2018 SVM 129 patients 
Tissue 
Samples 

Nalini and Prabavathy 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57670 
 

   
 
 

Reference Year Technique 
Dataset size No. of patients or 
images Modality⁎ 

Norgeot et al., [22] 2019 LSTM 820 patients EHR 

Hemalatha et al., [23] 2019 CNN – Ultrasound 

Abedin et al., [24] 2019 
ElasticNet/Random 
Forest/CNN 4796 patients MRI 

Chen et al., [25] 2019 Yolo v2 – X-ray 

Tiulpin et al., [26] 2019 ResNet-34 – Radiographs 

Norman et al., [27] 2019 U-Net 500 images X-ray 

Tiuplin et al., [28] 2019 Deep Learning Regression – X-ray 

Liu et al., [29] 2020 Fast RCNN – X-ray 

Tolpadi et al., [30] 2020 DenseNet-121  MRI 

Hoang et al., [31] 2020 Forest Regression Voting – X-ray 

Bonaretti et al., [32] 2020 - Extended Phase Graph 
(EPG) 10 patients MRI 

Dang et al., [33] 2020 CNN 200 patients X-ray 

Von et al., [34] 2020 RetinaNet – X-ray 

Chen et al., [35] 2019 CNN – X-ray 

Nguyen et al., [36] 2020 Siamese Network 500 images X-ray 

 
REVIEW ON RA PREDICTION TECHNIQUES 
 
In a study by Antony et al. [4], the authors applied Convolutional Neural Networks (CNNs) on knee radiographs of 
4,476 participants to determine their knee severity using the Kellgren and Lawrence Grade. The results showed that 
the CNNs, using pre-trained models such as VGG16, VGG-M-128, and BVLC Caffenet, outperformed the OA 
classification method using Wndchrm, a popular open-source tool for biological image analysis. The features 
extracted from the conv4 layer and pool5 layer of VGG-M-128, as well as the conv5 layer and pool5 layer of BVLC 
Caffenet, had higher classification accuracy compared to the fully connected layers (fc6 and fc7) of the VGGnets and 
Caffenet. on using deep learning techniques for the diagnosis and prediction of Rheumatoid Arthritis (RA) 
progression. The study by Norgeot et al. uses a Long Short-Term Memory (LSTM) based technique to analyze the 
electronic health records (EHR) of patients. The dataset consists of 820 patients and the results show the effectiveness 
of using LSTM for this purpose. 
 
On the other hand, the study by Li et al. uses Convolutional Siamese Neural Networks (CSNNs) to score the severity 
of knee injury using the KL grading scale. They use a fine-tuned ResNet-34 as a baseline and propose a novel 
approach that uses Siamese networks to reduce the number of learnable parameters, making the model less sensitive 
to noise. The study uses radiographs from both MOST and OAI datasets and achieves a multiclass accuracy of 
66.71% and AUC of 0.93 on the OAI dataset. However, the study also highlights some limitations of the model, such 
as the potential to learn irrelevant features. The results are available to the public through the publicly available code 
and dataset. 
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The papers you described focus on developing techniques for the prediction of osteoarthritis progression. The study 
by Tiulpin et al. presents a multimodal pipeline for the prediction of osteoarthritis progression using a combination 
of Convolutional Neural Network (CNN) and other features such as age, sex, BMI, injury, surgery, WOMAC score, 
and KL-grade. The best model achieved an AUC of 0.81 and an AP of 0.70. The researchers also used GradCAM to 
verify that the model was learning the correct features. 
 
The study by Bonaretti et al. presents the mean characteristics of the OAI Control and Incidence Cohort of patients 
with osteoarthritis. The study shows that the symptomatic progression of osteoarthritis is higher in patients with 
higher age and BMI compared to the control group. The study by Nguyen et al. proposes a method for early 
detection of osteoarthritis using a novel variant of the Siamese network and a Deep SSL technique. The researchers 
found that their SAM-HV architecture outperformed the baseline model, with an accuracy of 58% for early detection 
of osteoarthritis (KL = 2) with 500 samples per KL grade and an accuracy of 74% with 1000 samples per KL grade. 
Moreover, incorporating other types of data such as lifestyle data, imaging data, and genetic data in the predictive 
models could improve their accuracy. In order to achieve this, it is necessary to develop new data integration and 
fusion methods. Additionally, attention should be paid to interpretability and explainability of the models, as well as 
their generalization ability to different populations and datasets. Moreover, it is also crucial to evaluate the 
performance of these models in real-world settings and to compare their performance with traditional methods, such 
as radiographs and clinical examination. The development of deep learning models for the diagnosis of OA and RA 
requires close collaboration between computer scientists, medical doctors, and radiologists. This will ensure that the 
models are developed with a deep understanding of the underlying medical concepts and can be easily integrated 
into the clinical workflow. Finally, it is important to consider ethical and privacy issues when developing these 
models. The models should be developed in a way that protects the privacy of patients and ensures that their data is 
used only for the purposes of medical research and treatment. In conclusion, machine learning and deep learning 
techniques have great potential for the diagnosis of OA and RA and have already shown promising results in several 
studies. However, further research is needed to fully realize their potential and to make these models widely 
adopted in clinical practice. 
 
CONCLUSION 
 
The literature review does indicate a gap in research on the use of deep learning for the diagnosis of rheumatoid 
arthritis. Both of these areas could benefit from further research and exploration.The use of imaging technology and 
electronic health records (EHRs) has the potential to revolutionize the way of diagnose and treat types of rheumatic 
diseases. With the increasing amount of data stored in EHRs, machine learning algorithms can be trained to analyze 
this data and provide more accurate and early diagnoses. It enables healthcare providers to make more informed 
treatment decisions.In conclusion, combining imaging technology and EHRs with machine learning algorithms has 
the potential to significantly improve the diagnosis and treatment of osteoarthritis and other rheumatic diseases. This 
research direction could lead to a better understanding of these conditions and improve patient outcomes. 
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Triptans developed exclusively for treating migraines have revolutionised migraine therapy and are 
frequently used to treat migraines that are currently active. Triptans are available in a range of dose 
forms, including oral pills, tablets that dissolve slowly in the mouth, films that dissolve quickly in the 
mouth, nasal sprays, and subcutaneous injections. Sumatriptan is also offered as a suppository in Europe. 
The pharmacological profiles of triptans, which include T1/2, Tmax, Cmax, metabolism, and drug-drug 
interaction profiles among other parameters and pharmaceutical evaluation parameters of triptan 
formulations, show how different they are in many aspects. It is unclear how or whether these 
differences translate into differences in clinical effectiveness and tolerability. Triptans' onset of action 
may also be influenced by delivery systems. A migraine attack is classified based on the following 
factors: peak intensity, time to peak intensity, level of accompanying symptoms such as nausea and 
vomiting, time of associated symptoms, comorbids conditions, and concurrent therapies that may cause 
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drug-drug interactions. The clinician's armamentarium is constantly increasing with medicines that are 
accessible in a range of formulations and doses and have acceptable safety and tolerability characteristics.  
 
Key words:  Anti migraine drugs, Triptans, Clinical evaluation, Clinical features, pharmaceutical 
evaluation 
 
 
INTRODUCTION 
 
Migraine headache pain is often expressed as a pulsing sensation in a specific part of the head. However, it is much 
more; the IHS classifies migraines based on their severity and frequency of attacks, as well as other symptoms 
namely vomiting, nausea and sensitivity to sound and light. Migraine is 3 times more prevalent in women than in 
males and affects more than 10% of the world's population [1]. Migraine sufferers frequently have repeated episodes 
that are triggered by a variety of circumstances, including stress, anxiety, hormonal changes, bright or flashing lights, 
lack of food or sleep, and dietary ingredients [2]. Migraine in some women may be related to variations in hormonal 
levels during their menstrual cycle. For many years, experts thought migraine was caused by the dilatation and 
constriction of blood vessels in the brain [3]. Types of migraine based on “aura,” briefly shown in (Figure 1). 
 
Classification of Antimigraine drugs 
Ergot alkaloids, agonists or partial agonists at a particular subtype of 5-Hydroxy Triptamine1-like receptors, ß-
adrenoceptor antagonists, calcium antagonists, anti-emetics, and NSAIDS are the major migraine medications [4]. 
Diagrammatic representation of Antimigraine drugs classification shown in (Figure 2). 
 
Mechanism of Triptans 
Triptans are Serotonin receptor agonists that have a high attraction for the 5-HT1B and 5-HT1D receptors. The 
activation of 5-HT1B receptors on blood vessel smooth muscle cells results in cranial vasoconstriction [5]. The 
mechanism of action for several headache and triptan medications is depicted in a schematic in (Figure 3&4). 
 
CLINICAL EVALUATION OF TRIPTANS: 
The first half of 2021 had seen seven triptans in the market in some countries. They are zolmitriptan, sumatriptan, 
naratriptan, almotriptan, rizatriptan, eletriptan, and frovatriptan in order of clinical circumstance (Table 1). Based on 
clinical features, triptan formulations were classified in two categories. These are Group-I and Group-II. Group-I 
category triptans have faster onset of action, higher potency and higher recurrence. Group-II category triptans have 
slowest onset of action, low potency and lower recurrence. Clinical features of triptan formulations are briefly 
detailed in (table2). 
 
PHARMACEUTICAL EVALUATION OF TRIPTANS 
Until date, for the triptans formulation different polymers used, manufacturing techniques, pre-compression, post 
compression parameters and findings related  review was detailed in (Table-3). 
 
Current Statistics of Triptans 
The majority of triptans were developed and introduced in the 1990s. Further research has not shown much promise 
in terms of developing new triptans with improved duration of action, efficacy, and safety profile. As a result, 
further variations are unlikely, and new anti-migraine drugs are likely to have a different mechanism of action. Most 
formulations are available in Sumatriptan, Zolmitriptan, Naratriptan, and Rizatriptan. The available dosage forms 
for triptans upto till date shown in Figure 4. 
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CONCLUSION 
 
It was concluded that when treating an acute migraine attack, clinicians have access to a wide range of triptans with 
varying pharmacokinetic properties and clinical evaluations, pharmaceutical formulations on various types of 
polymers used in different triptan formulations and studies like pharmaceutical evaluation data most useful for 
improvement of further new research ideas and quality by design techniques used in newer triptan formulations. A 
big breakthrough in the treatment of migraine was made in the 1990s with the advent of the triptans, which changed 
the lives of millions. It should become possible for a doctor interested in triptans to match a patient's demands with a 
triptan's unique qualities in order to maximise therapeutic effect with continued clinical and pharmaceutical usage. 
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Table-1. Triptan Formulations 
 

S.no Drug name Formulations Required 
strength 

Maximum 
daily 
strength 

Chemical structure 

1 Sumatriptan OralFormulations 
(Tablets) 
Nasal 
Formulations 
Subcutaneous 
Formulations 
Rectal 
Formulations 

25mg,50mg, 
100mg 
5mg,10mg, 
20mg 
4mg,6mg 
25mg 

200mg 
40mg 
12mg 
50mg 

 

2 Zolmitriptan Oral 
Formulations 
Orally 

1.25mg, 
2.5mg, 5mg 
2.5mg, 5mg 

10mg 
10mg 
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disintegrating 
Tablets 
Nasal 
Formulations 

 
2.5mg,5mg 

10mg 

3 
 

Rizatriptan Oral 
Formulations 
Sublingual 
Tablets 

5mg, 10mg 
5mg, 10mg 

20mg 
20mg 

 

4 Elitriptan Oral 
Formulations 

20mg, 40mg 80mg 

 
5 Naratriptan Oral 

Formulations 
1mg, 2.5mg 5mg 

 
6 Almotriptan Oral 

disinigrating 
tablets 

6.25mg, 
12.5mg 

25mg 

 
7 Frovatriptan Oral 

disinigrating 
tablets 

2.5mg 7.5mg 

 
 
Table-2: Clinical features of triptans 

S.no Category 
 

Group-I Group-II 

1  Triptans Sumatriptan  
Zolmitriptan 
Rizatriptan 
Almotriptan 
Elitriptan 

Naratriptan 
Frovatriptan 

2  Features Faster onset 
Higher potency 
high recurrence 
 

Slower onset 
Lower potency 
Lower recurrence 

 
 
 
 
 
 
 
 
 
 
 
 

Gowri Sankar Chintapalli  et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57680 
 

   
 
 

Table 2. Pharmaceutical Evaluation of  Triptans 
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Polymers Pre &  Post compression parameters Findings Ref 
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Croscarmellose sodium, 
Crospovidone and 

Sodium starch glycolate 
(SSG) 

Bulk density, tapped density, angle 
of repose, Car’s index and Hasusners 

ratio are within limits. Hardness, 
friability, Weight variation, drug 
content, wetting time, dispersion 

time, and invitro dissolution studies 
were all performed on the tablet 
batches that had been prepared. 

Comparing different formulations, 
the one containing SSG and 
Croscarmellosesodium and 

demonstrated the fastest invitro 
dispersion time. 

 
The optimized 

formulation dispersed 
in 8 seconds.  A 
greater water 

absorption ratio was 
also demonstrated, 
and 99.58% of the 

medication is released 
within 2 minutes. . 

[6] 

 

N
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C
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Poloxamer 188, Sodium 
CMC, Carbopol 934 

Physiochemical parameters, gelation 
temperature, gel strength, content 

uniformity, Digital Scanning 
Colorimeter, and FTIR were all 
measured in the formulations. 

Mucoadhesive nasal gel has been 
shown in this study to have several 

advantages, including dosing 
accuracy, and extended nasal 

residence time. 
 

The in vitro tests 
performed for 
mucoadhesive 

strength and drug 
diffusion showed that 

nasal in situ gelling 
formulations prepared 

were having good 
mucoadhesive 

strength with nearly 
100% drug diffusion. 

 

[7] 

 

Bi
la

ye
re

d 
Ta

bl
et

s 

D
ir

ec
t c

om
pr

es
si

on
 

Sodium alginate, HPMC 
K 15, HPMC E15 

All the excipients are tested for 
compatibility with model drug. 

It was decided that the best 
formulation was F2, which contained 

HPMC E15 and Sodium alginate. 
The drug release of F2 follows zero-

order. The total amount of drug 
released from the Formulation 2 is 

the maximum and it reached to about 
99.89%. 

Based on the 
dissolution result F2 
trial formulation was 

selected as best 
formulation. The drug 
release of F2 follows 
zero-order. The total 

amount of drug 
released from the 

Formulation 2 is the 
maximum and it 
reached to about 

99.89%. 
 
 

[8] 
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Hydroxy Propyl Methyl 
Cellulose K4m, 

Nine formulations were formulated 
and evaluated for possible drug 

polymer interactions, percentage yield, 
micromeritic properties, particle size, 

drug content, drug entrapment 
efficiency, drug loading, swelling 

index, In-vitro wash off test, in vitro 
drug release, surface morphology and 

release kinetics. 
 
 

The results showed that 
no significant drug 

polymer interaction in 
FTIR studies. Among all 

the formulations SF3 
containing sodium 

alginate showed 77.18% 
drug release in 6hrs. 

[ 9] 
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Sodium Carboxy methyl 
cellulose, and Carbopol 

934P with a backing layer 
of ethyl cellulose 

In vitro drug release, ex vivo drug 
permeation, and stability in saliva were 
all tested on tablets, as were surface Ph, 
swelling index and ex vivo bioadhesive 

force. 
 

All formulations S4 
shows good controlled 

release results. 
 

[10] 
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Crosscarmellose, 
Crospovidone, 

PreglatinisedStarch1500 

Bulk density, tapped density, angle of 
repose, Car’s index and Hasusners 

ratio are within limits. 
The formulation F3 with Crospovidone 
(8%) produced the best results because 
to improved dissolving, which leads to 

greater bioavailability, effectiveness, 
and thus better patient compliance. 

 

In vitro drug release 
from the tablets shows 
significantly improved 
drug dissolution. It was 
concluded that in direct  

ompression method, 
crospovidone was best 
super disintegrant with 
MCC as binding agent. 

 
 

[11] 
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Swellable polymer polyox 
WSR205 and xanthan gum. 

Physical properties of the optimised 
formulation were assessed in an in 

vitro and in vivo study. From results, it 
can be concluded that optimized batch 
F8 containing polyox WSR205 (72.72%) 

and xanthan gum (27.27%) of total 
weight of polymer has shown floating 
lag time of 55 ± 2 sec, drug content of 

100.35 ± 0.4%, hardness of 6 ± 0.1 
Kg/cm2, and 98.69 ± 2% drug release in 
pulse manner with lag time of 7 ± 0.1 h. 
 

An in-vivo X-ray study 
on the optimised batch 

showed that it had a 
longer gastric residence 

time. 

[12] 
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Crospovidone, SSG, 
Supertab11SD, Avicel PH 

102, Ac-Di-Sol. 

Bulk density, compressibility, and 
angle of repose are examples of 

precompression parameters porfiles 
are satisfactory. 

The manufactured batches of tablets' 
in-vitro dissolution and 

disintegration times were evaluated 
and determined to be satisfactory. 

The F9 Formulation had the highest 
dissolving rate when paired with 
medication release, making it the 

best of the three. 
 

In this trail 
disintegration time of 
tablet was good and 
friability with in the 
limits and has good 
dissolution profiles 

compared to reference 
product. 

[13] 
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HPMC E5, PG, PEG400, 
HPM C E15, HPM C E4K, 
NACMC C, XANTHAN 

GUM, GELATIN 

Physical and mechanical 
charecterizations are better results 

odtained. 
The disintegration time of the 

optimised formula (Fx10) was 32 
seconds; 50% of the medication was 
released within the first 15 minutes, 

with the remaining drug released 
over a 4-hour period. 

The quick release 
profile was compared 

to that of the 
commercially available 

zolmitriptan oral 
dispersible tablet. 

[14] 
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Starch maize, pectin and 
guar gum, Maltodextrin, 

Polyvinylchloride, HPMC 

Melting point, Solubility study, Drug 
and Polymers compatibility studies 

are good optimized results for 
particular drug. 

A total of 39 batches were prepared 
from which batch containing 50% 

pectin and 20% glycerol, was found 
to be best with desirability 0.998. 
Oral films of the optimized batch 
show 27±2 no. of folds and show 

98.12±0.1% drug release. 

Further study like pre-
clinical is necessary to 
investigate the proper 
mechanism related to 
findings of the study. 

[15] 
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HPMC and PEG 
(plasticizers) 

Preformulation studies are very well. In 
order to improve Bioavailability, speed 
up the onset of action (quick relief), and 

prevent first-pass metabolism, a fast-
dissolving oral film of the drug 
zolmitriptan was created. The 

physicochemical characterization of the 
films, such as their thickness, weight 

variation, and folding endurance drug 
content, revealed that they were 

satisfactory. The surface pH of all the 
films was found to be neutral. 

 

When compared to the 
available conventional 
dosage forms, the fast 
dissolving sublingual 
film of Zolmitriptan 

may be a better option 
for acute migraine 

treatment. 

[16] 
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Ethyl cellulose, Sodium 
alginate, Sodium carboxy 

methyl cellulose 

Bulk and tapped density, Angle of 
repose, Carr’s Index, Hausner’s Ratio 

and Bulkiness are with in 
Pharmacopeia limits. 

As a result, we draw the conclusion 
that the F7 formulation has better 
drug release control than the other 
formulations (over 8 hours). The 

produced tablets' physicochemical 
examination was confirmed to be 

within Pharmacopoeia norms. 

Thus we conclude that 
from among all the 

developed 
formulations F7 

formulation controls 
the drug release for 

longer period of time 
over 8hr when 

compare to other 
formulations. The 
physicochemical 
evaluation of the 

prepared tablets was 
found within the 

standards 
Pharmacopoeia limits. 

 
 

[17] 
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Karayagum, Guargum, 
and HPMC K100M 

Bulk density, Angle of repose, Carr’s 
Index, Hausner’s Ratio values 

indicate that the blends had good 
flow property. 

Continuous drug delivery over a 12-
hour period is provided by 

Zolmitriptan's sustained-release 
formulation, which also reduces 

fluctuations in drug concentrations in 
the blood. This delayed release 
reduces the risk of side effects 

associated with high serum levels, 
which are common with immediate-

release formulations. 
 
 

A sustained release 
model drug tablet can 
reduce the number of 
doses administered, 
resulting in better 

patient compliance 
and fewer chances of 
overdose, as well as 
lowering the cost of 

treating pain 
symptoms. 

[18] 
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Crospovidone, 
croscarmellose sodium 

Precompression studies were within 
limits. experimental trials are 

performed for all 9 formulations. For 
all formulations, the post-

compression parameters were 
studied. Based upon the model 

optimized formulation (C1 and C2) 
was obtained having the 

disintegration time (34.4±0.84 and 
39.8±0.91) and %drug release 

(98.7±0.42 and 93.2±0.46) 
respectively. 

 

Crospovidone (8%) 
and Sodium starch 
glycolate (6%) are 

better super 
disintegrants. With the 

addition of super 
disintegrants, the 

formula F4 has a good 
dissolution and 

disintegration profile. 

[19] 

 

Gowri Sankar Chintapalli  et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57684 
 

   
 
 

 

N
ar

at
rip

ta
n 

O
ra

l d
is

in
te

gr
at

in
g 

Ta
 

bl
et

s 

D
ir

ec
t c

om
pr

es
si

on
 

Crospovidone 8%, 
Sodium starch 

glycolate6% 
(superdisintegrants) 

Precompression studies with in 
limits. Optimized results show good 

disintegration profile of 32sec due 
to super disintegrants' effect, 

dissolution profile shows that more 
than 90% of the drug releases within 

10 minutes, and good dispersion 
pattern 

 
 

Faster disintegration and 
dissolution of  

Naratriptan ODT may be 
a more effective migraine 

treatment. 

[20] 
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Crospovidone, 
Croscarmellose sodium 

(superdisintegrants) 

Preliminary studies were carried 
out on the tablets using various 

grades of superdisintegrants. 
The effects of super disintegrants 

produce an excellent disintegration 
profile of 7-8 seconds, with more 

than 90% of the medication 
releasing within 10 minutes and a 

good dispersion pattern, according 
to the optimisation results. 

Crospovidone (5%) and 
Croscarmellose sodium (4%) are 

better super disintegrants 

Naratriptan ODT may 
give better therapy for the 

treatment of Migraine. 
[21] 
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HPMC (E3 and E6), 
Propylene glycol, PEG-

400 

Preformulation studies With in 
Pharmacopeia limits. 

The optimized formulation S11 
prepared using HPMC E6 showed 
minimum disintegration time (10 
sec), highest dissolution rate i.e., 
98.23% of drug within 6 min and 

satisfactory physicochemical 
properties. 

These findings suggest 
that the fast dissolving 

oral film containing 
Naratriptan 

hydrochloride is 
considered to be 

potentially useful for the 
treatment of migraine 
where quick onset of 

action is desirable when 
compared with reference 

standard Naratrax 
conventional tablet. 

[22] 
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β-cyclodextrin, 
Crosspovidone, Chitoson 

The prepared tablets were evaluated for 
their physical and chemical property. 

The permeation study was performed on 
Goat mucosa for optimized batch. No 
interactions were found between drug 

and excipients.\ 
Formulation F2 containing 

Crosspovidone shows immediate drug 
release. Chitoson-containing 

Formulation F6 releases drugs faster 
than superdisintegrants alone. 

As a result, sublingual tablet 
administration of 

Naratriptan in combination 
with appropriate excipients, 

particularly Chitoson, 
appears to be a promising 
alternative to traditional 

routes. 

[23] 
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gelatin, hydrolyzed 
gelatin, glycine, and 

mannitol (Optimal mixer) 

Drug-excipient interaction was 
investigated using DSC. 

By using SEM, it was discovered that 
the optimised formulation had a 

porous structure. A dissolution study 
showed that the solution dissipated 

completely in just 1.5 minutes. 

The developed 
formulation had 

significantly higher 
Cmax, AUC last, and 
AUC inf, according to 

an in vivo 
pharmacokinetic 

study. 

[24] 
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sodium starch glycolate 
(SSG), croscarmellose 

sodium (CCS) and kyron-
T314 

Croscarmellose, one of three super 
disintegrating ingradients, was found to 

have better high disintegrating properties 
and greater dissolution efficiency. Using a 
multiple linear regression scanning, it was 

discovered that kyron-T314 and 
croscarmellose sodium were the optimal 

for producing a rapidly disintegrating 
dosage form. Contour plots were also 

used to show the independent variables' 
impact on %friability and disintegrating 

time graphically. 

A checkpoint batch was 
prepared to prove that 
validity of the evolved 
mathematical model. 

There was no difference 
observed in release 

profile and drug content 
after accelerated 

stability study for 1 
month. 

[25] 
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Croscarmellose sodium, 
Crospovidone and SSG. 

The main effect and the interactions 
of disintegrants on dispersion time 

and drug release were studied. 
 

The optimized 
formulation dispersed in 
8 seconds. It also showed 
a higher water absorption 
ratio and 99.58% of drug 

is released within 2 
minutes. 

[26] 
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HPMC E15, PVA, and 
Maltodextrin. 

The study examines the influence of 
polymers ratio on physicochemical 

properties and drug release potential of 
films. Faster drug release was seen with 
the improved formulation, F11.All the 
systems were found to be stable with 

respect to drug content as well as 
physical changes at 400C and 75% RH. 

The findings point to 
fast-dissolving films 

made of polymers as a 
viable technique of 

achieving rapid 
medication release for 

effective therapy. 

[27] 
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hydroxylpropyl 
methylcellulose (HPMC E 
15) and maltodextrin (film 

forming) 

In order to make the fast-dissolving films, 
the solvent casting method was used. 
HPMC E 15 and maltodextrin, both 

hydrophilic and tasty, were combined as 
a film-forming polymer due to their low 

viscosity and palatable flavour. 
The formulations showed a disintegration 

time of 25-50 seconds. Formulations F1 
and F2 showed 90% in-vitro drug release 

within 7 min and 61% ex-vivo drug 
permeation within16 min. The film 

showed an excellent stability at least for 4 
weeks when stored at 400 C and 75% in 

humidity. 

The film showed an 
excellent stability at 

least for 4 weeks when 
stored at 400 C and 75% 

in humidity. 

[28] 
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HPMC K4M, PVPK 30 Granules showed good flow 

properties and drug content were 
found to be in the range between 

95.4±0.56 to 98.3±0.56%. The results 
indicated that drug content was 

uniform. 
Current pulsincap formulation 

research shows that the F6 batch of 
Rizatriptan benzoate optimised for 

colon delivery in migraine treatment 
is a success.  Hydrogel plugs and 

treated gelatine capsules enable five- 
to eight-hour controlled medication 

release. 

The results of the 
current pulsincap 

formulation trial show 
that the improved F6 
batch of rizatriptan 

benzoate was 
successfully used to 
treat migraines by 

targeting the colon. 
The combination of a 

hydrofrenzel plug 
with a prepared 

gelatin capsule can 
produce drug release 

over a period of 5 to 18 
hours. 

 
 

[29] 
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HPMC K4M, PEO, PVA Drug excipients compatibility studies 
are good. 

A faster disintegration and a more 
stable product were obtained in 
terms of mechanical properties, 
mucoadhesive properties, and 
dissolution time. In addition, it 

showed about 99.89% RB released in 
45 min. 

 

The results suggest 
that RB-loaded 

mucoadhesive buccal 
films could be a 

potential candidate to 
achieve optimum drug 

release for effective 
treatment of migraine 

 
 

[30] 
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carbopol 934P, poloxamer 
407 

There is a thermo reversible gelation 
property in all the designed design 

point formulations. Gels were 
characterized by permeation studies, 
pH, % drug content, mucoadhesive 

force, gel strength, in vitro diffusion, 
ex vivo diffusion, stability study. A 
rheological study of gel formulation 

found that as the concentration of 
polymer increased, so did the gel's 

strength, which was measured in the 
range of 110-130 seconds. A spectral 

analysis revealed no link between the 
drug and the polymer under study. 

 

Improve bio 
availability of drug 
and as a safe and 

sustained release nasal 
delivery system to 
control migraine. 

[31] 
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Sodium starch glycolate, 
cross carmellose sodium 

and cross povidone. 
(Super disintegrants) 

Drug excipients compatibility studies 
are good. 

Because of its quick disintegration 
and high in vitro drug release, cross 
povidone was incorporated in the 

optimised formulation. 

When compared to 
clinical dose, 

rizatriptan tablet 
administered by 

sublingual route in 
rabbits exhibits an 

effective therapeutic 
Cmax and is a 

promising substitute 
for oral administration 

in the acute 
management of 

migraine. 
 

[32] 
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PovidoneK-30, mannitol 
and MCC 

The formulated tablets were tested 
for hardness, thickness, bulk density, 

tapped density, Hausner's ratio, 
compressibility index, stability tests, 

and invitro release tests. Our new 
generic product development 

attempt will use the evaluated results 
of the innovator physico-chemical 

parameters as standard parameters. 
 

The F8 formulation 
was found to be stable 

under accelerated 
temperature and 

humidity studies and 
had the best evaluated 
parameters compared 

to the innovators. 
 

[33] 
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Crosspovidone, 
Crosscarmellose sodium, 

SSG 

Almotriptan powder blends were 
free flowing as indicated by the 

values of bulk density (0.45 to 0.56 
gm/cc), Tapped density (0.55 to 0.69 

gm/cc), Hausner’s ratio (1.057 to 
1.25), Compressibility index (11.2 to 

20 %) and the Angle of repose ranged 
from 18.17o to 22.26. Almotriptan 

tablets were uniform in weight (99.9 
to 100.2 mg). All tablets had the same 

thickness (0.210 to 0.218 mm). The 
hardness of all the tablets ranged 
from 3.00 to 3.04kg/cm2. while the 
friability of the ODT’S ranged from 

0.082 to 0.32%, he contents 
uniformity of all the formulations 

were ranged from 98.1% to 100.02% 
w/w The disintegration time of all 
the formulations ranged from 38 to 

15 seconds. 
 
 

The optimized 
formulation was found 
to release the drug in 
minimum time and is 

found to be stable. 

[34] 
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e Pluronics, 

carboxymethyl chitosan 
as thermoreversible 
and mucoadhesive 

polymers respectively. 

Drug content before and after 
gelation was ranged between 
96.42-98.92% and 95.8–98.66% 

respectively. The pH value was 
observed in the range of 5.56–6.31. 
The in-vitro drug diffusion data of 

the optimized formulation i.e., 
17% w/v PF127, 2% w/v PF68, 

0.1% w/v carboxymethyl chitosan, 
revealed 89.36% release at the end 

of 6 h. 

Short term stability 
study exhibited 4 ± 1 
°C as an appropriate 
storage condition for 
the formulations. In 

nutshell, a 
thermosensitive in-

situ gel of 
Almotriptan malate 
can be intended as 

an effective 
approach of 

migraine treatment. 

[35] 
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HPMC E5, Propylene 
glycol, and 

Maltodextrin 

The KBr pellet method was used 
to study polymer drug 

interactions between 4000 cm-1 
and 400 cm-1 using pure drug, 
pure polymer, and a physical 
mixture of polymer and drug. 
Among all the formulations F8 

has found to be the best 
formulation with a disintegration 

time of 12sec and 100% of 
cumulative drug release within in 

20min. 

Research shows that 
frovatriptan is ideal 

for use in the 
formulation of 

quickly dissolving 
thin oral films for the 

quick relief of 
migraines. 

[36] 
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Microcrystalline 
cellulose, Cross 

povidone, Sodium 
starch glycolate, Cross 

carmellose sodium, 
PVP-K-30. 

The micromeritic properties 
evaluated such as bulk density, 
tapped density, angle of repose, 

Hausener’s ratio were found to be 
within in the limits for both the 
powder mixtures and granules. 

F8 is best formulation 

The fast-dissolving 
Frovatriptan tablets 

were effectively 
created with 

superdisintegrants 
for instant release, 
and they exhibit 

enhanced 
bioavailability and 

diminished first pass 
effect. 

 

[37] 
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Starch, Crospovidone, 
Cross-Carmellose 

Sodium, and Sodium 
Starch Glycol act as 

superdisintegrants and 
diluents respectively in 

microcrystalline 
cellulose (MCC). 

 
 

The IP limitations were 
discovered to be met by all of the 
formulations. After compression, 

the parameters like weight 
variation, disintegrating time, and 
drug content were tested, and the 
results were found to be within 

USP limits. 
 

The tablets were 
stored at 40±2˚C/75 ± 

5% RH for three 
months to assess the 

stability of 
optimized 

formulation. 

[38] 
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Hydroxypropyl 
methylcellulose E3 and 
E15 are helpful in the 

film-forming polymer, 
plasticizer in 

polyethylene glycols 
disintegrant is 

croscarmellosesodium. 

The final formula was optimized by 
simplex lattice mixture design using 
StatEase design expert software to 

give the optimized batch. The 
optimized batch (OB) prepared with 

concentrations of Polymer, 
Plasticizer and disintegrant at 42.32, 

7.32 and 4.32 respectively. 
Optimized batch (OB) showed in 
vitro disintegration time of 44 sec, 
Tensile strength of 6.35 MPa and 
Percentage elongation of 3.62%. 

The effect of each 
variable, two and 

three-factor 
interactions were 

studied. The batches 
were numerically 

optimized to give a 
design space. fast 
mouth dissolving 

films are also found to 
behave better patient 
compliance in all the 

age groups. 

[39] 
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Sodium Starch Glycolate, 
croscarmellose sodium, 

crospovidone (Super 
disintegrants) 

According to the drug-excipient 
compatibility studies, all of the 

excipients used are compatible with 
FS. For all formulations, the pre and 
post compression parameters were 

within acceptable limits. 
Formulation F9 (8% w/w CPV) 

released 100 % of drug with in 6 
min was considered as the optimal 

ODT among all the nine 
formulations tested in this study. 

Formulation F9 (8% 
w/w CPV) released 

100 % of drug with in 
6 min was considered 
as the optimal ODT 
among all the nine 

formulations tested in 
this study. 

[40] 
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chitosan, sodium 
alginate and HPMC. 

9 formulations were created using 
various polymer grades such as 
chitosan, HPMC, and sodium 

alginate. FTIR studies revealed no 
evidence of drug, polymer, or 

excipient interaction. 
Weight variation, hardness, surface 

pH, uniformity of drug content, 
swelling index, mucoadhesion 
strength, and an in-vitro drug 

release study were all done on the 
tablets in this study. Polymers such 

as chitosan and sodium alginate 
found in formulation (F8) provided 

an 8-hour sustained drug release 
profile in vitro. 

According to the in-
vitro release kinetics, 
the formulation (F8) 
follows zero order, 

and the drug release 
mechanism was non-

fickian. 

[41] 
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Natural polymers: 
Pullulan, Maltodextrin, 

Acacia, Sodium alginate, 
Locust bean gum, Guar 

gum, Xanthan gum.                                                    
Syntetic polymers: 
Polyvinyl alcohol, 

Polyvinyl pyrrolidine, 
HPMC E5, and HPMC 

E15 
 

Studies on the compatibility of drug 
excipients are good. Out of all the 

created polymer formulations, FN2, 
FN8, and FS3 were chosen based on 

drug release and disintegration 
time, and FN2 was optimised based 
on its disintegration time (D. T). The 
% drug release of the pure drug and 
the optimised film were contrasted. 

 

The % drug release of 
the pure drug and the 
optimised film were 

contrasted. 

[42-44] 
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sodium alginate, 
chitosan, karaya gum 

and guar gum. 

Microspheres were spherical, 
discrete in shape. 

Particle size distribution of the 
prepared microspheres was in the 
range of 487.0 – 802.5µm. In-vitro 

release studies revealed a 
controlled release of microspheres 

suitable for preoral 
administration. Formulation FEC1 

showed 90.82% ± 0.26 of drug 
release for 12 hours in 
predetermined rate. 

The in-vitro release 
study of all 

formulations 
showed a retarded 

release with increase 
in percentage of 

polymers. 

[45] 
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Sodium Starch 
Glycolate, 

Croscarmellose Sodium 

The flow properties of powder 
blend were characterized in terms 

of angle of repose, Carr’s index 
and Hausner's ratio. The bulk 

density and tapped density were 
determined and from this data 

Carr's index and Hausner's ratio 
were with in Pharmacopeia limits. 

Several properties of the tablets 
were analysed: drug content; 

friability; hardness; wettability; 
water absorption ratio; in vitro 
disintegration; and dissolution 

profile. Overall, all of the 
formulations met the standards 

required for fast dissolving tablets 
within reasonable limits. 

It was concluded 
that optimal 

concentration of 
Sodium starch 
glycolate as a 

superdisintegrant is 
5.06% and 

Croscarmellose 
sodium is 3.33% (F9), 

showing best DT 
and drug release. 

[46] 

 

 
Figure 1. Classification of Migraine 
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Figure.2. Classification of anti migraine drugs 

 

 

Fig.3. Types of Headache Fig.4. Mechanism action of Triptans 

 
Fig.4. Currrent Sinario on Research available dosage forms in Triptans 
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The incredible growth of online knowledge repositories such as blogs, study materials, news articles, 
books has assisted readers of all ages during this pandemic. These documents include detailed 
information and it takes high time for the readers to infer the core content. The recent trends in Natural 
Language processing have led to the extraction of precise content from the overall document. This 
process is to provide necessary information of the given data, without losing the key content in the 
document. The summarization technique is categorized into two categories which involve extractive and 
abstractive summarization. The extractive summarization selects the informative sentences without 
changing their structure to generate a short and precise summary. Whereas, abstractive summarization is 
capable to paraphrase the overall document to generate a summary that mimics a human-generated 
summary.  In cases with multiple documents, extractive summarization leads to a biased summary 
generation as they involve the selection of sentences randomly in the document. On the other end, 
abstractive summarization is complex as it generates a summary by inferring primary information from 
the whole document. Hence, In this proposed work, a novel hybrid summarization of both extractive and 
abstractive techniques is used to generate a summary without bias in a minimum time. The proposed 
system is processed on CNN/DailyMail News dataset and is evaluated using ROGUE (Recall-Oriented 
Understudy for Gisting Evaluation) metrics. The precision and recall of ROUGE 1 and ROUGE 2 are 
calculated, which shows that the proposed system achieves even better performance compared with 
state-of-the-art document summarization systems. 

Keywords: Natural Language Processing, Extractive, Abstractive, Summarization, ROUGE. 
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INTRODUCTION 
 
As the amount of text data on the internet grows at a breakneck pace, effective retrieval of core content from the long 
document led to a scope for research in Natural Language Processing. This task is otherwise termed text 
summarization or text semantic extraction and creation [1], [2]. Summarization generates a shorter version of the 
input document that comprises all necessary information. Based on the structure of the output required to deliver 
thematic meaning being retrieved, the summarization task is categorized as extractive and abstractive [3], [4]. 
Extractive summarization picks the informative sentences from the document to generate the summary, while 
abstractive summarization rewrites the extracted information to generate the summary similar to the manually 
generated summary [5], [6].  
 
Extractive summarization considers certain common features such as position of the sentence, parts of speech, word 
count, length of the sentence, etc, to weigh a sentence for inclusion in the summary [7]. However, mapping of text to 
vector space is obtained by vector space representation using decomposition of a matrix, dimensionality reduction, 
estimation of semantic relevance among sentences to select the summary sentences [8], [9]. In general, there are 
various approaches in performing text summarization, such as term frequency-based, cluster-based, graph-based, 
fuzzy-based, machine learning-based, neural network-based and deep learning-based techniques. Among these 
various categories of extractive summarization approaches, the Graph-based technique is effective as it deals with 
the information in each sentence to frame the representative structure of the graph by plotting each word or sentence 
as the node and its relationship to connect the nodes [10], [11]. An optimal solution for summary generation is 
achieved by combinatorial optimization techniques such as integer linear programming or sub-modular function 
through the content and variety of summarization. However, extractive summarization is incapable of analyzing the 
entire semantic context as it just extracts the informative portion from the input document and ignores the remaining 
portion.   
 
Abstractive summarization recognizes the content more profoundly and derives a summary that contains the terms 
and sentences that are not available in the input document. Paraphrasing is done to generate new phrases to 
represent the content being analyzed. This task is generally performed by the encoder-decoder model. This is the 
method of incorporating a Recurrent Neural Network for sequence projection problems. Two recurrent neural 
networks are required in this model, in which one network analyses the input sequence and encodes to a non-
varying length internal representation. The other network is to decode the encoded representation into a target 
sequence. The challenge in this model is the Out Of Vocabulary (OOV) problem during the encoding phase. Copy 
Network (CopyNet) [12] and Pointer Network (PtrNet) [13] are the methods evolved to solve the OOV problem in 
abstractive summarization. CopyNet is an encoder-decoder-based model that utilizes the structure of an end-to-end 
training model. The generation module and the copy module facilitate handling the OOV problem. These modules 
generate and update words to the existing vocabulary. However, the summary generated by abstractive 
summarization has challenges related to its readability, redundancy, and semantic deviation from the input 
document. This deviates from conveying the entire content being analyzed from the document [14], [15].  
 
Especially, in query-based information retrieval, multiple documents relevant to the user query are retrieved. It is 
challenging for the user to identify the document that inherits the necessary information. Multi-Document 
summarization plays a vital role in this scenario. Applying extractive summarization ignores certain contexts while 
extracting the portion of the document that holds the thematic content. Whereas, applying abstractive 
summarization on this long text may not deliver the overall context being understood from the retrieved multiple 
documents. As a solution to these problems and to generate an informative and effective summary of multiple 
documents, a hybrid extractive and abstractive summarization has been proposed. Since this model does not specify 
input document and their relevant summary pairs, it is processed as an unsupervised learning model. The multiple 
documents relevant to the user query are retrieved. Initially, extractive summarization is applied to the tokenized 
sentences to identify the highly contextual content. Abstractive summarization reframes these informative sentences 
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into a final summary, which is similar to the manually generated summary.  Several existing summarization 
techniques are detailed in section II. Section III defines various steps involved in the proposed hybrid summarization 
model. The dataset considered and the performance evaluation are explained in section IV. Section V provides the 
conclusion of the proposed work.    
 
RELATED WORKS 
Summary generation is challenging even for domain experts with a deep understanding of words and concepts and 
even more complex for machines as well. Besides the background knowledge, a machine must be able to interpret 
natural language and generate an understandable summary.  While analyzing the functioning of existing extractive 
summarization, some sentences from the document are selected as the representative sentences, that are collected 
together to generate an informative and coherent summary. A typical extractive summarization approach comprises 
of three steps: (1) Representing input document; (2) Scoring each sentence; (3) Selection of high-scoring sentences. 
Extractive summarization methods can be categorized based on these steps as, surface or statistical approaches, 
entity-level approaches and discourse-level approaches. Since the 1950s, the most popular approach has been the 
surface-level approach, in which the documents are analyzed based on shallow features such as word frequency, 
position of the sentence, title phrase, presence of cue phrases. Entity-level approaches focus on modeling semantic, 
syntactic and logical relationships among entities in a document. The relationship between entities is based on 
similarities, proximity and cohesion. Word similarity refers to the words that hold a similar stem. Proximity is the 
distance among each text unit. The interconnection between similar text units that represent the strong linkage 
between the entities as a logical framework is framed as cohesion. Cohesion creates mechanical connections at the 
linguistic level and ensures that the text as a whole makes sense. Lexical and semantic connections are established 
among sections, sentences and phrases. The global structure of the text is modeled using the discourse-level 
approach, which designs the text's global structure and its association to the informative target by considering the 
text's rhetorical structure [17].  
 
The summarization approaches can be further categorized based on various models for representation. A graph-
based approach can be applied for summarizing single and multiple documents [18]. Each sentence is represented as 
nodes in a graph. Nodes are connected by edges which represents the semantic similarity among them. Sentence 
centrality acts as the basis for this approach[19]. Various other methods for determining the relevancy between nodes 
are discounting, cumulative sum and determination of position weight.  The clustering-based approach is also 
appropriate for summarizing single and multiple documents [20]. Grouping of documents that have relevant 
information is performed to gather similar information. Within each group, the sentences are ranked and their 
prominent scores are estimated. Highly scored sentences in each group are selected to generate a summary. The 
lexical chaining approach constructs lexical chains that show the spread of semantically relevant words present in 
the document. Each chain of tokens represents the semantically similar group of words [21], [22]. The semantically 
similar tokens prevailing in the document are clustered to identify various contextual information with a document. 
Finally, these clusters are ordered to construct a binary tree.  
 
The frequent-term method searches for a token that occurs frequently and is contextually relevant. The relationship 
between terms is represented by determining the length of the path connecting the tokens, term position, difference 
and similarity in context. The sentences that hold the most frequent and contextually similar token are considered as 
the summary sentences. The information retrieval approach is homogeneous to graph-based and lexical chain 
methods. The sentences that hold relevant information are identified and extracted to generate the summary. During 
the availability of massive text documents and their relevant summary, machine-learning-based approaches are 
applied. Various machine learning approaches such as naive-bayes, decision trees, log-linear, hidden-Markov model, 
neural networks are utilized to generate a summary. The models developed are trained with the available data 
which enables the model to learn the data for summarization, which can automatically generate summary when 
applied to new data [18], [23]. Neural network-based approaches and deep learning approaches present promising 
results on summarization tasks. These approaches incorporate embeddings [24] to generate intermediate 
representation before feeding it into the network for generating the summary. Utilization of Convolutional Neural 
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Networks [25] and Recurrent Neural Networks [26], [27] and the combination of both [29]. Even when these 
approaches perform well in generating summaries, they are mostly inefficient and not explainable. These methods 
do not explicitly provide the features being extracted and their role in contributing to the task of summarization. 
Several approaches emphasized the union of various features extracted from text [30]. It is also proved that it is not 
experimental to multiply the number of features. On the other hand, the summarization task is dealt with as a 
combinational optimization problem. Even when weighing the features, the objective is to optimize the objective 
function for sentence selection. Thus, the weights are assigned directs in estimating the important sentences rather 
than deciding the features [31]. These lead to a baseline for the proposed model where each sentence in the input 
document is ranked based on its semantic relevance and this is then summarized to deliver the knowledge being 
discovered from it. 
 
Deep-learning-based approaches outperform in various Natural Language Processing tasks. To process sequence-to-
sequence models, various methods such as Recurrent Neural Network, Long Short Term Memory, Gated Recurrent 
Units are utilized. Attention-based mechanisms [32], fine-grained [33], Summa Runner [34], etc., are then proposed to 
enhance effective long-term sequence processing. In the case of abstractive summarization tasks, language 
generation is necessary. Various seq2seq models are applied to optimize the non-differential estimation of language 
generation [35] and to minimize exposure bias [36]. Q-learning-based reinforcement learning [37] is a proposed 
approach is proposed, that is suitable for single and multiple document summarization. A combination of weighted 
machine learning and reinforcement learning [38] model is proposed to combine loss functions to attain stability and 
language fluency. These approaches contribute to bridging the extraction of sentences in end-to-end training. A fine-
tuned approach that initially selects a sentence and then applies reinforcement learning to match the factorized 
representation leading to sentence generation is proposed. Selective gates are proposed to generalize the abstracts 
[39].  
 
To solve the challenges in the extended auto-summarization method, a two-phase auto-summarization model named 
TP-AS [40] is proposed which is a union of pointer and attention mechanisms. Since the tagging of the large-scale 
corpus is expensive, unsupervised techniques such as TF-IDF feature-based approach, cluster-based and graph-
based approaches are used by many experts. Nevertheless, recent summarization techniques rarely utilize these 
methods and often involve models that have many parameters, which is complex.  The proposed model is a 
combination of both extractive and abstractive models. This performs better while handling multiple documents in 
generating a summary. When the user query retrieves multiple documents that contain relevant information, 
processing the entire input to generate a summary is challenging. In this scenario, Extractive summarization initially 
selects the informative sentences by ignoring the additional and redundant information. Abstractive summarization 
is applied over the sentences that are extracted to generate a summary relevant to the manually generated that 
delivers the contextual information from various input documents.  
 
PROPOSED MODEL 
The proposed model has a combination of extractive and abstractive summarization models. In a query-based 
approach, the text documents that are relevant to the user query are retrieved. When multiple documents are 
retrieved and given as input to generate a summary, the challenge arises in knowledge discovery. As the user query 
portraits the need for principal information, the documents extracted may hold certain information that is 
explanatory, irrelevant, insignificant and redundant. This problem occurs while trying to summarize a large content 
having relevant information. To solve this challenge, input documents are processed to identify various information 
prevailing in it. Collection of various information present in the input documents is identified. From the various 
group of contexts, identify the sentences that contribute more information. Such sentences are selected with a 
condition to eliminate repeated and irrelevant information. A graph-based approach is applied to extract the 
sentences holding unique information. From each collection, the highly informative sentences are picked by ranking 
all the sentences and picking the highly ranked sentences. Those extracted sentences are fed as input to the language 
generation technique. This understands the context in the extracted sentences and processes to represent the 
information retrieved as new sentences. Language generation is applied to gather all the information in the input 
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and provide a summary in a precise and readable format. The architecture of the proposed model is shown in fig.1. 
The steps involved in the proposed model are detailed below.  
 
Input Pre-processing 
Text processing is generally initiated with text analysis that includes, information seeking, evolution and retrieval 
carried out by applying data mining techniques [41], [42]. Since text documents are often not well-structured and 
well-organized, it is necessary to perform some prior cleaning in the input text to facilitate efficient processing. The 
process of cleaning text removes several additional and insignificant elements from the input document. Special 
characters, punctuations, repeated words/phrases, tags, certain cue phrases are not necessary to be processed further. 
Processing such elements will result in noise. There prevail no predetermined rules to determine the noise in any 
category of the text document. Based on the task and the result being targeted, any irrelevant and additional 
information is removed from the text data during pre-processing. Generally, pre-processing involves the removal of 
stop-words, stemming, lemmatization and tokenization [43].  
 
Extractive Text Summarization 
Google's PageRank [44] is a notable graph-based algorithm that is an application in citation analysis, social networks 
and link structure analysis in World Wide Web. Probably, these algorithms can be predominantly used as a key 
element of standard-shift activated in the web search domain. This provides a ranking of web pages that is 
dependent on the overall skill of web expertise rather than just analyzing the subjects available on each web page. 
Precisely, the graph-based ranking approach helps in deciding the weights between vertices in a graph by 
periodically considering the general information retrieve from the entire graph, instead of depending on vertex-
distinct information. Inclined to designing of lexical or semantic graphs extracted from text documents concludes in 
a graph-based ranking model. This applies to various natural language processing applications, where the 
understanding of the entire document facilitates in deciding on the local ranking/selection. Text-based ranking 
approaches can be applicable on tasks extending from automatic key-phrase extraction to text summarization.  
 
Ranking algorithms based on graphs designed is an essential way of determining the vertices that are important in a 
graph, depending on the information repeatedly extracted from the whole graph. The voting or recommendation 
principle is applied in the implementation of graph-based ranking methods. A vote is given for a vertex establishes a 
connection to the other vertex. When a vertex is connected to multiple vertices, a higher number of votes are given to 
that particular vertex. The importance of the vertex providing votes estimates the importance of votes and this 
contributes to the retrieval of information. Thus the corresponding score of each vertex is estimated based on the 
votes being posted for it and the score of the vertices posting those votes.  In the proposed method, each tokenized 
sentence is considered as the node and the vertex connecting each node is based on the similarity. The score of a 
vertex is determined by the count of connections associated with that vertex. The nodes that establish many 
connections and on the other end, the nodes being connected with a high scored vertex are considered as 
semantically similar sentences. Such sentences are retrieved to generate the extractive summary.  
 
Deep Intermediate Representation of Sentences 
It is necessary to generate a numerical representation for a text to support a machine for the processing and 
understanding of text data. Since a machine can process only numbers, any type of input like video, audio, image or 
text has to be converted to the numerical format. Thus the processing of representing text as numbers is termed as 
embeddings. Embeddings can be generated for each word or the entire sentence. Sentence embeddings represent the 
entire sentence and their semantic details as vectors. Thus the machine can understand the context and variations 
from the entire text input. Bidirectional Encoder Representation using Transformers (BERT) [45] is utilized to 
generate the intermediate representation for the informative sentences extracted using the TextRank algorithm. BERT 
utilizes the transformer model, an attention mechanism that understands the semantic relevancy among sentences. 
This model has two phases, an encoder to read the input sentences and a decoder to predict the necessary outcome 
related to the task. This is a bidirectional model, that reads the entire input sequence at once. This facilitates a better 
understanding of contextual information for the previous and future sequence. BERT model is pre-trained with two 
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training strategies. While training the model for Masked Language Model, 15% of the input tokens are masked, 
where the model tries to identify those tokens, based on the context that is grasped. While training for Next Sentence 
Prediction, the model is given with a pair of sentences and is trained to classify if the second sentence follows the 
first sentence. This supports the model to generate representations that have a deeper understanding of the input 
sequence.  
  
Abstractive Text  Summarization 
The informative sentences being extracted from the long document contain many tokens where hardly a few tokens 
express the core context of the input sequence. Only those portion of the sequence has to be detached from the 
sequence to generate the summary. Identifying and filtering of that key context are performed by the decoder in the 
network. To generate an abstractive summary, the intermediate representation of each extracted sentence is fed as 
input to the N-layered transformer decoder. To perform effective decoding of a sequence by identifying the 
informative segment in the input sentence, the transformer model incorporated with multi-head attention is opted to 
understand the association allying the summary and the input sequence.  For the representation generated using the 
encoder phase in the BERT model, the decoder phase identifies the phrase holding more contextual information and 
generates a compressed version of the input. The Neural Network model added over the attention head contributes 
in framing new words and phrases in delivering the compressed version of the context being understood from the 
input sequence. The illustration of the functioning of the encoder-decoder model in the generation of the abstractive 
summary is shown in figure 2.  
 
PERFORMANCE EVALUATION 
In the scenario of extractive summarization, the summary just holds the part of the sentences that are relevant to the 
user query but does not compress the information available in the entire document. This summary is not smooth, as 
it is not similar to the abstract that is usually available in the user's reading habit.  So the proposed model initially 
picks the informative sentences and manipulates them to generate a summary that is similar to the manually 
generated summary.  The proposed model is applied on CNN/DAILY Mail dataset [46]. The data available in the 
dataset is pre-processed and is fed as input to the TextRank algorithm, where a certain number of informative 
sentences are selected to generate an abstractive summary. The information available in the extracted sentences is 
understood using the encoder model and summary generation is done using the decoder. The volume of data that 
has to be selected from the input document can be determined by the user. Based on the amount of information 
extracted, the abstractive summary is generated.  
 
Experimental Data 
The CNN/Daily mail is a text summarization corpus which comprises of 1Million long paragraph news data and its 
relevant summary. It holds news articles each with an average of 781 tokens or 40 sentences and the reference 
summary with an average of 56 tokens or 3.76 sentences. A non-anonymous version of the dataset is obtained which 
comprises 2,87,226 training pairs, 13,368 validation pairs and 11,490 test pairs. The statistics of the dataset are as 
shown in table 1, where avg-ref is the average length of the manual summary and avg-abs is the average length of 
the news article. 
The performance of various text summarization methods is estimated using ROUGE-N and ROUGE-L evaluation 
metrics.  The n-gram recall estimation among the generated summary and the reference summary is termed as 
ROUGE-N. Generally in text summarization, the value of N is assigned with 1 or 2, which represents uni-gram or bi-
gram comparison among summaries. The longest common subsequence comparison in the recall estimation among 
generated summary and the reference summary is termed as ROUGE-L. The ROUGE scores are based on the F1 
scores of ROUGE-1 ROUGE-2 and ROUGE-L 
 
The evaluation of performance is carried by generating the summary for the articles in the test portion and is 
compared with its representative summary. The abstractive summary generated by the proposed model is compared 
with a few standard summarization models, whose descriptions are given below. 
 words-lvt2k-temp-att [47]: uses the seq2seq attention model and includes the semantic features within it.  
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 graph-based attention [48]: presents a graph-based attention mechanism that works based on an encoder-
decoder framework and introduces a hierarchical decoding algorithm to provide efficient summary generation.  

 pointer generator [49]: involves a pointer-generator network. During the summary generation, the model 
extracts keywords from the input sequence to deliver an accurate summary.  

 pointer generator + coverage [49]: coverage mechanism is laid over pointer generator model. Content that is 
generated to minimize the replication is documented.  

 Machine Learning + Reinforcement Learning with self-attention [50]: a self-attention model that utilizes 
combinational objectives for training is incorporated. 

 
RESULTS AND ANALYSIS 
 
The performance of various existing models applied on CNN/DAILYMAIL dataset is shown in table.2. The 
comparison shows that the proposed model outperforms the existing methods concerning the ROUGE score. The 
proposed model initially selects the sentences that contain information to reduce redundancy and more detailed 
information. Then the attention-based transformer model is applied to generate languages to frame an abstractive 
summary that is similar to the manually generated summary.  
 
CONCLUSION  
 
In this paper, a hybrid extractive and abstractive summarization technique is for query-based document 
summarization. Graph-based summarization is initially applied to identify the informative sentences from a large 
number of sentences. The extracted sentences are represented in a numerical format using the encoder phase of the 
multi-head transformer model. New sentences are generated by the decoder phase of the multi-head transformer 
model. The experimental results prove that the proposed model generates an accurate summary and holds a greater 
ROUGE index when compared to the other existing summarization models.  
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Table 1. Statistics of CNN/daily mail dataset. 

Dataset Train Test Validation 
Size 51.6M 1.3G 59.6M 

Average-ref 58.30 55.15 61.42 
Avg-abs 777.27 791.7 768.29 
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Table 2. Performance comparison on CNN/DAILY Mail dataset. 
Model ROUGE-1 ROUGE-2 ROUGE-L 

words-lvt2k-temp-att [47] 35.46 13.30 32.65 

Graph-based attention [48] 38.01 13.90 34.00 
Pointer generator [49] 36.44 15.66 33.42 

Pointer generator + coverage [49] 39.53 17.28 36.38 
Machine Learning + Reinforcement 

Learning with self-attention [50] 39.87 15.82 36.90 

Proposed Model 40.17 17.30 37.51 
 

 

 
Fig 1. Architecture of the Proposed model. Fig 2. Steps in Abstractive Summarization 
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A climate is at an atmosphere as a result of global warming and other factors, is rising daily. climate 
change, which are linked to rainfall variability. Understanding the climate system's transition is crucial to 
tackling major worldwide environmental challenges. Furthermore, because rainfall is the most common 
cause of stream flow in India, particularly flood flow, it is critical to understand its pattern in relation to 
groundwater recharge. Seasonally, total quantity of rainfall which is dumped fluctuates. consequently 
volume of flash floods in different sections of a country at different times and locations throughout the 
year is complicated, and further research is needed. Various hydrological concerns, such as floods and 
droughts, are caused by this variation. Rainfall research during the monsoon season n Asia (June to 
September) and temperature conducting a study to Indian over the vacation (Feb to May) are critical for a 
number of reasons, including economic development, disaster management, and hydrological planning. 
It's vital to understand mean rainfall and temperature variations on a smaller geographical scale. The 
seasonality index of rainfall and temperature can be used to investigate the changing pattern of rainfall 
and temperature. The above study's primary goal is to investigate a yearly trend for rainfall pattern, 
humidity, and groundwater level using an the ARIMA approach (autoregressive integrated moving 
average average) To understand the relation matrix and co-relation parameter, we also studied district-
level geology and river recharge patterns. The observation shows the direct dependability of river water 
flow with rainfall and groundwater recharge with 67% and 78% precision, respectively. The humidity 
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dataset shows heavy rainfall predictions prospectively with 35% accuracy based on the 5-year timeline 
dataset. We also checked for data redundancy and inconsistency in order to achieve a data efficiency of 
99% or higher.  
 
Keywords: Data Analytics, Climate Trends, Autoregressive integrated moving average (ARIMA) model, 
Co-relation Matrix 
 
 
INTRODUCTION 
 
Amravati division and Nagpur division are the two divisions that make up the Vidharbha area. There are 11 districts 
in all in the Vidharbha region. There are 11 district in the region, namely Akola, Amravati, Buldana, Yavatmal, 
Washim, Bhandara, Chandrapur, Gadchiroli, Gondia, Nagpur, and Wardha. As of July 2021, there are about 120 
Talukas in total. Considering the geology and geography of Vidarbha region, the state of Vidarbha is located to the 
north portion a Deccan Plateau. In contrast to There aren't any Southern Stupas. significant mountainous regions [1]. 
The Satpura Range is located in To a north is Madhya Pradesh. of the Vidarbha area. On the southern branch of the 
Satpura Range is the Megat area in the Amravati district. which runs across the district. In Vidarbha, large basaltic 
rock formations may be found across the region, which is 66 million years old, a portion of volcanoes known as the 
Deccan Traps [2]. Bhandara and Gondia districts are completely covered occurs as part and metamorphism, which 
distinguishes them as having a geology that is In Maharashtra, exceptional. Buldhanais home to the Lonar crater, 
which was formed by an asteroid collision. Gondia, Bhandara, Gadchiroli, and Nagpur's eastern districts are situated 
in earthquake zone 1, which has the least seismic activity. amount of Asia's seismic activities, whereas the other 
districts are located in earthquake zone 2, which has the most seismic activity [3]. The Wainganga River is the biggest 
river in Vidarbha, and its waters, together with those of its main The Wardha, Kanhan, and Painganga are tributaries 
that enter the Godavari with in south. Several minor rivers, including the North of a Tapti Rivers are the tributaries 
Khapra, Sipna, Gadga, Dolar, and Purna. [4]. 
 
Considering the atmosphere condition, the climate's degree is atmosphere as a result of global warming and other 
factors, is rising daily. climate change, which is connected to rainfall variability. Knowledge of this shift in the 
climate system is essential for resolving major environmental problems across the world [5]. Also, since rainfall is 
most common cause of stream flow, particularly flood flow in the majority of rivers in India, it is critical to 
understand its pattern. The amount of rain that falls changes throughout time. Differences in rainfall magnitude in 
different areas of a nation at a particular time and location throughout various seasons of the year are varied and 
must be investigated further. Many hydrological issues, such as floods and droughts, are caused by this fluctuation. 
The study during la temporadamonsoona (June to September). in India is very important for economic growth, 
disaster management, and hydrological planning, among other things. It's crucial to understand On the a small 
spatial scale, the rainfall totals and its variation. The seasonality index of rainfall may be used to investigate changing 
pattern is of rain [6]. The sum of the yearly rainfall data for the Vidarbha area of Maharashtra, which includes four 
districts: Akola, Wardha, Washim, and Yavatmal, is used in this study. To understand the rainfall variability of the 
area, the data is then examined for mean, standard deviation, and skewness of coefficient. The seasonality index, 
which quantifies the distribution of rainfall over the seasonal cycle, is developed and used to categorise the various 
rainfall in the area using this study [7]. The trend analysis is also used to identify changes over time in the 
seasonality index to establish the changing pattern of rainfall at the district size. The current study will undoubtedly 
offer academics with a roadmap for the long-term development of Maharashtra's water resources. In Vidarbha 
Summers are very hot, but winters are dry and cool, with temperatures falling to or below 2 degrees Celsius. In the 
region, a low of 2 °C was recorded, with a high of 47.7 °C. Akola recorded a low temperature of 11.9 °C in May, 
which is often Maharashtra's hottest month. Summers are hot and humid, March through June, with May being the 
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hottest month of the year. Temperatures below 10 degrees Celsius prevail from November through February 
throughout the winter season. degrees Celsius (50 degrees Fahrenheit). On May 29, 2013, the city's maximum 
temperature was 47.9 °C, nonetheless, the smallest temperature on December 29, 2018 was 3.5 °C. The vast majority 
of rural Maharashtra residents, as well as some urban residents, rely on groundwater for drinking. Prior to 1972, the 
usage of groundwater in the state was considered to be rather minor. Droughts became more common as a result of 
the limited supply of surface water, the development of low-cost drilling equipment, the easy availability of 
institutional financing, and energization, among other factors, resulting in the spread of irrigation wells.In this paper 
we have discussed about rainfall , humidity and ground water level of Vidarbha region, Maharashtra [8].  
 
Nagpur Division and Amravati Division make up Vidarbha, the Indian state of Maharashtra's north-eastern area. 
Berar was the previous name for the Amravati division (In Marathi, varhad) It covers 31.6 percent of Maharashtra's 
total land area and is home to 21.3 percent of the state's people. Madhya Pradesh, Chhattisgarh, and Telangana are 
its neighbours to the north, the east, and the south, respectively. on the west by Maharashtra's Marathwada and 
Khandesh areas. Located in the heart of India. Nagpur is followed by Amravati as Vidarbha's largest city. Rainfall 
replenishes soil moisture, stream flows, lakes, glaciers, and other bodies of water. During the rainy period, which 
runs from June to September, India receives roughly 80% of its total rainfall [9]. Rains fluctuations and trends have a 
huge influence on Indian agriculture, which is heavily reliant on monsoon rainfall. It is important to make available a 
suitable rainfall trend that will offer geographical and temporal variability of rainfall in order to provide information 
to everyone involved with water resources. In order to analyse the effects of social and economic planning on global 
warming, such analysis is also necessary. The southwest monsoon has a great impact on In the northwest of 
peninsular India sits the state of Maharashtra. experiences water shortage practically every year. The previous 
performance of monsoon rainfall predicts that rainfall would be scarce in the future as well. The Vidarbha area 
receives less yearly rainfall than the Konkan region, but more than the Marathwada region. Because there are more 
disasters happening, such as flood water scarcity, and their significant economic effects and human life, district 
rainfall climatology, and details on the district's rainfall's temporal changes level are required for improved disaster 
preparation, administration, and planning of water resources by the district administration. When assessing the 
influence of rainfall on hydrology, ecology, agriculture, or water usage, the pattern of rainfall during the course of a 
season is just as significant as the overall quantity of annual/monthly rainfall. Since rainfall is so essential in 
recharging the groundwater, it's critical to understand how the mean annual rainfall has changed over time. The 
timing and duration of these high-rainfall seasons at a location or watershed are critical for agricultural or water 
management planning and design. Variations in the seasonal receipt of rainfall, even without modifications to yearly 
total rainfall, have a substantial impact on the division of fluid into evaporation of water, penetration, and outflow, 
and consequently flood predictions, responses of the ecology to creek discharge.. The seasonality index of rainfall 
may be used to analyse the changing pattern of rainfall. The seasonality index is used to determine long-term 
variations in rainfall, which is then followed by trend analysis. Planning and managing agriculture requires a 
complete understanding of a location's rainfall pattern. Intra-seasonal and inter-annual changes in the Indian 
summer monsoon may be studied using daily and monthly rainfall records. Center for Climate Prediction (CPC) The 
two major data sets, Merged Analysis of Precipitation (CMAP), many applications, such as weather and climate 
monitoring, climate research, numerical model validation, and hydrological research. To create rainfall analysis, 
three types sources of data are combined: evaluate measurements, estimations based on computational modelling 
and satellite data forecasts. However, merely combining the various rainfall estimates is insufficient. Using this 
previous work as inspiration, the current study presents a shifting pattern of rainfall and its variability analysis, 
which will be extremely beneficial for hydrologic modelling, the agricultural sector, and water resource planning 
and management [10].  
 
Along with the rainfall pattern, a seasonality index for total annual rainfall series of four Vidarbha Maharashtra 
districts, namely Akola, Wardha, Washim, and Yavatmal, is provided for the period 1901–2002, which will aid in the 
sustainable development of Maharashtra's water resources. The amount of rain that fell in total over a specific time 
period, measured in millimetres, is the most typical rainfall measurement (mm). For instance, we could be interested 
in learning how much rain fell in millimetres during a certain hour, day, month, or year. Rainfall is calculated by 
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Rain Guage shown in Figures (a), (b), and Figure (c). Humidity is a measurement of the quantity of water vapour in 
the atmosphere. The maximum concentration of water vapour determines how much water is in the air (moisture). 
the more liquid vapoursas the air contain, the warmer the climate. Your morning weather reporter would talk about 
relative humidity. Evaporation from huge amounts of water from bodies of water on the Earth's surface, such as 
lakes, oceans, and seas vapour into the environment. Absolute humidity relates to how much water is in the air and 
is measured in grammes per cubic metre or grammes per kilogramme [11]. When stated as a percentage, relative 
humidity reflects the current condition relative humidity in comparison to the highest humidity level at a specific 
temperature [12]. Relative moisture is defined as the mass of vapour divided by the mass of all moist air parcels. A 
hygrometer (as shown in Figure(d)) is a tool that counts the amount of water. vapour occurs in the earth, air, or in 
confined spaces. Maharashtra is one of the hottest states in India. Although there are only a few tropical and humid 
months, the climate is quite warm, with an annual average of 33 degrees. The humidity of Vidarbha can be shown as 
- 
 August is, on average, the wettest month. 
  On average, April has the lowest relative humidity. 
 53.0 percent of the yearly average is humidity. 
 
The monsoon is essential for replenishing groundwater supplies. Water seepage occurs when there is mild to 
moderate rainfall that is recorded on a regular basis rather than a large rainfall period, which frequently results in 
more surface water run-off. The data was taken from the network of observation wells maintained by the Central 
Ground Water Board (CGWB) during the decades 1975–1984 and 2004–2009. The shallow, unconfined aquifer is 
shown in the wells. which receives quick replenishment from rains as well as any intervention for artificial 
recharging. The average groundwater level of all observation wells within each district's borders was determined 
[13]. the state's groundwater levels, weighted by area, across all of its districts is used to calculate the regional 
average groundwater level. (Last week of May/first week of June) and after the monsoon (first week of November) 
observation wells with incomplete data are not considered. Groundwater levels in observation wells that vary 
abnormally (greater than 50% from the mean trend) are not considered. (About 3% for both times). The loss of 
groundwater resources in Vidarbha and Marathawada was less severe than in Saurashtra [14] [15]. A submersible 
pressure transmitter is commonly used to measure groundwater levels. The device used to calculate groundwater 
level is as shown in Figure (e). 
 
METHODOLOGY 
 
It is a word that refers describe a large a significant volume of data that is organised, semiorganized, or unstructured, 
and that is derived from a variety of sources such as data from the public and the media, cameras, and warehouses, 
and other sources, and that is stored in various formats such as. Http files, picture documents, txt and.csv file format, 
and so on.A large amount of info is gathered and produced within a quick pace using the assistance of extremely fast 
and powerful computers for a variety of real-time and extensive applications.  Data analysis is necessary to 
transform this information into action and knowledge. and as a result, steps for big data analytics are developed. 
Volume, Velocity, and Variability are the three key qualities that we may use big data analytics techniques to analyse 
massive data sets to guarantee reliable information. 
 
Power BI software was used to scrap the data from various public website of government for humidity, temperature, 
groundwater level and rainfall data. Power BI's sophisticated analytics capabilities enable business users to examine 
data and share insights with colleagues at all levels of an organisation. In one location, Power BI provides a holistic 
picture of key performance indicators and crucial KPIs via simple dashboards that are interactive, which can be 
accessed in real time from anywhere. The whole data was consolidated and different data analytics were undertaken 
for four different parameters like rainfall, humidity, temperature and groundwater level. Percentage wise analysis 
for rainfall dataset clearly shows the direct and proportional relationship. As per the table 2, buldhana region has 
shown the heavy deficiency of rainfall followed by Amravati, Wardha, Yavatmal, Gondia and so on. The average 
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rainfall at normal category was best in Nagpur followed by Akola and Gadchiroli. Data analytics for three-year 
humidity data shows highest saturation of humidity in the month of September giving direct co-relation to rainfall 
increment density (Table 3,4,5).  
 
In order to better understand rainfall patterns, rainfall data for Maharashtra's Vidarbha region is analysed over a 
102-year period (1901 to 2002). We were able to compute the frequency analysis, rainfall variability analysis, and 
seasonality index with the help of. graphs and calculations the seasonality index may be used to predict rainfall 
patterns. The Vidarbha region will definitely contribute to the growth of watershed operations. not just to give help 
in that area, but also to provide advice on critical soil and water problems Conservation initiatives, such as 
groundwater recharge, are examples. The seasonality index (0.85 to 1) and frequency analysis (75 percent exceedence 
probability: 650 to 850mm rainfall) clearly demonstrate that Akola, Wardha, Washim, and Yavatmal are dry, with 
rainfall continuing in the same pattern as shown in the result analysis over the next 75 years. The information 
provided here is useful not just for corporate water resource organisations and decision-makers, but also for 
government agencies engaged in establishing water policy, conservation, and irrigation projects. This kind of study 
will show its essential significance in all water scarcity areas and may be utilised as a foundation before any regional 
water delivery system is developed and implemented. Groundwater is an important source of freshwater in the 
tropics, providing clean drinking water close to the site of use for residential, agricultural, and industrial uses. 
Groundwater recharge, in part, regulates the sustainability of groundwater withdrawals, but Particularly in the 
tropics, the conversion of rainfall into recharge is not well understood. annual refuelling of groundwater sources of 
Holocene dunes Holocene dunes may be as high as 40% of yearly precipitation, while annual percentages of rainfall 
producing recharge There are 13 and 4%, respectively, of Mio-Pliocene sandstone and worn crystalline rocks in 
deeper aquifers. The variations are primarily caused by how thick the subsoil is, as well as lithological constraints on 
the conveyance and storing rain-fed replenishment. Droughts, seasonal variations in rainfall, and pumping all have 
an effect on the depth of groundwater under the surface. Water levels in a well may be decreased if it is pumped 
quicker than the aquifer around it can replace itself via precipitation or other underground activity. Groundwater is 
a dynamic natural resource that may be replenished by precipitation during the rainy season throughout the rest of 
the year. Overdrawing groundwater strains the aquifer, producing a decrease in the water table and aquifer 
distortion, as well as severe surface and subterranean environmental consequences. The presence of humidity is an 
inevitable part of existence. When it rains, the humidity in the air may change dramatically. It may generate an 
excessive amount of humidity, resulting in an excess of moisture in the air. Learn more about the interaction of rain 
and humidity and how it affects them. As a consequence, managing humidity in your workplace will be 
straightforward. You may be surprised at how fast the weather may alter the humidity. When it rains, the humidity 
rises to 100 percent, causing the clouds to become unable to hold any more water. Evaporation causes the relative 
humidity to increase when it rains. It's conceivable that There is some water vapour present in the rain-soaked air. 
Nevertheless, because air is present all the time sucking water from the ground, the humidity will grow as the rain 
keeps coming. Evaporation cools the air and increases the absolute moisture content of the surrounding air. Rain 
collects water vapour from the sky and deposits it on the earth's surface on a larger scale. This shows that rain 
reduces the average relative humidity across a larger region. Water evaporates more rapidly in hotter air, resulting in 
a greater level of humidity. If the air is colder, the water reduces humidity, making it seem cooler than the outside 
temperature. The dewpoint temperature is similarly concerned with moisture and the quantity vaporised water in 
the environment. It is how hot it is at which air must be cooled before saturation occurs. Dewpoint may vary from 
the mid-60s to the high 80s depending on the area and time of year. It's also important to remember that various 
humidity levels affect different individuals in different ways. Table 6 shows the direct relation of monitored well 
dataset in total 8 district. The well dataset can be linked with prediction model in future for direct relation to water 
scarcity with the help of geology mapping. Following is the data of Rainfall, Humidity ang Groundwater level- 
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RESULT 
 
Ground Water Monitoring Wells Are Distributed Using a Basin-Wise Approach In the Godavari basin, there are 997 
network stations, 317 in the Krishna basin, 316 in the Tapi basin, 277 in the Coastal basin, 7 in the Narmada basin, 
and 2 in the Mahanadi basin (Table 8 and 9). The basin-by-basin distribution of GWM wells is shown in Table 8. The 
well data analytics reveals a clear correlation between the rainfall dataset and the groundwater level, although with 
less precision since the groundwater level may be a result of river prospects, which might vary depending on the 
terrain or the source of the river. 
 
Chart 1  shows the overall average plot for the vidharbha region for rainfall dataset, the difference between expected 
is 22% less than actual rainfall. The percentage distribution in Chart 2 clearly states the uneven distribution of the 
rainfall in overall geography of vidharbha region. Chart 3,4,5 shows the trend in humidity and shows highest 
saturation in the month of august or September, which in fact show the direct co-relation with groundwater recharge 
as shown in Chart 6 and 7. The relation for river roles for groundwater recharge and well dataset doesn’tshow direct 
relation as river are combination of various geography and none of them have origin in vidharbha region (Chart 8 
and Chart 9).  
 
CONCLUSION 
 
It was necessary to combine all of the data and conduct several data analyses in order to determine the levels of four 
distinct factors, such as rainfall, humidity, temperature, and groundwater level. The direct and proportionate 
connection between rainfall and temperature is clearly shown by a percentage-wise examination of the rainfall 
dataset. Buldhana is the area with the greatest lack of rainfall, followed by Amravati, Wardha, Yavatmal, and 
Gondia, which are all in the same boat. The average rainfall in the normal category was highest in Nagpur, followed 
by Akola and Gadchiroli, according to the Met Office. Analyses of three-year humidity data reveal that the month of 
September has the greatest saturation of humidity, which has a direct relationship with the amount of rainfall that 
has fallen. In the well data analysis, it is shown that there is a strong connection between the rainfall dataset and the 
groundwater level. However, the accuracy is limited because groundwater levels can change as a result of river 
prospective, which can vary depending on topography or the source of the river. Due to the fact that rivers are a mix 
of many geographies and none of them have their origin in the Vidharbha area, the relationship between river 
responsibilities for groundwater recharge and the well dataset does not exhibit a clear correlation. In order to 
comprehend the relation matrix and co-relation parameter, we have also examined the geology of each area as well 
as the river recharge pattern. The finding demonstrates that river water flow is directly dependent on rainfall and 
groundwater recharge, with accuracy of 67 percent and 78 percent, respectively. Based on the 5-year timeline dataset, 
the humidity dataset indicates a heavy forecast potential with a 35 percent accuracy rate for heavy rainfall. We have 
also validated the data redundancy and inconsistency in order to get a data-efficient model that is 99 percent or 
better. 
 
FUTURE SCOPE 
The data analytics on rainfall, river, water-well, humidity, temperature data can directly be used to predict the 
natural disaster like drought, flood, cloud bust, extreme temperature; as there is direct co-relation of various 
parameter with respect to time-line of year. Geography and geology have similar trend over vidharbha region so 
studying and predicting natural disaster like drough, flood, cloud bust, extreme temperature finds the possibility in 
vidharbha region based on above data-analytics which is carried out for future prospects 
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Table-1: Rainfall of Vidarbha 

 
 
 

Table-2: Up till December 26th, 2020, district-level rainfall deviation as a percentage from average rainfall 

Sr.No. Region Normal 
Rainfall (mm) 

Actual Rainfall 
(mm) 

% Departure of 
RF wrt Normal Category 

1 Vidarbha 954.6 875.4 -8 Normal 

Sl No. District % Departure of RF wrt Normal Category 
1 Akola 2 Normal 
2 Amravati -18 Normal 
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Table6: Groundwater level of Vidarbha 2019 

Sl. 
No. 

District 
Active Dry 

Wells Not 
Monitored# 

Total Wells (As 
on Jan 2019) Total 

DW Pz DW Pz DW Pz DW Pz 
1 AKOLA 25 6 5 0 2 3 32 9 41 

2 AMRAVATI 73 7 1 0 8 12 82 19 101 

3 BULDHANA 45 10 2 0 5 3 52 13 65 
4 CHANDRAPUR 49 11 1 0 3 0 53 11 64 
5 GONDIA 24 4 0 0 7 1 31 5 36 

6 NAGPUR 60 17 0 0 0 3 60 20 80 

7 WARDHA 49 11 0 1 1 4 50 16 66 
8 YAVATMAL 58 20 0 0 1 4 59 24 83 

 
TOTAL 383 86 9 1 27 30 419 117 536 

 

 
 

3 Bhandara -9 Normal 
4 Buldhana -26 Deficient 
5 Chandrapur -3 Normal 
6 Gadchiroli 0 Normal 
7 Gondia -8 Normal 
8 Nagpur 7 Normal 
9 Wardha -17 Normal 
10 Washim -1 Normal 
11 Yavatmal -15 Normal 

Table 3. Humidity 2018 

MONTHS AVERAGE 

January 59% 

February 52% 

March 34% 

April 26% 

May 34% 

June 60% 

July 89% 

August 70% 

September 80% 

October 79% 

November 69% 

December 79% 

Table 4. Humidity 2019 
MONTHS AVERAGE 

January 52% 
February 48% 

March 26% 

April 20% 
May 29% 
June 67% 
July 82% 

August 76% 
September 79% 

October 70% 

November 62% 
December 68% 

Table 5. Humidity 2020 
Month AVERAGE  
January 58% 

February 42% 

March 30% 

April 22% 

May 25% 

June 59% 

July 79% 

August 80% 

September 78% 

October 60% 

November 58% 

December 59% 
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Table7: Groundwater level of Vidarbha 2020 (DW = Dug well; PZ = Piezometer) 

Sl.No. District 
Abandoned New wells Total wells Total Wells 

(As on 31st March 2020) DW PZ DW PZ DW Pz 
1 AKOLA 0 0 3 0 32 9 41 

2 AMRAVATI 14 1 0 0 69 18 87 

3 BULDHANA 1 NAN 5 1 52 14 66 

4 CHANDRAPUR 0 0 10 0 63 11 74 

5 GONDIA 0 0 0 0 31 5 36 

6 NAGPUR 2 1 6 0 65 19 84 

7 WARDHA 2 0 3 0 48 16 64 

8 YAVATMAL 0 0 3 0 58 24 82 

 TOTAL 19 2 30 1 418 116 534 
 

 
Table8: Distribution of Ground Water Monitoring Wells in Each Basin in Vidarbha in the period 2018–19 

District Godavari Mahanadi Tapi Grand Total 
Akola NAN NAN 37 37 

Amravati 46 NAN 58 104 
Bhandara 41 NAN NAN 41 
Buldhana 42 NAN 44 68 

Chandrapur 74 NAN NAN 74 
Gadchiroli 64 2 NAN 66 

Gondia 37 NAN NAN 37 
Nagpur 94 NAN NAN 94 
Wardha 67 NAN NAN 67 
Washim 32 NAN 18 50 
Yavatmal 96 NAN NAN 96 

Total 593 2 157 734 
 
Table9: District-level Ground Water Monitoring Point Observers' Current Situation Vidarbha during the year 
2018-19 

Sr. No District Number of Point Observer 
1 Akola 7 
2 Amravati 39 
3 Bhandara 6 
4 Buldhana 10 
5 Chandrapur 10 
6 Gadchiroli 10 
7 Gondia 1 
8 Nagpur 7 
9 Wardha 5 
10 Washim 9 
11 Yavatmal 6 

 Total 110 
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Figure: a) Figure: b) Figure: c) 

  
Figure: d) Figure: e) 

  
Figure: f): Vidarbha Region Map in Vidarbha Figure g): Monsoon patterns 

  
Figure h): Ground water level in Maharashtra Chart 1. Average Rainfall Vidarbha region                                        
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Chart 2. Departure of Rainfall Chart 3. Humidity 2018                                           

  

Chart  4. Humidity 2019 Chart 5. Humidity 2020 

  
Chart 6. Groundwater level 2019 Chart 7. Groundwater level 2020                                            
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Chart 8. Chart Title Chart 9. Number of Point Observer 
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Multiple object tracking has received a great deal of attention from academics recently and now ranks 
among the main urgent difficulties with machine vision, mainly in light of the development of automated 
vehicles. MOT itself becomes a crucial vision job for a variety of problems, including occlusion in 
crowded settings, identical appearance, trouble detecting small objects, ID switching, etc. In addition to 
using the transformer's attention mechanism, graph convolutional neural networks, Siamese networks, 
trackless correlation, and basic IOU matching-based CNN networks, researchers also tested motion 
prediction using LSTM and the interrelation of trackless with CNNs. They looked at more than a 
hundred articles that were published in the past three years to identify strategies for handling MOT 
challenges. They explored transformer's attention mechanism, graph convolutional neural networks, 
Siamese networks, track-let correlation, IOU matching-based CNN networks, LSTM for motion 
prediction, and track-let interrelation with CNNs. 
 
Keywords: monitoring several objects, monitoring objects, obstruction, and machine intelligence 
 
 
INTRODUCTION 
 
Deep learning algorithms have successfully solved real-world problems in the past decade, with classifiers being 
widely used in machine vision. Object monitoring, which comes after object detection, is considered a crucial goal in 

ABSTRACT 

 REVIEW ARTICLE 
 

http://www.tnsroindia.org.in
mailto:chaudharypranitha@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57715 
 

   
 
 

object recognition. It involves locating objects on the screen and creating trajectories for them in subsequent frames. 
Objects can be diverse, ranging from approaching traffic and moving cars to athletes in sports or flying objects. birds, 
etc. Multiple items are tracked at once inside a frame using a technique called many objects tracking, or MOT. In 
MOT, investigators can follow every object in a certain class or every object in the aforementioned classes. Single 
Item Tracking, or SOT, is the process of tracking just one object. The MOT is more difficult than the SOT. As a result, 
many deep learning-based designs were presented by academics to address MOT-related issues. Researchers 
conducted a literature study on MOT to organize research from the past three years, including articles and reviews 
from prior years [1]. Limitations of previous studies included narrow focus on deep learning approaches or lack of 
consideration for real-world deployments. The researchers reviewed over a hundred publications from 2020 to 2022, 
identifying strategies for addressing challenges in MOT and analysing datasets and metrics used in previous studies. 
They also highlighted diverse applications of MOT. During their review, a specific area of research caught their 
attention and was further discussed. In conclusion, researchers have structured our work in the following way: 
 
1) Identifying the biggest obstacles in MOT 
2) listing the numerous MOT strategies that are often utilised 
3) Creating a dataset summary for the MOT benchmarks 
4) Creating a MOT metrics summary 
5) MOT, a tracker must also overcome a number of additional obstacles when it comes to a MOT issue  investigating 

different applications 
6) Several recommendations for upcoming projects 

 
MOT MAIN CHALLENGES 
Multiple object tracking presents certain difficulties. Although occlusion is the major obstacle in  
Occlusion 
Obstruction is a challenge in MOT when objects of interest are partially or completely covered by other objects, 
especially in crowded environments without depth information. The use of bounding boxes to locate objects is 
common in MOT, but overlapping ground-truth bounding boxes can affect accuracy [2, 3, 5]. Scholars are actively 
exploring ways to address occlusion challenges, as shown in Figure 1a where a light pole obstructs the view of a red-
clad woman in Figure 1b. Fig. 1. (a) A diagram showing how components are occluded (green and blue). 
Components were separated from one another in display 1. A portion of them is obscured in display 2. They are 
completely obscured on display 3. 
 
Some Common Challenges 
Accurate object detection is critical in MOT architecture, but it can be challenging due to factors like speed, backdrop 
distortion, and lighting conditions. Objects with different shapes, colours, and sizes require specific visual features 
for detection. Scale-related visual features and higher-quality images are used in attempts to overcome these 
challenges [2] prediction algorithms, they additionally employed hierarchical feature maps [3]. 

 
MOT APPROACHES 
Object detection and target association are crucial initial stages in the process of multiple object tracking (MOT). 
While some research focuses on improving object detection, others focus on data association to link objects across 
frames. These two phases are often intertwined, with overlaps between techniques and combinations of different 
MOT components in publications. The identification and organization stages are not always separate, and various 
approaches are used to address these challenges in MOT. Therefore, they cannot claim that the methods are distinct 
from one another. However, they made an effort to identify the most common methods so that they could choose 
one of them to implement. 
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Transformer 
The Transformer model has gained popularity in computer vision tasks, including MOT, due to its encoder-decoder 
architecture and long-term context memory. DOQ and query-based tracking have been used to improve detection 
adaptability in MOT. Deep base maps with scaling techniques have also shown improved results in MOT [2]. 
 
Graph Model 
Graph Convolutional Networks (GCNs) are a type of fully convolutional network used in multiple object tracking 
(MOT) that treat objects as nodes in a graph. The connections between pairs of nodes are referred to as edges. GCN-
based approaches have emerged as a novel approach in solving MOT problems. The Hungarian method is 
commonly used in this field for data association [16]. An overview of employing graph models to resolve MOT 
problems is shown in Table II. Fig. 3. Track Former [4] performs combined detection and attention-tracking while 
using the transformer's design to enable encoding and decoding to transform monitoring several objects into a set 
estimation issue. 
 
Use the Presentation Map Connections as well as the Movement Graphs System to evaluate the motion and 
appearance of the frames accordingly [21]. Two graph modules have also been used by investigators to address the 
MOT issue; however, the following section contains responsibility for making the in [23,24], researchers proposed 
addressing association and assignment issues in multiple object tracking (MOT) by focusing on object similarities 
within the same frames and incorporating dynamic programming for identifying persistent features. Recent work in 
2022 has explored multi-camera MOT using dynamic graphs to gather information on new features. GCN-based 
ranking was also used for proposal generation and grading in MOT. 
 
Detection and Target Association 
While any deep learning model can perform object detection, the challenge lies in accurately tracking the trajectory 
of the target or object [25,27]. Different approaches have been used in various publications for this purpose, 
including bottom-up and top-down strategies. The bottom-up approach involves finding point trajectories, while the 
top-down approach involves selecting bounding boxes. Combining these two approaches can provide a 
comprehensive picture of the objects being tracked. In 2020, two separate branches of object detection and re-
identification were completed, using a similar construction and named "FairMOT" to denote equal emphasis on both 
tasks [33].  Fig. 4. (a) Images in which things can be found (b) A graph that was created using the tracklets or 
observed objects as each node and proposal generation. (c) Using GCN to rank the suggestions. The trajectory 
inference is (d). (e) The result [22] 
 
In addition to [30], Cordmaker, an association structure for information correlation, was developed for object 
detection. Self-supervised learning was used to complete the object detection part, incorporating Faster CNN and 
recent combining techniques for object identification. This resulted in the recommendation of Quasi-Dense 
Monitoring System (QDTrack). D2LA system by Yaoye et al., based on FairMOT [33], balances precision and 
complexity. Safety measures like strip attention module are introduced to avoid congestion. Norman et al. propose a 
method for estimating object configuration and mapping object orientation for hidden objects. In [32], two modules, 
CVA and MFW, are proposed for object localization offset information extraction and communication between 
frames. Coordination of the overall procedure is referred to as "Trades". Cheng-Jen et al. proposed an indoor 
multiple objects tracking approach that includes a depth-enhanced tracker (DET) and an indoor MOT dataset. 
YOLOv4 was used as the object detector, and optical flow was employed to track bounding boxes. Anticipated 
changes in MOT problem statements for 2022. Both object tracking and object forecasting have been done in this 
study. They created a Joint Learning Architecture by stacking a forecasting network and Fairmont [33] to recognise 
bounding boxes (JLE). To correctly recognise the pedestrian, they have combined these two categories of 
characteristics. 
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Attention Module 
Attention modules play a crucial role in object recognition in MOT, allowing for focus on subjects of interest and 
ignoring background. Different attention techniques, such as strip attention module, data association, information 
association, and spatial-attentional techniques, have been proposed to address occlusion challenges in MOT. These 
modules help in re-identifying obstructed objects, generating intense attention, and recovering relevant data from 
earlier frames for improved object localization. These approaches are summarized in Table IV and show promising 
results in handling occlusion in MOT [37, 40]. The use of self-attention mechanism in detecting automobiles is 
proposed in [38], where a dynamic graph is used to combine internal and external input from cameras. Cross- and 
self-attention are employed for feature extraction, reducing background occlusion. Cross-attention component is 
illustrated in Figure 5. 
 
Motion Model 
Motion characteristics utilized for multi-object tracking, including AMFD and LRMC for motion identification. 
Motion model baseline (MMB) reduces false alarms in vehicle operations. Proposed Motion-Aware Tracker (MAT) 
with motion compensation recommended for 2022 implementation. Uses GLV model, LGM tracking, and three 
modules for object mobility anticipation. 
 
Siamese Network 
The Siamese network is a powerful tool for object tracking, allowing for comparison of frame similarities and pattern 
recognition. It consists of two concurrent subnetworks that share weights and are merged together to assess the 
closeness of linguistic knowledge. In our approach, a pyramid network with a thin transformer attention layer, called 
Siamese Converter Pyramid Router, enhances characteristics and cross-awareness among hierarchy aspects for 
improved object detection. Our proposed method offers faster and more efficient object tracking with minimal 
supervision and network connection settings, including a portable navigation unit for increased foreground item 
localization. The Siamese Tracking Network incorporates an integrated and effective converter layer with transform 
layers replacing the convolutional layer [34]. 
 
Organization for Track lets 
Track lists are collections of related items in a series of frames, initially identified using various techniques in object 
detection and tracking. Track let association is a challenging task in MOT, and different studies have used various 
strategies, as summarized in Table VII. One approach involves creating tracklets using a 3D geometric method and 
optimizing the global relationship using spatial and temporal information from multiple cameras [46]. Fig. 6. (Three 
examples of typical networks include (a) symmetric pyramid-shaped Siamese networks, (b) discriminative networks, 
and (c) the establishment of the Siamese transfers multilevel system [12]. They can observe a distinct approach from 
the earlier ones in [47]. They created a TMB that calculates price as well as being flexible by treating each trajectory as 
a centre vector. They also developed LVS, which acknowledges every identification as a critical rule and aids in 
viewing the trajectory from a broader perspective. In addition, researchers suggested the SGFF technique to 
eliminate ambiguous features. 
 
MOT BENCHMARKS 
Typical MOT datasets consist of video clips with unique IDs assigned to each object entering the frame. New 
benchmarks with additional variables are released almost every year since 2015, including MOT15, MOT16 [82], 
MOT20, and others. Well-known benchmarks like PETS, KITTI, STEPS, and Dance Track are widely used in 
computer vision research. These datasets, such as Head Tracking 21 and STEP, provide access to diverse tracking 
scenarios, including pedestrian head tracking and pixel-level monitoring and segmentation are often used in the 
papers that they look at is shown in Chart 7. The diagram demonstrates how the MOT17 dataset is used regularly 
compared to other sets of data. 
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MOT METRICS 
MOTP 
Localization precision crucial for tracking multiple objects; MOT P used with MOT A to account for detection and 
localization. localization accuracy in multi-object tracking. One of the results of a MOT job is localization. It reveals 
the location of the object within a frame. It cannot give a complete picture of the tacker's effectiveness in tracking 
objects on its own. 

MOTP =
∑  ,
∑    

: The separation between the object's real size and its corresponding theory at the moment, : A tracker assigns a 
hypothesis for each item in the set, , inside a single frame ℎ . :  Number of times an object and a hypothesis have 
been matched as of time . 
 
MOTA 
Accurate Monitoring Multiple Objects. Without accounting for preciseness, the indicator assesses effectively 
Recognizing objects and predicting trajectory. The statistic accounts for three different forms of inaccuracy [49]. 

= 1−
∑   ( + + )

∑    

 
:The quantity of missed shots at time . 
: The quantity of false – positive 

: The quantity of identity changes 
: The quantity of things on hand at time . 

 
MOTA has limitations as it overemphasizes precise detection and ignores association in multi-object tracking. It 
penalizes trackers for association errors and does not have a minimum score requirement, resulting in potentially 
low MOTA scores. Poor accuracy has a greater impact on MOTA when identity switching is not considered. 
 
IDF1 
The metric for identification. Since opposed to measures including MOT A that do bijective translating at the 
detectable limits, the seeks to match anticipated trajectories with actual trajectories. It was created to assess 
"identification," which, in contrast to detection and association, focuses on the trajectories that are present [50]. 

−  Recall =
| |

| | + | |

−  Precision =
| |

| | + | |

1 =
| |

| | + 0.5| | + 0.5| |

 

 : True Positive Identity. The ground truth object trajectory and the anticipated object trajectory are identical. 
:Determine the false negative. Any undiscovered ground truth detection with an unparalleled trajectory. 
: Identity a Fraud Positive. Any incorrectly expected detection. 

IDF1 is favoured by some due to its emphasis on association in multi-object tracking, unlike MOTA which heavily 
relies on detection accuracy. However, IDF1 also has limitations as it may encourage researchers to prioritize 
collecting more unique data rather than focusing on accurate associations and detections. 
 
Track-map 
This statistic agrees with both the actual trajectory and the forecasted trajectory. When the pair's trajectory similarity 
score, , is higher than or equal to the threshold, ∝ , a match between the trajectories is made. Additionally, the 
anticipated trajectory has to have the maximum confidence score possible [50]. 

=
| |
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= | |
| |

 

:number of projected paths overall. Predicted trajectories are ordered in descending order by their confidence score. 
: Calculates the precision of the tracker. 

: Authentically Positive Trajectories. any anticipated trajectory that corresponds to reality 
| | : Among n anticipated trajectories, the proportion of genuine positive paths 

: Actions Recalling 
 
| |: To determine the final T-map score, additional calculations are made using the regression coefficients, 
objects' ascent, and the equations for precision and recall. 

 = max ( ) 
Interpolating the precision values in the beginning, they get  for every n-th number. Next, they create a 
chart of  between for every n-th number. The precision-recall curve is now available. They can calculate 
the track-map score using the integral of this curve. Tracking maps has several drawbacks as well. By doing this, the 
possibility of obtaining a favourable pair as well as the spot would increase. It does not, however, suggest accurate 
tracking. If trackers have superior detection and association, Track map cannot show it. 
 
Loc A 
Reliability in Locating [50]. 

=  
1

| |
 

∈{ }

( )  

S(c): Spatial similarity between expected and actual detections is an important sub-metric that addresses localization 
mistakes. It is different from MOT-P but shares similarities, as it considers localization errors at multiple thresholds. 
Metrics such as MOTA and IDF1, commonly used for tracking evaluation, often overlook localization, despite its 
significance in object tracking. 
 
Association Accuracy Score 
The Jaccard index is averaged among matched detection systems in MOT Benchmark, followed by an average over 
the localization threshold [50]. MOT task outcomes include association, determining whether objects in different 
frames are part of the same or separate trajectories, with the same ID. Missteps in connection occur when two distinct 
expected or predicted detections are applied to the same ground truth object [50]. 

=
1

| |  
∈[ ]

( ) 

 Det A: Detection Accuracy 
The MOT standard uses "Identification Jaccard Ranking summed exceeded localise limit" as a criterion. Detection 
accuracy is determined by the proportion of accurate detections, which can be impacted by ground truth detections 
that are not made or are incorrect, resulting in detection errors. 

Det =
| |

| | + | | + | |
 

Det Re: Detection Recall 
For one localization threshold, the formula is provided. The localization criteria must be averaged [96]. 
 

=
| |

| | + | | 

False negative results are detection and recall problems. They occur when the tracker fails to detect an object that is 
present in the real world. Detection recall and detection precision are two components of detection accuracy. 
 
Det Pr: Detection Precision 
For a single localization threshold, the equation is provided. They must average over all localization criteria [50]. 
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Det = | |
| | | |

 

As was already said, detection accuracy includes detection precision. False positives are flaws in detection precision. 
They occur whenever the tracker produces forecasts that are inconsistent with the reality on the ground. 

=
1

| |  
∈{ }

| ( )|
| ( )| + | ( )| 

Whenever a sensor allocates several projected paths leading to the exact field path, this is known as an association 
recall mistake. Association Recall and Association Precision are two subcategories of association accuracy. 
 
MOTSA: Multi Object Tracking and Segmentation Accuracy 
It becomes a modified version of the MOTA measure that additionally assesses how well the tracker performs 
segmentation tasks. 

= 1 −
| | + | | +

| |

=
| | − | | − | |

| |

 

M is a collection of N ground truth masks with assigned tracking IDs. True positives (TP) occur when a hypothetical 
mask maps to a real mask. False negatives (FN) are unmatched ground truth masks, while false positives (FP) are 
unmatched hypothetical mappings. ID switches occur when ground-truth masks with different IDs belong to the 
same track [50]. The drawbacks of MOTSA include prioritising monitoring over relationships and being significantly 
impacted by the shortlisting of compatible thresholds. 
 
AMOTA: Average Multiple Object Tracking Precision By estimating the MOTA values throughout other memory 
stages, this is determined 
 

=
1

 
∈{ , ⋯ }

1 +
+ +

 

Overall amount of regression coefficients items in every blocks is . For a specific recall value  the number of 
false positive, number of false negative and the number of identity switches are denoted as ,   andIDS . The 
number of recall values is denoted using . This number of ground truth objects over all frames is represented by the 
integer . False positives, false negatives, and identification switchover rates are designated as ,   andIDS , 
respectively, for a given recall factor r.  is an abbreviation for such recall points. 
 
APPLICATIONS 
MOT has a wide range of uses. Tracking different items, such as people, animals, fish, automobiles, athletes, etc., has 
taken a lot of effort. Actually, there are several domains that fall under the umbrella of multiple object tracking. 
However, we will discuss the articles based on particular applications to obtain an idea from the perspective of an 
application. 
A. Autonomous Driving: MOT is used in autonomous driving to track vehicles on the road, handle occlusion, and 

enable 3D motion tracking using LiDAR data. 
B. Vehicular Detection: MOT is used to track pedestrians in streetcar videos, with algorithms like Deep SORT and 

YOLOv5 being employed for detection and tracking. 
C. Wildlife Tracking: MOT is used by wildlife biologists to track animals using UAVs, avoiding the need for costly 

and unreliable sensors. Benchmark datasets like "Animal Track" have been developed for this purpose. 
D. Others: MOT has applications in security surveillance, social distance monitoring, radar monitoring, activity 

detection, smart elder care, investigation, re-identification of people, prediction, and more. Collaborative robotic 
frameworks and Siamese network-based techniques have been proposed for online monitoring and audio-visual 
object tracking in robotics. 

Overall, MOT has a wide range of practical applications across various industries, making it a versatile tool for 
tracking multiple objects in different contexts. 
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LONG TERM GOALS 
 Numerous attempts have already been undertaken in this area because MOT has been a popular study issue for 

many years. But this industry still has a lot of room for growth. Here, they'd like to highlight a few possible MOT 
routes. 

 Mixing frames from numerous cameras: Tracking things using several cams is one of the challenges of MOT. 
Attempts are being made to link and show pictures from existence of non-cameras in order to continually 
monitor target items throughout a large region in a virtual area or for real-time multitarget, multi-camera 
tracking. 

 Linking MOT to a class-based tracking system can be more beneficial in real situations. For example, utilising 
MOT to watch certain things such as birds near aeroplanes can assist automated precautionary actions, and 
category tracking can make tracking a single type of item more effective in observation circumstances.  

 These long-term objectives seek to expand MOT's abilities and uses in a variety of fields.. 
 

CONCLUSION 
 
In this work, we have provided a summary and analysis of the current trends in computer vision for Multiple Object 
Tracking (MOT). Our analysis shows that the use of transformers is increasing due to their ability to capture 
contextual information. However, due to their resource-intensive nature, a focused approach is necessary to achieve 
improved accuracy with a lightweight architecture. Deep learning-based methods such as CNNs and RNNs have 
shown remarkable success in improving MOT performance. Furthermore, integrating MOT with other computer 
vision tasks such as object detection, semantic segmentation, and scene understanding has led to further 
advancements in MOT systems, leveraging sensor fusion for better accuracy and robustness. The current state of the 
art in MOT allows for accurate tracking of multiple objects in complex scenes, enabling various applications such as 
autonomous vehicles, surveillance systems, and human-computer interaction. Continued research and development 
in MOT are expected to push the boundaries further, expanding its potential in various domains. Overall, the field of 
MOT is rapidly evolving, and it offers a promising future with significant potential for real-world applications. 
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Table I .Overview of Relevant Studies to Transformers 

Reference Year 
Extraction of 

Detection/Apparent 
Element 

Data Association Dataset MOTA (%) 

[7] 2022 interpreter for the DETR 
transformer 
interpreter 

MOT17, 
MOT20 

63.5,63.6 

[4] 2022 CNN 
Transformers 

translator MOT17 51.5 

[8] 2022 CNN Transformer MOT16, 
MOT17 62.3, 63.6 

[9] 2022 Faster R-CNN 
Hungarian 
Algorithm 

MOT16, 
MOT17, 
MOT20 

64.8. 63.6, 61.6 

[10] 2022 
CNN + Converter 

interpreter 

interpreter + Feed 
Forwarding 

System 

MOT15, 
MOT16, 
MOT17 

30.5, 54.7, 54.0 

[2] 2022 DETR Deformable Dual 
Decoder 

MOT17, 
MOT20 60.8, 51.2 

[12] 2022 Transformer Pyramid 
System 

Multiple heads 
and focus sharing 

UAV123 74.81 (Precision) 

[13] 2022 CenterNet 
Monitoring 
transmitter TAO, MOT17 34.8 (HOTA), 64.4 

[14] 2022 DETR 

Modules for 
Decoding as well as 
Queries Handling + 
System for temporal 

accumulation 

MOT17, 
Dance Track, 

BDD100k 

46.4 (HOTA), 43.5 
(HOTA), 21.0 

(nMOTA) 

[15] 2022 Encoding Bounding Box Reversal System MOT16 54.3 
 
Table II Overview of Publication Relevant to Directed Graph 

Reference Year Detection Association Dataset MOTA (%) 
[17] 2020 ResNet50 Text Transfer MOT15, MOT16, MOT17 30.6, 37.7, 37.8 

[21] 2022 ResNet-34 Hungarian formula MOT16, MOT17 26.6, 31.1 

[19] 2022 SeResNet-50 People-Interaction 
Framework 

MOT15, MOT16, 
DukeMTMCT 

61.3, 31.1, 65.6 

[20] 2022 
Center Nat, 
Comp ACT 

Box and Tracklet 
Motion Embedding 

MOT17, KITTI, UA-
Detrac 

35.1, 66.5, 21.4 

[21] 2022 ResNet-34 Hungarian algorithm MOT16, MOT17 46.6, 31.1 

[22] 2021 ResNet50-IBN Creation and Rating 
of Proposals 

MOT17, MOT20 38.1, 45.2 

[23] 2021 CenterNet Model Pairing MOT16, MOT17 44.1, 45.1 

[18] 2022 
Center  Point, 

MEGVII 
Text Transfer nuScenes 54.3 
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Table III.  Overview of Publications Associated with Attention 
Reference Year Attention Mechanism Dataset MOTA (%) 

[28] 2021 Strip Pooling MOT15, MOT16, 
MOT17, MOT20 

62.8, 75.8, 72.8, 61.8 

[35] 2022 
Probabilistic Conscious 
Focus Concentration as 
well as Diversion Focus 

MOT16, MOT17, 
MOT20 58.2, 68.6, 47.8 

[36] 2022 STN MOT16, MOT17 50.5, 50.0 

[37] 2021 Spatial-Temporal Cross-
Attention 

BDD100K (Validation), 
KITTI-MOTS 
(Validation) 

27.4 (MOTSA), 66.4 
(mMOTSA) 

[38] 2022 Identification through 
self-awareness 

Custom Dataset: Sparse 
Scene, Dense Scene 70.9, 56.4 

 
Table IV. Overview of Publications Tied with Tracking Algorithm 

Reference Year Motion Mechanism Dataset MOTA (%) 

[26] 2021 
Differences Objects' 

separation from the expected 
as well as realized states 

MOT17, KITTI 47.8, 86.13 

[29] 2020 
Long short - term memory 
Algorithm over Sequential 

Blocks 
MOT16, MOT17 76.3, 76.4 

 

[39] 2021 Kalman Filtering MOT17 44.3 

[40] 2022 
Estimated Multi-Frame 

Differencing as well as Low-
Rank Matrix Fulfilment 

VISO 73.7 

[41] 2022 

The Gaussian Local Velocity 
Model's Mean Vector and 

the Radius of Moving 
Component 

NJDOT 
 

100 (Anomaly 
Detection 
Accuracy) 

[20] 2022 
Box and Track let Motion 

Embedding 
MOT17, KITTI, 

UA-Detrac 56.0, 87.6, 22.5 

[31] 2021 
Enhancing Coefficient Of 

determination and Particle 
Scanning 

CroHD 64.7 

[42] 2022 
Vehicular as well as webcam 
movement combined (IML), 

DRC 
MOT16, MOT17 71.6, 79.6 

[8] 2022 Kalman Filtering MOT16, MOT17 64.3, 64.7 
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Table V  Overview of Papers Associated to the Siamese Network 
Reference Year Method Dataset MOTA (%) 

[12] 2022 
LSTM as well as RNN for 

modeming movement, CNN 
for obtaining appearances 

Duke-MTMCT, 
MOT16 

74.6, 66.1 

[43] 20212 Movement modelling using 
implicit and explicit methods 

MOT17, TAO-
person, HiEve 

76.8, 55.4  
(TAP@0.5), 53.2 

[44] 2022 Siamese System including 
Neural Network Layer 

MOT16, MOT17, 
MOT20 

65.8, 67.2, 62.3 

[11] 2022 
concentrate on a specific 

occurrence 
Tracking Net 70.55 (Precision) 

[34] 2022 
interactive area refinement as 
well as focus-based tracking MOT17, MOT20 67.2, 70.4 

 
Table VI Summary of Papers Related to the Tracklet Association 

Reference Year Method Dataset MOTA (%) 

[45] 2020 
Resolving unclear short track 
lets utilising track let-plane 

comparison procedure 
MOT16, MOT17 50.9, 52.4 

[48] 2021 

Monitoring graphs from 
Centre Track [78], DG-Net 

[79], and GAEC+KLj 
[80] Raised multicity solver 

heuristic solver 

WILDTRACK, 
PETS-09, 
Campus 

97.1, 74.2, 77.5 

 

 
 

Fig. 1. (a) A diagram showing how components are occluded (green and blue). Components were separated from 
one another in display 1. A portion of them is obscured in display 2. They are completely obscured on display 3. 

 
 

Fig. 2. Recent MOT approaches categorization 
 

Fig. 3. Track Former [4] performs combined 
detection and attention-tracking while using the 
transformer's design to enable encoding and 
decoding to transform monitoring several objects 
into a set estimation issue.  
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Fig. 4. (a) Images in which things can be found (b) A graph 
that was created using the tracklets or observed objects as 
each node and proposal generation. (c) Using GCN to rank 
the suggestions The trajectory inference is (d). (e) The 
result [22] 

Fig. 5. The cross-attention based attentional 
structure [34] 

 
 

 
Fig. 6. (Three examples of typical networks include (a) 
symmetric pyramid-shaped Siamese networks, (b) 
discriminative networks, and (c) the establishment of the 
Siamese transfers multilevel system [12]. 

Figure 7. Average amount of publications 
associated to every datasets 
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Breast cancer is a common disease that requires early detection in order to be treated effectively. Using 
the Wisconsin Breast Cancer dataset, this study compares the performance of conventional machine 
learning algorithms and quantum machine learning algorithms for breast cancer detection. The results 
show that the support vector classifier (SVC) achieved 97.3% accuracy in 0.008 seconds, while the 
quantum support vector classifier (QSVC) achieved 93.8% accuracy in 893.55 seconds. Although current 
hardware limitations may limit the quantum advantage, better results can be expected in the future as 
quantum hardware advances. These results imply that quantum machine learning has the ability to 
increase breast cancer diagnosis accuracy. Overall, this study demonstrates the utility of quantum 
machine learning in medical fields such as breast cancer detection. 
 
Keywords: SVC(Support Vector Classifier), QSVC (Quantum Support Vector Classifier), VQC 
(Variational Quantum Circuit),  BC (Breast Cancer), QML (Quantum Machine Learning). 
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INTRODUCTION 
 
Breast cancer is a major global health concern and early detection plays a critical role in effective treatment. Machine 
learning has shown considerable improvement in the accuracy and efficiency of breast cancer diagnosis. While 
conventional algorithms have yielded encouraging results, the advent of quantum computing has opened up new 
avenues for even greater precision and efficiency. Using quantum computing techniques, quantum machine learning 
has the potential to substantially improve data processing and analysis. This technology has the potential to 
transform many fields of study, including medical diagnosis. Considering quantum computing hardware is still in 
its early stages, it may be some time before it is widely available. The efficacy of conventional and QML approaches 
for BC diagnosis is compared in this study. The study aims to recognise the strengths and limitations of each 
approach and produce valuable insights into the potential of quantum machine learning for improving breast cancer 
diagnosis by analyzing the available datasets. This study has the potential to significantly contribute to ongoing 
efforts to improve breast cancer detection and ultimately, save lives 
 
Related Work 
ML and DL methodologies are being utilized for breast cancer detection to develop efficient strategies for early 
diagnosis and prediction of this prevalent and possibly fatal disease. Tiwari et al. (2020) used the Wisconsin Breast 
Cancer Dataset to predict breast cancer in their study. Before building the models, they used pre-processing 
approaches such as data exploration, Label Encoder, and Normalizer procedures. The dataset was split into training 
and testing sets, and multiple machine learning techniques, including SVM and Random Forest models, were tested, 
with an accuracy of 96%. In addition, the authors utilized CNN and ANN models, which achieved an accuracy of 
97% and 99%, respectively. 
 
Zheng Shan and colleagues have shown the efficacy of QSVM approaches for BC diagnosis in a research. Their 
research makes use of quantum simulators and IBM quantum processors, as well as classical models built using the 
scikit-learn toolkit. The authors evaluated the quantum simulator and IBM quantum processor Quito on the same 
dataset and compared their performance to a traditional QSVC method. Their investigations demonstrate that the 
quantum simulator has an accuracy rate of 94% with an error rate of 0.1, which may be increased to 98% with a noise 
reduction method. The initial accuracy of the IBM Quito quantum computer is 95%. The standard QSVC method, on 
the other hand, has an accuracy of 85%. This work conclusively supports the effectiveness of quantum support vector 
machine algorithms, opening up new avenues for quantum applications. The authors also propose that 
implementing noise reduction measures can increase the resilience of quantum solutions in a noisy environment. 
Their findings show that quantum approaches on NISQ devices can beat standard ML approaches with a few 
tweaks. 
 
In another study [13], the authors showed cancer detection using quantum neural networks. They used the Breast 
Cancer Wisconsin (Diagnostic) dataset and a quantum neural network (QNN) for the classification of cancer cells as 
malignant or benign. Their results show that QNNs are capable of outperforming CNN in terms of accuracy and 
require significantly less computational time. Finally, in a study [14], the authors suggested a quantum-classical 
hybrid machine learning approach for image classification. They utilised the MNIST dataset and experimented with 
different quantum feature maps and kernels in conjunction with a classical support vector machine. Their results 
show that their hybrid approach outperforms classical machine learning methods in terms of accuracy while utilising 
fewer resources. In conclusion, the aforementioned studies demonstrate the effectiveness of ML and QML techniques 
in breast cancer identification and prediction, and highlight the potential of quantum computing for enhancing 
traditional machine learning methods. 
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Dataset 
The University of Wisconsin Hospitals collected the Wisconsin BC dataset in the late 1980s and early 1990s. The 
dataset includes information on 569 breast tissue samples collected from patients who underwent breast cancer 
surgery at the hospital during that time period. The tissue samples were examined under a microscope by 
experienced pathologists, who made diagnoses based on their visual observations of the samples. Follow-up 
observations over time confirmed the diagnosis of each sample. The dataset includes information on the size, shape, 
texture, and other characteristics of the breast tissue samples, which were extracted from digitised images of the 
tissue [11]. The dataset was then made publicly available for research purposes, subject to approval by the University 
of Wisconsin-Institutional Madison's Review Board (IRB). The IRB is in charge of ensuring that human subjects 
research is conducted in accordance with ethical principles and federal regulations. In this study, conventional ML 
and QML algorithms are compared utilising the Wisconsin Breast Cancer dataset. This dataset is being used to 
compare the performance of support vector classifiers (SVC) and quantum support vector classifiers (QSVC) for 
breast cancer detection. The medical committee approved the use of the Wisconsin Breast Cancer dataset while 
maintaining patient confidentiality and ethical standards, and it is widely used in machine learning research for 
developing and evaluating breast cancer detection models. 
 
Machine Learning 
Machine learning is a way for machines to learn from data and make decisions without being taught exactly what to 
do. Machine learning's objective is to enable computers to learn and develop from experience in the same manner 
that people do. It entails analysing data using statistical techniques and algorithms, identifying patterns, and making 
predictions or decisions based on those patterns. Image and speech recognition, NLP , medical diagnosis, and 
financial forecasting are just a few of the many applications of machine learning. Six different ML classification 
algorithms were worked on for the analysis, and their respective performance metrics were compared. Following 
that, SVC was compared to its quantum counterpart, QSVC, and the results were deduced. 
 
Quantum Computing 
QC is a form of computing that manipulates data using quantum-mechanical concepts such as superposition and 
entanglement. In place of binary digits, it uses quantum bits (qubits), which can be in several states at the same time. 
Quantum computing can solve certain computational problems much faster than conventional computers, especially 
those involving large amounts of data or complex mathematical operations. This has the potential to bring about 
significant advancements in various fields such as cryptography, materials science, drug discovery, and ML. 
 
Quantum Machine Learning 
QML is an emerging area of research that aims to enhance machine learning algorithms by leveraging the principles 
of quantum mechanics. This field seeks to develop novel techniques and algorithms that can utilise the unique 
features of quantum computing, like superposition and entanglement, to enhance the efficiency and accuracy of ML 
models. This field has the potential to solve complex machine learning and artificial intelligence problems that are 
beyond the capabilities of conventional computing. Quantum machine learning makes use of a variety of concepts, 
including quantum state preparation, quantum gates and circuits, quantum measurements, quantum feature maps, 
quantum kernels, and quantum algorithms like QSVC. These ideas are used to manipulate qubits in order to perform 
machine learning tasks like classification, regression, and clustering. 
 
Superposition, entanglement, and quantum gates are concepts that play a key role in quantum machine learning. 
Superposition enables quantum systems to exist in two states at the same time, and it is used to represent input data 
in a quantum state. Entanglement is used to represent the correlations between different input data points in a 
quantum feature space and allows for the sharing of quantum information  Quantum gates are fundamental building 
blocks in quantum computing used to perform operations on quantum data. There are various kinds of quantum 
gates, including the Hadamard gate, Pauli gates, phase gates, and controlled-NOT (CNOT) gate. These gates perform 
operations on input data that is in a quantum state. For example, the Hadamard gate is used to put a qubit into a 
superposed state, while the Pauli gates are used for rotations and flipping of qubits. The phase gates modify the 
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phase of a qubit, and the CNOT gate is used for entangling two qubits. These gates are essential for developing 
quantum algorithms and for performing quantum computations. 
 
METHODOLOGY 
 
The methodology used in this research study involved the training and testing of six ML classification algorithms on 
the Wisconsin BC Dataset. The first step was to access the dataset in csv format and preprocess it with techniques like 
data cleaning and feature scaling. The dataset was then split into train and test sets . The training set was then used 
to build ML models like SVC, which were then compiled and evaluated using a set of performance metrics like 
accuracy, precision and time. To determine the best-performing model, the accuracies of the various models were 
compared. During the preprocessing stage of data, several techniques are employed to ensure that the data is 
appropriately prepared for analysis. Two such techniques are Label Encoder and Normalisation. Label Encoder is a 
useful method for converting categorical features into numeric values, enabling efficient analysis of categorical data. 
The Normalizer method rescales attribute values to fit within the range of 0 to 1, ensuring uniformity and 
comparability of data. Additionally, missing or null data points are identified and handled during this stage to 
ensure the accuracy and completeness of the data. 
 
The models performance is assessed using three different sizes of training and testing sets. The training set sizes are 
75%, 80%, and 70%, respectively, while the testing set sizes are 25%, 20%, and 30%. The accuracy scores of the models 
are used to compare them. To detect the type of cancer, the models are trained on the train set and tested on the test 
set. 
 
The Wisconsin Breast Cancer dataset is used in the VQC (Variational Quantum Circuit) process for breast cancer 
detection. The dataset is first investigated and preprocessed in order to remove any missing or corrupted data, 
normalize the features, and balance the classes. Dimensionality reduction is performed using PCA. The ZZ Feature 
Map is then used to convert the conventional input data into a quantum state representation with linear 
entanglement. A variational circuit, made up of controlled x-gates and rotational y-gates, is used to learn the 
parameters of the quantum model. The SPSA (Simultaneous Perturbation Stochastic Approximation) optimizer is 
used to further optimize the parameters of the circuit. The feature map and variational circuit are combined to form 
the VQC model. Finally, the performance of the VQC model is assessed by comparing the quantum circuit output to 
the ground truth labels, and metrics like accuracy and time are used to assess the model's performance. The model is 
run using 4 qubits on the IBM simulator. This methodology, in general, provides a structured approach to 
developing and evaluating VQC models for breast cancer detection 
 
QSVC methodology entails using a quantum instance and feature map, followed by the creation of a quantum 
kernel. The quantum kernel is used to build a kernel matrix, which represents the similarity of data points in the 
quantum feature space. After that, the data is presented to QSVC for classification. Finally, the classification result is 
determined by comparing the predicted labels to the true labels. The quantum instance and feature map convert the 
conventional input data into a quantum state representation, which is then used to construct a quantum kernel. The 
inner product of the corresponding quantum states is used by the quantum kernel to calculate the similarity between 
data points. These similarity measures are then used to build the kernel matrix. This kernel matrix is used to train 
QSVC to learn the mapping from the quantum feature space to the labels. The classification result is obtained by 
comparing the predicted labels to the true labels. This methodology uses QSVC to provide a methodical and rigorous 
approach to classification. The kernel of QSVC is tested in two ways: as a precomputed matrix or as a callable 
method. Both approaches' accuracies and times are measured. The study makes use of IBM's Qiskit software, which 
includes an emulator for simulating quantum circuits on standard hardware. Users can use the Qiskit software to 
access IBM's quantum processors and a quantum simulator. The quantum circuits are tested and validated using the 
Qiskit simulator on a simulated quantum device. This allows for controlled testing of QSVC's performance before 
scaling up to larger datasets and possibly using real quantum hardware. 
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PCA (Principal Component Analysis) is a data dimensionality reduction technique used in both conventional and 
quantum computing. In the quantum section, PCA is used to reduce the number of input features of the dataset to a 
smaller set of principal components that can be processed effectively by quantum algorithms. By reducing 
computational complexity and increasing result accuracy, PCA improves the performance of quantum machine 
learning models. 
 
SVC VS QSVC 
In SVC data has been mapped into a higher-dimensional space separated by a hyperplane in a conventional SVC. 
The SVC algorithm then determines the hyperplane with the greatest margin between the two classes. QSVC 
performs classification tasks using quantum computing principles. Instead of mapping data to a high-dimensional 
space, QSVC performs classification using a quantum kernel function. The primary distinction between conventional 
SVC and QSVC is the computational architecture. While conventional SVC works with conventional bits, quantum 
SVC works with quantum bits (qubits). This enables QSVC to take advantage of quantum parallelism and potentially 
outperform conventional SVC for certain types of problems. 
 
A. Equations 
Conventional Machine Learning  

 
Quantum Machine Learning  

 
Where 
TP = no. of true positives,  
TN = no. of true negatives, 
FP = no. of false positives, and  
FN = no. of false negatives 
 
RESULTS 
 
The study compares the accuracies of six ML algorithms. Further compares the accuracy and time performance of the 
conventional ML algorithm, SVC, to the QML algorithm, QSVC. Based on the findings, Table I.1 shows a comparison 
of six ML algorithms for BC detection. Table I.2 shows the highest accuracy achieved by each algorithm for different 
data splits. When the data is split into 75-25 train and test sets, Random Forest achieves the highest accuracy of 
98.6%. SVC, on the other hand, has the highest accuracy for different data splits, with 97.3% accuracy for an 80-20 
split and 97.1% accuracy for a 70-30 split. Table II.2 shows the highest accuracy achieved by SVC with different 
kernel types for a 80-20 data split. Table III. shows that the quantum machine learning algorithms, QSVC and VQC, 
achieve lower accuracy, with QSVC achieving 93.8% accuracy and VQC achieving 81% accuracy for an 80-20 data 
split. The study utilized three different data splits to compare machine learning algorithms for breast cancer 
detection. The results were shown in three separate figures (Figure 4-6), one for each data split, displaying the 
accuracy, precision, and time required for each algorithm. Furthermore, the study compared SVC and QSVC 
performance using various kernel types and methods, with the results presented in the two figures (Fig. 7.1-7.2). The 
study also compared VQC and QSVC performance, with the results presented in two figures (Fig. 7.2-8.1). 
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Interpretation 
Breast cancer detection was evaluated using both conventional ML algorithms and QC models, and the 
performance was evaluated using the Wisconsin BC dataset with an 80-20 dataset split. For the conventional 
machine learning algorithms, all 30 features were used, whereas for the quantum computing models, only four 
features were used and mapped onto four qubits. The SVC algorithm achieved the highest accuracy of 97.3%, 
followed by polynomial and linear kernels with 97% and 96% accuracy, respectively. The sigmoid kernel performed 
the worst, achieving only 64% accuracy. The QSVC achieved an accuracy of 93.8% using both precomputed kernel 
matrix and kernel as a callable method, but with a long computation time of 896 seconds and 894 seconds, 
respectively. In a relatively long computation time of 635 seconds, the VQC method achieved an accuracy of 81%. 
The SVC algorithm with RBF or polynomial kernels performed the best among the models tested, according to the 
results, while quantum methods had lower accuracy but showed promising potential. 
 
CONCLUSION 
 
More advanced and accurate breast cancer detection methods may be attainable with continued research and 
development in the field of QC. The research found that the accuracy of quantum machine learning was 
comparable to that of conventional ML, highlighting the potential of QC in solving complex problems in medical 
diagnosis, such as cancer detection. The demonstrated quantum advantage in the study, owing to quantum 
algorithms' ability to leverage quantum parallelism and quantum supremacy, paves the way for further research 
into quantum machine learning in the field of medical diagnosis. Furthermore, the application of quantum 
computing in cancer detection is a promising one in the healthcare industry. On the Wisconsin Breast Cancer 
dataset, quantum machine learning methods were shown to achieve accuracy levels that are similar to conventional 
machine learning methods, demonstrating the potential of QC in resolving complex problems in the field of 
medical diagnosis. This could spur more research in this area, potentially leading to the development of more 
accurate and efficient cancer diagnostic tools. The use of quantum computing in medical applications could lead to 
better patient outcomes and a better understanding of complex diseases like cancer in the long run. 
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Table 1. Machine Learning Algorithms 

 
Table 2. Highest Accuracy In Each Case 

 
Table 3. SVC 

 
Table 4. Highest Accuracy in SVC Kernel Types 

 
Table 5. QSVC and VQC 
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Fig.1. Block diagram illustrating the process of a machine learning algorithm 

 
Fig. 2. Block diagram illustrating the process of VQC algorithm 

 

 

Fig. 3. Block diagram illustrating the process of QSVC 
algorithm 

Fig. 4. Case 1 : Performance Metrics Comparison 
for ML Algorithms 
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Fig. 3. Case 2 : Performance Metrics Comparison for ML 
Algorithms 

Fig. 4. Case 3 : Performance Metrics Comparison 
for ML Algorithms 

 
 

Fig. 5. Performance Metrics of SVC with Different Kernel 
Types 

Fig. 6. Performance Metrics of QSVC with 
Different Methods 

 
Fig. 7. Performance Metrics of VQC 
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\ 
India is generally an agricultural country. Now a days the most important emerging field in the real 
world is agriculture and it is the main occupation and backbone of our country. Crop yield prediction is 
the methodology to predict the yield of the crops using different parameters like rainfall, temperature, 
fertilizers, pesticides and other atmospheric conditions and parameters. Data Mining techniques is very 
popular in the area of agriculture and the techniques are used and evaluated in agriculture for estimating 
the future years crop production. This paper presents a brief analysis of crop yield prediction using 
Linear Regression(LR), Factor Analysis(FA), Canonical Correlation(CC)  and Principle Component 
Analysis(PCA). The models exploited for analysing the parameters influencing the Crop Yield. Rice, 
Maize and Gram are considered for analysis. LR, FA and CC models are used to identify the interactive 
effects of parameters considered (MSP, CPI, FPI, AR and AUC) on CY. PCA is used to analyse the impact 
of drought variables on CY. LR is used to obtain a prediction model for CY. 
 
Keywords: Crop Yield(CY), Linear Regression(LR), Factor Analysis(FA), Canonical Correlation(CC), 
Principle Component Analysis(PCA), Drought Analysis 

 
 
INTRODUCTION 
 
India is an agricultural country where majority of the population is mainly involved in agriculture. India is proud to 
have plenty of natural wealth which includes fertile lands, forests, mountains and rivers. Rivers play an important 
role in cultivation of various crops namely paddy, wheat, maize, sugarcane, grams etc.., Some of the rivers provide 
water throughout the year and some rivers provide water only during particular seasons. Annual Rainfall due to 
torrential rains also plays an important role in Indian agriculture. Climate changes due to global warming and other 
factors radically changes the seasonal rainfall and in-turn affects the Crop Yield. 

ABSTRACT 
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Numerous agricultural applications and total workforce involvement are analysed using various pattern 
classification techniques like SVM, K-means [1]. It also deals about the need of analysing data in the field of 
agriculture using different models. To increase the yield of crops, potential and prospective cropping areas are 
identified using Relative Spread Index(RSI) and Relative Yield Index(RYI) [2]. 
 
LITERATURE REVIEW 
 
Priyanga Muruganatham, Santoso Wibowo, Srimannarayana Gandhi[3], this paper has presented a systematic 
literature review on the application of deep learning approaches for crop yield prediction using remote sensing data. 
The rationale of conducting this systematic literature review was to highlight the existing research gaps in a 
particular area of deep learning methodologies and provide useful information on the impact of vegetation indices 
and environmental factors on crop yield prediction. This systematic literature review has provided various deep 
learning approaches, features, and factors adopted for crop yield prediction. All the studies were carried out on 
different types of crops, geological positions, and various features. R. Dhanunjaya Rao [4], the proposed model is 
constructed by using AI algorithms to reduce the farmers’ problems of getting losses in their farms due to lack of 
knowledge of cultivation in different soil and weather conditions. The model is created by using machine learning 
(SVM) and deep learning (LSTM, RNN) techniques. The model predicts best crops that should be grown on land 
with less expenses among a number of crops available after analyzing the prediction parameters.  
 
Benny Antony[5], this paper aims to help the farmers in improving their farming practices by using scientific, 
statistical, and data science methodologies. Each crop had a specific optimum algorithm based on the least Mean 
Absolute Error. Rice for Tamil Nadu and rice in Punjab had two different algorithms. Mean Absolute Error was 
taken as the statistical evaluator for the models This work can be further extended to all the crops grown in India and 
done for all the states in India. Dhruvi Gosai, Chintal Raval, Rikin Nayak, Hardik Jayswal, Axat Patel [6],  in this 
paper, they have effectively proposed and implemented an intelligent crop recommendation system, which can be 
easily used by farmers all over India. This system would help the farmers in making an informed decision about 
which crop to grow depending on some parameters like Nitrogen, Phosphorous, Pottasium, PH Value, Humidity, 
Temperature, and Rainfall. By using this research we can increase productivity of the country and produce profit out 
of such a technique. 
 
D. Jayanarayana Reddy, M.Rudra Kumar [7], this research work discussed about the variety of features that are 
mainly dependent on the data availability and each of the research will investigated Crop Yield Prediction(CYP) 
using Machine Learning(ML) algorithms that differed from the features. The features were chosen based upon the 
geological position, scale, and crop features and these choices were mainly dependent upon the data-set availability, 
but the more features usage was not always giving better results. Therefore, finding the fewer best performing 
features were tested that also have been utilized for the studies. Most of the existing models utilized Neural 
networks, random forests, KNN regression techniques for CYP and a variety of ML techniques were also used for 
best prediction. From the studies most of the common algorithms used were CNN, LSTM, DNN algorithms but still 
improvement was still required further in CYP. The present research shows several existing models that consider 
elements such as temperature, weather condition, performing models for the effective crop yield prediction. 
Ultimately, the experimental study showed the combination of ML with the agricultural domain field for improving 
the advancement in crop prediction. 
 
Fathima, Sowmya. K, Sunita Barker, Dr. Sanjeev Kulkarni [8], this work demonstrated the potential use of data 
mining techniques in  predicting the crop  yield  based on  the input parameters  average rainfall  and area of  field. 
The developed webpage  is user  friendly and the accuracy  of predictions are  above 90  percent.  The districts  
selected in the study indicating higher accuracy of prediction. The user  friendly web  page  developed  for  
predicting  crop yield can  be used by any  user by providing average rainfall and area of that  place. The process was  
adopted for all the  area to  improve and  authenticate the  validity of yield  prediction  which are  useful for  the 
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farmers  for the prediction of a specific crop. Sangeeta, ShruthiG[9],This project is undertaken using machine 
learning and evaluates the performance by using Random forest, Polynomial Regression and Decision Tree 
algorithms. In our proposed model among all the three algorithm Random forest gives the better yield prediction as 
compared to other algorithms. Along with random forest, Polynomial Regression, Decision Tree model classify the 
output that shows improvements in dataset. So we analyzed that proposed model has got more efficiency than the 
existing model for finding crop yield. 
 
S.Adamala, N.S.Raghuwansho, A.Mishra and R.Singh[10], enumerated the various difficulties encountered in 
gathering and dealing with 'Enormous Data' whose meaning changes from one territory to other. Huge 
informationmay be unstructured are huge, quick, hard and comes in from numerous structures. For water  
administrators/ engineers, vast information indicates enormous guarantee in many water related applications, for 
example, arranging ideal water frameworks, distinguishing biological community changes through huge remote 
detecting and topographical data framework, anticipating/ foreseeing/ recognizing characteristic and artificial 
cataclysms, booking water systems, moderating ecological contamination, contemplating environmental change 
impacts and so on. This investigation explored the many fundamental data and its applications in water as sets 
designing related examinations, favourable circumstances and burdens. 
 
B.Devika, B.Ananthi[11], in this work the regression approach were tested in their yield prediction capabilities. The 
readings were used for model inputs. Linear regression algorithms offered acceptable estimation accuracy, though 
higher prognostic power could also be obtained by parameters like year, crop, area, production (in tons) and 
alternative variables, like climate, agricultural practices and soil characteristics are including within the model 
development. The model using linear regression can be suggested for Ecuadorian conditions. In yield prognostic 
models are not existent for any crop. From this proposed system the yield of crop (sugarcane, cotton, and turmeric) 
are predicted in highest level. This model may be reformulated using alternative crop assessments within the future, 
to develop methods for increasing yield and land territorial management in alternative crops of importance, like 
wheat, rice. D.Ramesh, B.Vishnu Vardhan[12], This paper presents a brief analysis of crop yield prediction using 
Multiple Linear Regression (MLR) technique and Density based clustering technique for the selected region i.e. East 
Godavari district of Andhra Pradesh in India. Initially the statistical model Multiple Linear Regression technique is 
applied on existing data. The results so obtained were verified and analyzed using the Data Mining technique 
namely Density-based clustering technique. In this procedure the results of two methods were compared according 
to the specific region i.e. East Godavari district of Andhra Pradesh in India. Similar process was adopted for all the 
districts of Andhra Pradesh to improve and authenticate the validity of yield prediction which are useful for the 
farmers of Andhra Pradesh for the prediction of a specific crop. In the subsequent work a comparison of the crop 
yield prediction can be made with the entire set of existing available data and will be dedicated to suitable 
approaches for improving the efficiency of the proposed technique. 
 
METHODOLOGY  
 
Rice, Maize and Gram crop data are analysed using Linear Regression(LR), FactorAnalysis(FA) and Canonical 
Correlation(CC). These methods are used to identify the relationship among the independent parameters considered 
and their influence on Crop Yield(CY). 
 
Linear Regression 
Linear Regression (LR) helps to analyse and establish interrelationship between dependent variable and independent 
variables. MSP, CPI, FPI, AUC and AR are the explanatory variables considered and the response variable Crop 
Yield. 
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Factor Analysis 
Factor Analysis (FA) helps to determine the common variance among the explanatory variables considered which 
influences the Crop Yield. The patterns in a data set and the relationships among them are identified and interpreted 
using Factor Analysis Angie Yong and Sean Pearce [13]. The explanatory variables considered are MSP, CPI, FPI, AR 
and AUC and the response variable is Crop Yield. The explanatory variables are condensed to factors in Factor 
analysis. 
 
Factor Analysis 
Canonical Correlation 
Canonical Correlation (CC) is a multivariate technique where it groups the variables into independent and 
dependent variate sets. The foremost difference between Canonical Correlation analysis and Multiple Discriminant 
analysis is that CC can handle many dependent variables whereas the latter can accommodate only one. Canonical 
Correlation (CC) is a statistical multivariate technique that facilitates sketching of a linear relationship between the 
two set of variates. Balkaya et al. [14] used CC to establish a relationship between a set of plant characters and 
another set of yield components. A set of plant characters are considered as independent variable set and Yield 
components as dependent variable set and CC is used to ascertain the interrelationship. 
 
Canonical Correlation is applied when there exist a response variable or a set of response variables and to identify 
the interrelationship with the explanatory variables considered.The objective is to group the variables into 
independent variable set and dependent variable set as in Fig. 3.3. The interrelationship among the variables 
considered can be portrayed by observing the variations in variable of one set influences the variables in another set. 
 
Principal Component Analysis 
Principal Component  
Analysis (PCA)helps to identify influence of independent variables and their extent of influence on Crop Yield (CY). 
Rice, Maize and Gram are the crops considered in the study areas namely Arjunanadhi sub-basin and Kousiganadhi 
sub-basin. The Principal components define its variance over the parameters considered. The independent variables 
considered here are Agricultural Drought, Hydrological Drought, Meteorological Drought and the dependent 
variable is the Crop Yield. 
 
EXPERIMENTAL RESULTS 
 
Result of Linear Regression 
Linear Regression portrayed that AR, MSP and CPI havingR2 value greater than 0.8 depicting that these factors are 
highly influential on Crop Yield of Rice. The R2 value of AUC by LR is found to be 0.78 for Rice and shows it is an 
important parameter which affects the Crop Yield (CY). The R2 value of FPI for Rice is found to be 0.39 which shows 
that the variable is less significant and is less influential on CY of Rice. Similarly, the CY analysis of Maize is given: 
The R2 values of AUC, MSP and CPI are found to be greater than 0.9 and shows that these factors are highly 
significant in affecting the CY. The R2 value of AR is found to be -0.2 which shows that AR is the least significant 
parameter in influencing the CY. Since Maize is not a Rain-fed crop and it matches with the results obtained. The CY 
analysis for Gram is given: The R2 value of AUC is found to be0.84 and indicates that it is an important parameter in 
affecting the CY. This holds well in actual practice also, as AUC increases under optimum conditions the CY also is 
found to increase. The R2 values of MSP, CPI and FPI are found to be greater than 0.6 and indicates that they are also 
significant parameters in affecting the CY but not to that extent of AUC. 
 
Result of Factor Analysis 
Factor Analysis (FA) identifies common variance for the explanatory variables MSP, CPI, FPI, AR and AUC and 
defines it influence on the dependent variable CY for the crops Rice, Maize and Gram. The effect of MSP, CPI, FPI, 
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AR and AUC on the Crop Yield (CY) of Rice, Maize and Gram are analysed using Factor Analysis (FA) and their 
significance is indicated using specific variance. The specific variances of the second loading for AR, AUC and MSP 
are found to be greater than 0.8 for the crop Rice and indicate that these variables are highly significant in affecting 
the CY. The Specific variances of the second loading for CPI and FPI are found to be 0.4 and 0.1 respectively for the 
Rice crop and are the least significant parameters affecting CY. The specific variances of the second loading for MSP, 
CPI and AUC are found to be greater than 0.8 for the crop Maize and indicate that these variables are highly 
significant in affecting the CY. The Specific variances of the second loading for AR and FPI are found to be around 
0.2 for the Maize crop and are the least significant parameters affecting CY. The fact that Maize require very little 
water for its cultivation and the same matches with the results. 
 
The specific variance of the second loading for AUC is found to be 0.8 for the crop Gram and indicate that AUC is 
highly significant in affecting the CY. The Specific variances of the second loading for MSP and CPI are found to be 
greater than 0.7 for the Gram crop and are significant parameters in affecting the CY. The Specific variances of the 
second loading for AR and FPI are found to be 0.1920 and 0.3050 for the Maize crop and are the least significant 
parameters affecting CY out of which AR is found to be least significant. Gram is not a Rain-fed crop and the same 
matches with the results. 
 
Result of Canonical Correlation 
Canonical Correlation (CC) finds a weighted average of the set of independent variables and correlates it with the 
weighted average of the set of dependent variables. The canonical coefficient depicts the significance of relationship 
between the dependent and independent variable sets. Thus, the influence of independent variables to the 
dependent variable CY is established based on each crop.The correlation coefficients between AR, MSP and AUC 
from the independent variable set to CY of Rice are found to be around 0.8, which is closer to perfect positive 
correlation. This shows that all these parameters from independent set are significant in influencing the CY. The 
correlation coefficient between AUC and CY is 0.780 which shows that AUC is a significant parameter influencing 
CY. The correlation coefficient between FPI and CY is found to be 0.387 shows that FPI is the least significant 
parameter. The correlation coefficients of the variables in independent set AUC, MSP to CY are 0.801, 0.810 
respectively depicting that these independent set variables influences the CY of Maize significantly. The canonical 
coefficient for AR in the independent set is -0.049, states that Maize is not a rain-fed crop. Similarly, the dependent 
variable CPI is influenced by variables of independent set MSP and AUC and its correlation coefficient are 0.953 and 
0.618 respectively depicting its interrelationship. Hence AUC and MSP are the major influential parameters 
influencing the CY. The correlation coefficients of the variables in independent set AUC, MSP to CY are 0.839 and 
0.670respectively depicting that these independent set variables are significant in influencing the CY of Gram. The 
canonical coefficients of CPI and FPI to CY are found to be 0.633 and 0.681 respectively and since they are also in 
dependent set this depicts the interrelationship with CY of Gram. The canonical coefficient for AR in the 
independent set is 0.113, states that AR is less influential. Since the correlation coefficient value of AR to  CY of Maize 
and Gram is very less, this proves the fact that both the crops need very less water for its cultivation and results also 
proves the same. 
 
Result of Drought Analysis 
Drought is characterized as any irregular dry period on a particular area due to lack of water in-terms of rainfall 
or surface water or ground water. Analysis of drought is carried out in Arjunanadhi  and Kousiganadhi sub-
basins of Vaippar basin. The effect of Meteorological, Hydrological and agricultural drought on Crop Yield of 
Rice, Maize of Gram is analysed using Principal Component Analysis. In Arjunanadhi and Kousiganadhi sub-
basins, the correlation matrix shows that the correlation between all 3 drought variables and CY are found be in 
negative values (less than 0) showing that they are negatively correlated with the CY of Rice. In both the sub-
basins, the correlation value of Meteorological drought is around -0.8 proving that if there is a deficient in rainfall 
the CY of Rice decreases. In other words, The CY of Rice is mainly affected by Meteorological Drought. In 
Arjunanadhi and Kousiganadhi sub-basins, the correlation value of Hydrological drought to CY is found to be 
around 0.5 proving its significance in influencing the CY of Maize. The correlation values of Meteorological 
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drought and Agricultural drought on CY are found to have minimal influence on CY of Maize with correlated 
value of less than 0.5. This clearly indicates that Hydrological drought is a significant parameter in influencing the 
CY of Maize. For Arjunanadhi and Kousiganadhi sub-basins, the correlation matrix shows the correlation value of 
Hydrological drought and Agricultural drought on CY are found to be around 0.6 and are equally significant in 
influencing the CY of Gram. The correlation value of Meteorological Drought to CY is found to be around0.7, 
proving that Gram does not need much water for cultivation. The fact that Gram does not need much water for 
cultivation and the results also proves the same.  
 
Forecasting of Crop Yield (CY) 
Based on these analyses the relationship among the independent parameters and the dependent parameter (CY) 
helps to forecast the CY using the agricultural and economic parameters considered. Agriculture is one of the riskiest 
occupations because the factors influencing are uncertain at many stages. Hence it is important to foresee the output 
i.e. the Crop Yield. Linear Regression is used to analyse and predict the CY of Rice, Maize and Gram. 
 
Rice 
Since the Crop Yield is a function of the variables MSP, CPI, FPI, AR and AUC. The results of Linear Regression are 
presented in Fig.5.1. From the Fig. 5.1, the data points are plotted to illustrate the closeness of the values obtained 
from the results analysed. Since, the data coordinates are more crowded near the linear curve it is therefore adequate 
to state that the predicted values and the actual values are almost the same. On scrutinizing the findings from the 
graphs and the factor equation, it is clear that predicted Crop Yield and the real Crop Yield are almost similar tone 
another and also proves that the factors considered for the research are appropriate. On evaluating the model fit, the 
R2 value obtained is0.974. This indicates that the model has the potential to explain 97.4% of variations pertinent to 
the training dataset.  
 
Maize   
Similarly for Maize, Linear Regression is applied to predict the CY of Maize On evaluating the model fit, the R2 value 
obtained is 0.956. This indicates that the model has the potential to explain 95.6% of variations pertinent to the 
training dataset. 
 
Gram 
Similarly for Gram, Linear Regression is applied to predict the CY of Gram On evaluating the model fit, the R2 
value obtained is 0.906. This indicates that the model has the potential to explain 90.6% of variations pertinent to 
the training dataset. 

CONCLUSION 
 
Crop Yield model is forecasted using LR and the R2 value is found to be around 0.9 for all the 3 crops rice, maize 
and gram. Similarly CY model using the drought variables is created for both Arjunanadhi and Kousiganadhi 
Sub-basins which clearly shows that the model is best suited to be used in the field of agriculture.  
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Fig. 1.  Simple Linear Regression Fig 2. Factor Analysis 

 
 

Fig. 3. Canonical Correlation Fig. 4. Scatter Plot 

 
 

Fig. 5. Parityplot-Rice Fig. 6. Parity plot –Maize 

 
Figure 5.3 Parity plot–Gram 
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A system of (3+1)-Jimbo-Miwa equations is solved analytically exploiting the similarity transformations method via 
classical Lie-group theory. Geochemistry, fluid mechanics, ocean and atmospheric science, optical fiber, astrophysics, 
and solid-state physics are all applications of the system. The solution is physically explained by making an 
appropriate choice of the arbitrary function involved in the solution. The mathematical form of a soliton solution 
produced in this study differs from the solutions found in previous studies [1-5]. This research has the potential to 
solve Jimbo-Miwa equations in a more general approach, if achievable, by incorporating more arbitrary functions 
occurring in infinitesimal transformations. 
 
Keywords: Nonlinear evolution equations, Jimbo-Miwa equations, Single soliton, Similarity reduction, Lie-group 
theory. 
 
 
INTRODUCTION 
 
nonlinear evolution equations (NEEs) are a set of equations that describe complicated nonlinear physical events in 
the world around us, such as fluid dynamics, optics, chemical physics, plasma physics, financial mathematics, ocean 
science, engineering, and some others [1-35]. Exact approaches to address NEEs have been painstakingly 
investigated. The researchers were taken aback by the surprising physical behaviour exhibited by exact solutions to 
such a type of NEE. It is essential to visualize the responses provided by the NEEs, whether through animation or a 
pictorial representation, to resolve these challenges. A sufficient literature [1-5] covers certain reliable methods/tools, 
historical context, and various sorts of solutions focusing on the suggested work of this project, which takes the form 
of (3+1) coupled-Jimbo-Miwa equations (JME) determined by 
 

ABSTRACT 

 RESEARCH ARTICLE 
 

http://www.tnsroindia.org.in
mailto:rsoniraj2@gmail.com


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57746 
 

   
 
 

pxxxy+6pxpy+3phxx+3pxxh+3pyt−3pzz=0,andpy=hx,    (1) 
 
where the horizontal (p) and vertical (h) components of velocity are functions of the spatial variables x, y, and z, as 
well as the temporal variable t. Subscripts represent the partial derivatives of p and h with respect to the variables 
mentioned. This system (1) represents nonlinear (3+1)-dimensional waves that arise in geochemistry, fluid 
mechanics, optical fiber, astrophysics, plasma physics, chemical kinematics, and solid state physics [1-5]. 
Unfortunately, this system fails several conventional integrability criteria [3]. Some traveling wave solutions of (1) 
are achieved by the modified simple equation method [4]. The functional variable method [5] is used to construct 
multiple arbitrary analytic functions that are exact solutions of JMEs (1). Zhang et al. [6] considered the following 
nonintegrable form of the (3+1)-dimensional JME 
 
pxxxy+3pypxx+3pxpxy+2pyt−3pxz=0,      (2) 
 
and explicit forms of rational and semi rational solutions, line breathers of JME (2), have been derived by the bilinear 
transformation. The JME (2) was first introduced by Jimbo and Miwa, and it arises from the second order of the 
Kadomtsev-Petviashvili hierarchy. Furthermore, semi-rational solutions, solitons, breathers, lump solutions, and 
rogue waves were discovered, which exhibit a variety of interesting and sophisticated dynamic behaviors [6]. Rogue 
waves, first created to describe transient, massive ocean waves with extraordinary amplitudes that arrive out of 
nowhere and depart without a trace, have been blamed for various marine tragedies. Rogue waves have been 
detected in geophysics and hydrodynamics, Bose-Einstein condensation and plasma physics, nonlinear optics, and 
financial markets in recent years. Rogue waves are a type of rational solution that is localized in both space and time. 
Peregrine discovered the first-order or fundamental rogue waves of the nonlinear Schrödinger equations in 1983. 
 
Wang et al. [7] investigate bilinear representation to depict a type of bright-dark lump, one stripe wave, and the 
rogue wave for JME (2). Wazwaz [8] utilised the tanh-coth method to JME (2) and derived single solitons. After 
getting the exact solutions using the generalized bilinear approach, the lump, general, and high-order lump 
solutions, as well as their interactions, were observed [9]. By putting p=2∂ logτ∂x, x1=x, x2=y, x3=t, x4=z in 
[(D13+2D3)D2-3D1D4] τ.τ=0 in KP-hierarchy [10,11], the JM Eq. (2) can be derived. Here τ is a function treated in KP-
hierarchy.  For JME (2), Gupta and Singh [12] employed binary Bell polynomials, Bäcklund transformations, and 
derived multisolitons. The JME (2) model is extended to the “4-2-3" model, and a bilinear form is established using a 
single hidden layer neural network model. Rogue waves and bright and dark solitons [13] are analytical solutions to 
the problem.  Following extended form of JME were discussed by Wazwaz (3) describing all findings of [14-21] 
 
(pxxy+3pypx)x+2pyt−3(px+py+pz)z=0,      (3) 
and (pxxy+3pypx)x−3pxz+2(px+py+pz)t=0,      (4) 
 
 in which the last two terms of Eq. (2) were extended to pxz + pyz + pzz and pxt + pyt + pzt respectively. M-order lumps 
were achieved by Guo et al. [2] using the Hirota’s bilinear approach and the long-wave limit method. In this context, 
they [2] derived the orbit, velocity, and extremum of propagation of 1-order lump solutions on a 2-dimensional 
space. In addition to the extended homoclinic test method, they find solutions for the JM Eqs. (3)-(4) that include 
breather-kinks, rational breathers, and rogue waves. Qi et al. [14] established the solitary-wave solutions and 
examined the dynamical properties and energy distributions of the Hirota’s technique solutions to the extended 
JMEs (3)-(4). Wazwaz [3] investigated Eqs. (3)-(4) once more, this time using the simplified Hirota’s approach to 
generate several soliton solutions of different physical structures for each extended equation. He has demonstrated 
that the extended equations’ dispersion relations and phase shifts.  
 
Kaur and Wazwaz [16] constructed bilinear forms via Painlevé expansion along with Bell polynomials to the JM Eqs. 
(3)-(4). They derived soliton physical structures and proved that the systems are C- integrable. Li and Li [17] 
employed the complex method and attained rational, exponential and elliptic function type solutions to JM Eqs. (3)-
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(4). Xu et al. [18] examined the resonance behavior of a multi-exponential wave solution to same couple of JM Eqs., 
as well as the application of the linear superposition principle to the Hirota bilinear equation. Liu [19] derived a rich 
range of rogue wave type solutions, soliton, using the Hirota bilinear form of the JME (4). Sun and Chen [20] 
discovered the bilinear forms of the JME (2)-(4) to obtain lump and lump-kink solutions.  It is imperative to discuss 
that Yang [21] et al. solved following potential form of JME by employing Hirota's method  
 

+6 + 3  +3 +2 − 3  =  0,    (5) 
 
and they obtained rational, quasi-periodic, and N-soliton type solutions. They stated that their solutions can be used 
in meteorological science to understand the squall lines occurrence and explain possible rainstorm development 
mechanisms. No one has used the similarity transformations method (STM) via Lie-group approach to obtain exact 
solutions to the JME (1) in any of the reviews [1-6]. This study helps to reveal a new class of solutions. A physical 
justification is also given for the findings. In each similarity reduction, an equivalent system of PDEs can be obtained 
to get a lesser number of independent variables. Such reduction continues until a system of ODEs cannot be 
obtained. The method is a strong tool to derive an analytical solution to a system of NEEs. The method is used on 
some selected (3+1)-coupled systems since such complex systems cannot be easily solved to get their analytical 
systems. The basic concept behind the method is invariance, according to which the system remains unaltered after 
using similarity transformations.  
 
This article is organized as follows: The next section provides some background on STM and the analytical solutions 
derived to JME (1), while Section 3 focuses on the analysis and discussion of the obtained results. The final section 
provides a summary and an outlook on where this study can go from here. 
 
Similarity solutions 
This section explores similarity solutions of the system (1). To discuss in brief for the method, one can assume one-
parameter Lie-group of transformations as discussed in some texts books [27-28] and some research articles [29-35]. 
Such transformations include infinitesimals as 
 

( )( ) = + ( ),   ( )( ) = (2 − 3 ) + + ,   ( )( ) = 2 + + ,
( )( ) = 3 + ,   ( )( ) = −2 + ‾( ),   ( )( ) = −2( − )ℎ,         (6) 

 
where a notation N=x,y,z,t,p,h is used for collection of all independent and dependent variables, Iv is an infinitesimal 
for a variable v taken any one from x,y,z,t,p, or h. ai’s are arbitrary constants and Ft is an arbitrary function which 
come into existence during integration process of over determining system of partial differential equations (PDEs) in 
Iv’s. The values of infinitesimals can be calculated by using symbolic calculations in Maple or Mathematica. 
To get the first equivalent system of PDEs for system (1), we must solve Lagrange’s system 
 

+ ( ) = (2 − 3 ) + + = 2 + + = 3 + =
−2 + ‾ =

ℎ
2( − )ℎ             (7) 

 
Without any loss of generality, let ≠ ≠ 0, = 0 and = , = , = , =  and introducing in Eq. (7), it 
recasts as 

+ ( ) = (2 − 3) + = + = 3 + =
−2 + ‾ =

ℎ
( − 1)ℎ

 (8)
 

After solving, similarity forms are 
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=
( )

−∫ ( )

( )
,   =

( )
, Z =

( )
, and 

= +
( )

∫
( )

+ ( , , )

( )
, h = ( , , )

( ) ( )
(9)

 

Making use of the values of  and ℎ in the system (1), one can get first similarity reduction as 
+ 6 + 3 + 3 − (2 − 1) − (2 − 3) − 3

−3 = 0,  and  = . (10)  

For the second reduction, infinitesimals of Eq. (10) are 
( )( ) = ,   ( )( ) = 2 ,   ( )( ) = ,   ( )( ) = ,   ( )( ) = −2 ,    (11) 

where ( ) ≡ ( , , , , ), ′  are arbitrary constants. 
To get similarity form of second reduction, we have to solve further 

= 2 = = = −2 , 

which on solving gives similarity forms for ≠ 0 

= − 2 log ,   = , = + ( , ),  and =
( , )

,   = .                           (12) 

Inserting the values of  and  in the system (10), one can obtain second similarity reduction as 
 

2
+ + 3 − 6 + 3 − 3 +

3
4

(2 − 3)

+3 ( − 3) − 3 (3 − 4) − 3(3 − 2) = 0, and

 2 + + = 0. 

 

To get further similarity reduction, Lagrange’s characteristic equations are 

1 = 0 = 0 = 0 ,  (15) 

which on simplification gives forms of  and  as ( ) and ( ). Assuming =  and = −  then solution of 
then solution of system (1) is 

ℎ =
−

(3 + ) ( )
, p = 3 + +

1

(3 + 1)
∫

(3 + 1)
+

+

(3 + 1)
, (16)

 

where X and Y are expressed in Eq. (9) 
 
The analytical solution of JM Eq. (1) is represented by Eq. (16). For the physical interpretation of the solution, the 
appropriate choice of F(t) and arbitrary constants have been taken as a1=1.8147, a2=0.9058, a4=1.0563, a5=0.9163, and 
a6=0.6324, which exist in the expressions of p and h. To get profiles of the solution, simulation is performed by 
MATLAB. The nature of profiles is single soliton with elastic behavior of amplitudes. The function F(t) is the 
governing function to decide the nature of the horizontal component of the wave profiles, which have importance in 
ocean and atmospheric science. Soliton peaks grow larger over longer periods of time. In all profiles, space variables 
are taken as -25x,y25, and time range is 0t50, with =0.0952, k=0.2752. While Ft=3t+E is chosen for Figure 1. For Fig. 2 
and Fig.3, Ft is taken as 3t3t+E13 and expt3t+E43 respectively. 
 
CONCLUSIONS 
 
The STM is used successfully to solve the Jimbo-Miwa equations (3+1). The solution incorporates an arbitrary 
function Ft of t and demonstrates that Ft is crucial in determining the nature of the horizontal component p of the 
wave velocity. The vertical component h always behaves as a single soliton with temporal variation. The solution 
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established here can aid the fields of meteorology, atmospheric science, and oceanography since they provide a 
realistic perspective. 
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Figure 2:For F(t)=3t(3t+E)̂ {1/3} 

 
Figure 3:For F(t)=exp(t)(3t+E)̂ {4/3} 
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Online games have become a go-to resort for an increasing number of people, but it is not all fun, and 
online games have many of those who are addicted to the games and have been the victims of cyber 
bullying and simultaneously examining the environment of physical games which can sometimes give 
birth to health issues like bruises and cuts aswell as respiratory issues when exposed to dirt and dust. 
Due to the lack of safety and regulations in both practices, it is harmful and dangerous for any certain 
individual. This study mainly focuses on the effects of either of the games but specially e-games. This 
work presents a linear regression- based analysis on effects of e-games and leads to provide suggestive 
and preventive measures for minimal harm. The Kaggle dataset is used for the analysis of the effects of 
e- games on human beings. 
 
Keywords: Mental Effects, GAD, SWL, Harmful Gaming, Neuro-Problems, Cortisol, Cortisol Violations. 
 
 
INTRODUCTION 
 
E-gaming is when an individual or a group plays games with the help of an electronic device(s). Physical gaming is 
the traditional way of playing sports. Therefore an e-game is a video or a computer game that is either primarily 
played through the Internet or any local area network equipped with play stations. Physical games instead are played 
as a physical activity of the body and may require certain equipment. As Each day passes there are a large number of 
victims that are getting indulged in e-games and some in physical games that the injuries they have had. That is a 
spark in the kick-start of this research that both the games have pros and cons and what they lead to in the life of a 
human being. Several studies are performed on effects of physical and e-games on mental and cognitive behavior on 
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human beings especially on age group 10 to 20 years [1-4]. Table 1 presents the pros of both kinds of games. As there 
is also a negative side to everything. Table 2 presents the cons of both kinds of games. 
 
LITERATURE REVIEW 
 
Several studies determine the positives and negatives of e- games and physical games but no research has been 
found to  the best of our knowledge which shows a detailed comparative analysis between both kinds of games. 
Research by the University of Ibadan in Nigeria [1], collected the data from World Health Organization on gaming 
disorders from children playing video games for a long time were found victims of musculoskeletal problems, 
obesity, vision issues, and seizures (Epileptic) [2]. A different study [3] done by the University of Isfahan in Iran by 
collecting data of 564 volunteers [4] presented how getting addicted to E- gaming has worsened health as the body 
got physically weak and psychiatric problems like anxiety and depression. An article in Indian express stated that 
teenagers get too much excited and addicted to e-games [5] that they even start considering their academics as 
nothing much important. They put lots of physical strain on their body [11]. This causes harm to their physical and 
mental fitness as per ergonomics. A contradictory study [6] stated that video games for educational purpose proved 
to be beneficial because they can help children in settling goals along with planning for them as feedback are also 
provided in such cases. E-games also make people think of playing by looking at some demographic elements. A 
study done by Termez State University [7] concluded that gaming outside instead of e- gaming should be used to 
enhance an individual’s academics as socialization get increases. They intensify an educational process by providing 
a motivational basis for building physical and mental properties, and personal self-regulated ways. 
 
METHODOLOGY 
 
The methodology of research consists of the following stages: 
 Use of Kaggle dataset 
 Data analysis 
 Data visualization 
 
Data collection 
A dataset of physical and e-games is taken from Kaggle [8] which is a collection of the answers obtained using 50 
research questions that were put up in front of the gamers. The dataset has 13465 gamer’s data. In Kaggle, the data is 
collected from different sources for the analysis of both types of games i.e., physical games and e-games. It led to 
obtaining a sufficient amount and appropriate data for all the types of questions from Kaggle that are needed to be 
answered by the gamers so that the impact of the games can be well analyzed. The categories of questions consist of 
general descriptive statistics (e.g., Platform being used to play, time spent at it, etc.) and more sophisticated 
questions like the purpose (Hobby/money source). Looking at whether they as gamers are playing solely or are they 
competing as most gamers are worried about the Results of the game in the case of competence known as 
generalized uneasiness data (GAD) which depicts gaming and its association with uneasiness, life satisfaction, and 
social phobia. 
 
Data Analysis 
The data analysis is done using regression which is a machine-learning algorithm. With all the analysis of the things 
mentioned above, Analytical processing is done to know about their workings. Python version 3.10.7 is used for 
experimental purposes as the libraries of it namely pandas, matpotlib and numpy are used in this analysis. An 
objective analysis supported by subjective assessments is used to link both types of gaming with healthcare. Data 
analysis is done using help/service provided by the tools being used shows the situation of the gamers in their normal 
lives. Gamers are playing those games in their common lives which might affect the loads on them. 
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Data analysis gave a good amount of proof for software excellence, consistency, performance, robustness, etc. The 
analysis process involved software and hardware like telecommunication switches. This is even better than just a case 
to collect the data from volunteers of games to indicate successive development as it gave the knowledge to know 
about how weak the gamers’ body has become physically or mentally that they faced problems at a specific point of 
time or situation. This helps even more in bringing up some suggestive measures of both types of games. Regression 
analysis reflects the characteristics of eigenvalues of the dataset and uses a function for expressing the relation in data 
mapping to check the dependency between values of the attributes to apply the research to predict and correlate data 
series. We consider a dependent variable y to correlate with independent variables x1, x2, ..., xk as: 

 = 0 + 1 1 + 2 2 + ....  +  
where e = (0, σ2) 
 

Using sampling, the data can be obtained in n groups of observation as 
 
y1 11, 21, 31, … . 1 
y2 12, 22, 32, … . 2 
.... 
yn 1 , 2 , 3 , … . ,  
Where xij is the jth are observed values of the independent variable xi, while yj is the jth observed value of the 
dependent variable y. On substitution of the above formula, the model’s data structure becomes: 

1 = 0 + 1 11 + 2 12 + .... 1 + 1 
2 = 0 + 1 12 + 2 12 + .... 2 + 2 

…. 
 = 0 + 1 1  + 2 1  + ....  +  

 
The above equations present a model based on kth element normal linear regression with unknown parameters b0, 
b1, b2, 
…, bk, and σ2 to be assessed, and the independent parameters 
n are identically distributed over (0, σ2) 

complex correlation analysis is performed on dependent variable y, and k independent variables x1, x2, x3,.… , xk. 
Now, the multivariate linear regression model needs to meet the Gaussian hypothesis of the multivariate regression. 
We use the least square method for estimating the regression coefficients b0, b1, b2, …, bk as: 

11 1 + 12 2 + 13 3 + ⋯ + 1  = 1  
 

21 1 + 22 2 + 23 3 + ⋯ + 2  = 2  
 

1 1 + 2 2 + 3 3 + ⋯ +  =  
 

0 = ̅ − 1 ̅ ̅1̅ + 2 ̅ ̅2̅ + 3̅̅3̅ + ⋯ +  ̅ ̅ ̅ 

The above linear regression model depicts the analysis results on both kinds of games presented in the analysis 
section. 
 
Data Visualization 
Data visualization represents scientific mapping and the results of data analysis. Drawing graphic displays to show 
data is another step taken so that people can understand the entire analysis in a moment. Statistical summaries are 
shown in figures 1 and 2. The main goal of this section is to visualize statistics, being able to obtain even more clearance 
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when making attempts for deciding the suggestive measures to be shown. As it can be observed in figure 1 where 
the graphics are specifying a chart that is in a way a type of map which is helping to understand how much people of 
all genders (Male, Female, Other) are spending on e-gaming. It can be observed well which gender is spending the 
most time at gaming and after the analysis of the collected data the data shows that male gamers are spending close 
to 140 hours at it, female gamers are spending about 120 hours and the gamers from the other gender are spending 
almost 95 hours. This straight away demonstrates that male gamers are spending the most time at it so this can be a 
point to be taken very well so that the data depicts, the male gender is spending the most time out of all the Genders 
so they must be probably having bad generalized uneasiness data and safe work load (SWL). 
 
Figure 1 presents how many people of different age groups (10-20, 21-30, 31-40, 41 and above) are spending on E- 
gaming. It can be seen well that which age group is spending the most time at gaming out of all the age groups and 
after the. Analysis of the collected data it is clear that the age group of 21-30 plays the games most out of all and the 
group of 31- 40 use it as second most. Without any objectionable context or doubt, this is telling about the summary of 
the entire age group criteria that has to be looked at while making the predictions and suggestive measures. So, this 
is also a point to be taken a look at with priority notes so that data collected can be observed. So, working to come up 
with suggestive measures requires the status of GAD and SWL of the gamers via their Gender and the Age Groups 
they are of by co- relating the entire context and graphs. 
 
Figure 2 presents a chart that is in a way a type of map which is helping to understand how many people of different 
age groups (10-20, 21-30, 31-40, 41 and above) are spending on e- gaming. As it can be seen which age group is 
spending the most time at gaming out of all the age groups and after the analysis of the collected data it can be seen 
that the age group of 21-30 plays the games most out of all and the group of 31- 40 use it as second most. Without any 
objectionable context or doubt, this is telling about the summary of the entire age group criteria that has to be looked 
at while making the predictions and suggestive measures. So, this is also a point to be taken a look at with priority 
notes so that data collected can be observed. So, working to come up with suggestive measures requires the status of 
GAD and SWL of the gamers via their Gender and the Age Groups they are of by co- relating the entire context and 
graphs. 
 
EXPERIMENTAL ANALYSIS 
This section involves taking the data from the dataset [8] and training the model with the help of apache spark and 
processing it or training it with the help of apache spark on linear regression algorithm. Table 3 shows the correlation 
coefficient between e-games addiction and health dimensions. General Health Questionnaire has a self- administered 
questionnaire used to assess mental health and well-being. The number 28 refers to three different versions (R, P and 
N) of the questionnaire developed. R (Retest) version is being used to assess changes in mental health over time by 
administering the questionnaire twice to the same individual. The overall level of mental distress. P (Profile) version 
is being used to assess a person's N (Non-patient) version, which is used to assess the mental health of people who 
are not currently receiving mental health treatment. All versions consist of 28 items and each item is scored on a 4- 
point Likert scale, with scores ranging from 0 to 3. The scores are then used to determine the level of mental distress or 
well- being. 
 
According to the results shown in table 3, there is a significant link between computer game addiction and health 
complaints, uneasiness and sleep disorder, the disorder in social functioning, and depression as P ≤ 0.05. As a result, 
there is a direct link between computer game addiction and health illnesses such as uneasiness, insomnia, and 
depression. But it is found that there is a favorable association between addiction to computer gaming and social 
disintegration. In other words, according to the coefficient of determination, there is a 4% correlation between 
computer game addiction and physical disorders, a 12% correlation with uneasiness and sleep disorders, a 1% 
correlation with social functioning disorders, and a 6% correlation with depression. Table 4 presents the correlation 
coefficient between addiction to e- games and health dimensions in male volunteers. According to the results in 
Table 4, there is a link between 
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physical and digital gaming addiction complaints, sleep disorders, uneasiness, and social difficulties, and depression 
at a level ≤ 0.05 is significant. As a result, there is a clear link between gaming addiction and physical disorders, 
uneasiness, sleep disorders, and depressive disorders. However, there is a reversible link between video game 
addiction and social problems. According to the coefficient of determination, computer game addiction is associated 
with somatic disorders in 5% of cases, uneasiness and sleep disorders in 19%, social functioning disorders in 2%, and 
depression in10% of cases. Table 5 presents the correlation coefficient between addiction to e-games and health 
dimensions in females. According to the data in table 5, there is a link between computer gaming addiction and 
bodily complaints, uneasiness and sleep disorders, and social dysfunction. Depression at level P ≤ 0.05 is significant. 
As a result, there is a clear link between gaming addiction and Physical disorders, uneasiness, sleep disorders, and 
depressive disorders. However, there is a reverse correlation between computer gaming addiction and social 
functioning disorders. To put it another way, according to the coefficient of determination, computer game addiction 
shares a 3% variance with a physical problem, a 12% variance with uneasiness and sleep disorder, a 0.9% variance 
with social dysfunction, and a 5%variance with depression. Table 6 presents the correlation between addiction to e-
games and health dimensions. 
 
The result shown in table 6 presents that all relationships have significance. The effects of health with addiction to 
games is 0.380 which is significant at level 0.99 and presents the positive impact of addiction to games on the general 
health of the volunteers involved. Table 7 presents the suitability indices of the variables. Based on the findings in 
Table 7, all indices support the model’s appropriateness. Figures 3 and 4 depict, respectively, the standard coefficient 
of path analysis and a t-chart of route analysis for the association between health-related factors and computer game 
addiction. Action-focused video games put players at greater danger. These kinds of games may have negative 
effects on some areas of our brain the more we play them. It is thought that those areas of the brain control our 
neurological system, memory, and emotions. A person may become vulnerable to various neuropsychiatric problems 
as a result of several severe neuro situations. Since anxiety symptoms, sadness, and social dysfunction are all directly 
tied to a person’s neurological condition, it is clear from the statistics and charts above that playing video games is 
contributing to a lot of neuro-problems. Their failure to manage and control their emotions, such as anger, sadness, 
fear, or other emotions, is the main mechanism that results in those co-morbidities. That is because playing video 
games is frequently thought of as an emotional release. 
 
A study [9] on the violent Excitement game revealed that after playing threat games, players’ levels of cortisol and 
amylase considerably rose. Many video games are action- packed and intense, and this excitement triggers the 
production of adrenalin. It is a natural response that enables one to respond more quickly to perceived dangers, such as 
the possibility of death in shooting games. In addition, playing video games can cause the stress hormone cortisol to 
be released in greater amounts in response to perceived threats. Excessive gaming may make the stress hormone 
permanently active, which could hinder serotonin and other neurotransmitters in the brain from working properly. 
Adrenal glands manufacture and release the hormone cortisol. One class of steroid hormones is cortisol. It can have 
negative impacts on every biological tissue and affect how the muscles, fat, liver, and bones burn calories. Numerous 
crucial functions of cortisol include: 
 
 Regulating the stress response of the body 
 Regulating blood pressure 
 Regulating blood sugar 
 Cardiac attack 
 Brain stroke 
 Helping control your sleep-wake cycle 
 
Everybody’s body, in every circumstance, is a constant reflection of their cortisol levels, which must remain constant 
(homeostasis). The health of the people may be harmed by cortisol levels that are either higher or lower than usual. 
Whether it is acute, chronic, or traumatic does not matter. After investigation [10], how different types of gaming 

Ujjawal Tiwari et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57757 
 

   
 
 

affect cortisol in different ways. This allowed for the careful observation of fluctuations in the salivary cortisol levels. 
Figure 5 shows fluctuations in the salivary cortisol levels when playing different games. Cortisol level is denoted in 
the measurement unit ng/ml which stands for nanograms per milliliter which depicts test results in urine and oral 
fluid as cortisol is measured by urine or saliva tests. Figure 6 shows the variation in the mean concentration of 
cortisol in the volunteers incremented at a significant level after playing the four games. As seen in figure 6, the 
mean variations of the concentration of cortisol after playing the game present that the highest change is triggered 
while playing the fear game. Cortisol is the most significant hormone released by the human adrenal cortex for 
stress. Figure 7 is a bar chart that is showcasing the amount of stress that a person bears on playing the two types of 
games i.e., excitement games and fear games. The bar chart in the figure demonstrates that players concerning age, 
gender, and even the type of game, e-games are impacted differently 
 
CONCLUSION AND FUTURE SCOPE 
 
This study accomplished how e-games and physical games affect the life of a certain individual in a positive or 
negative aspect. In this study, it is also observed that e-games affect humans’ cognitive skills and behavior as they 
fluctuate the amount of cortisol which is responsible for stress, uneasiness, and various aspects as shown in figure 6 
and figure 7. Furthermore, the analysis observed that users of the age group 10-20 spent the highest time playing e-
games which is reduced by approximately 50% for the age group 21 and above. In the correlation coefficient between 
addiction to e- games and health dimension, the significant value P is observed as less than 0.05 except for the 
correlation coefficient social malfunction as  0.20. The correlation parameters of mental issues, societal malfunction, 
despair indications, health and addiction to e-games are observed as positive. The highest fluctuation in the salivary 
cortisol level is observed when playing fear e-games and the lowest Fluctuation is in the case of puzzle games. The 
mean concentration while playing fear e-games is observed as highest and lowest for puzzle e-games. The future 
scope of this study may include some other machine learning algorithms for analysis and provide suggestive 
measures that an individual should follow to lower the negative aspects of e-games. 
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Table 1: Pros of E-games and physical games 
 E-GAMES PHYSICAL GAMES 

PR
O

S 

Can be Played anywhere, and has no location as 
it is a Confined space. 

Some physical games do Not need a 
specific place. 

E-gaming is always fun to play   regardless   of 
Gender and age. 

Physical games are played as a relaxation 
activity Even. 

Free reign of choice the gamer wants   to   play 
provides help in boosting Brain cells. 

It helps gain fitness, develops 
muscular strength, and healthy Physical 

growth for kids. 
 

Table 2: Cons of E-games and physical games 
 

 E-GAMES PHYSICAL GAMES 

C
O

N
S 

Indulging in excess, the amount can lead to un- 
Healthy lifestyle. Physical injuries are Possible. 

Real-time human connections are  being altered 
because   gamers spend much of their time it can 

also lead to this Only. 

Gamer become a victim of flu and 
Spreading diseases. 

Playing video games at times depict a lack of self- 
control as they get affected by the 

adapting to the concept of the game even as well as 
laziness in Academics. 

If single   or   double other gamers do not 
arrive then most of the games can get 

Cancelled. 

These are not completely secure which may invite 
or give access to malware Threats and Viruses. 

Sometimes the equipment becomes a 
responsibility to maintain which   can 

Become costly. 
 

Table 3: Correlation coefficient in e-games and health dimensions 
 

Correlation coefficients Addiction to e-games 

Parameters R P N 
Physiological issues 0.1980 0.002 486 

Mental issues 0.3480 0.002 483 

Societal malfunction 0.1040 0.201 477 
Despair indications 0.2500 0.002 487 

Total 0.3160 0.002 445 
 

Table 4: Correlation coefficient in e-games and health dimensions in males 
 

Correlation coefficients Addiction to e-games 

Parameters R P N 

Physiological issues 0.2260 0.001 265 
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Mental issues 0.4400 0.001 261 

Societal malfunction 0.1420 0.230 258 

Despair indications 0.3310 0.001 265 

Total 0.3720 0.001 243 
 

Table 5: Correlation coefficient between addiction to e-games and health dimensions in females 
 

Correlation coefficients Addiction to e-games 

Parameters R P N 

Physiological issues 0.1810 0.006 222 

Mental issues 0.3550 0.002 485 

Societal malfunction 0.0970 0.021 218 

Despair indications 0.2410 0.002 221 
Total 0.3180 0.002 201 

 
Table 6: Correlation coefficient in e-games and health dimensions 

 
Correlation 
coefficients Standard 

coefficient 
Standard 

error T 
Test 

results 
Parameters 

Physiological issues 0.420 - 0.000 - 

Mental issues 0.880 0.820 7.510 Positive 
Societal malfunction -0.200 -0.360 -3.590 Positive 
Despair indications 0.700 0.500 7.830 Positive 

Health and 
addiction to e-games 

0.380 0.410 5.950 Positive 

 
Table 7: Suitable index of variables 

 
Index variable Estimated value 
Goodness of fit index 0.990 
Adjusted goodness of fit index 0.970 
Root mean square deviation 0.054 
Chi-square 11.350 
Degree of freedom 5.000 
Level of significance 0.044 
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Figure 1: People of different gender spending time 
on E- games. 

Figure 2: Number of users of different age groups 
spending hours per month on e-games 

  
Figure 3: Standard coefficient of path analysis for 
the association between health-related factors 
and e-game addiction 

Figure 4: T-chart Route analysis for the 
association between health-related factors and e-
game addiction 

 

 

Figure 5: Fluctuations in the salivary cortisol levels 
when playing different e-games 

Figure 6: Variations of the mean concentration of 
cortisol 
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Figure 7: Type of game affecting stress levels 
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Structural Design is aimed to Design a ware residence shape that fulfills its meant motive throughout its 
supposed lifestyles and be competently secure in phrases of energy, balance, and structural integrity, 
usefulness in phrases of stiffness, durability, and so forth., and be economically viable, esthetically 
fascinating, and surroundings friendly. This paper provides the studies on the evaluation and Design of 
the metal warehouse structure. The most beneficial Design of the shape is run victimization finite aspect 
code STAAD professional. The analysis of the structure is administered for appropriate metallic sections 
with absolutely one of a kind load carrying capability. The metallic amount wished for the shape is 
calculated. Finally beside cloth optimization, techno-reasonably-priced Design to reap the dependable 
performance of the warehouse shape is run. Long Span, Column free designs area unit the most 
significant in any sort of business structures. Popular construction with line and cylinder stage collect 
region unit a substitute gather in the making of unmarried level steel business fabricating that satisfies 
this interest adjacent to diminished time and cost in contrast with standard designs. The objective of this 
endeavor is to endeavor to relative gander at among well known Steel Building and famous Structure 
with Pipe and Tube Sections of business Warehouse exploitation STAAD-Pro 
 
Keywords: Warehouse, STAAD Pro, Finite detail strategy, CSB, Optimum, 
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INTRODUCTION 
 
A Steel warehouse may be a structural building that is employed by industries to store raw materials and therefore 
the created prepared product. Steel warehouse is additionally known as because the industrial building. There area 
unit 2 forms of industrial buildings like traditional form of industrial building and special form of industrial 
building. Traditional form of warehouses is that the straightforward roofed structures on the open frames. Special 
form of industrial warehouses is like cold storage buildings, etc. within the steel buildings like the Warehouses, the 
beams and columns location unit of metallic sections of various sectional dimensions. The metallic framed shape can 
be erected for the various bays conterminous each other supported the necessities. The horizontal and vertical 
bracings region unit supplied fittingly to the structure to withstand lateral load properly. These bracings reduce the 
deflection in beams or the alternative structural components because of transferring hundreds inside the big 
industries. Sheeting, assisting trusses and purlins location unit supported on the columns furnished at the structural 
roofing machine. 
 
Truss Types 
There area unit various support sorts. The vitally normal sorts are demonstrated on the going through page. Most 
rooftop supports have networks that run at associate point of view among top and base harmonies. One special case 
is that the peak surrender support for the span of which networks runs upward. These supports sit on a structure's 
end dividers and locale unit extra sort of a divider than a bracket. The peak stop bracket should be upheld on the 
total time frame, and solid on the support/divider crossing point. There area unit sort of bracket sorts that withdraw 
place for loft carport or residing region. In any rooftop bracket, in any case, loft or living region includes some major 
disadvantages. Unsurpassed low harmony of the assault bracket also goes about as a joist and should be estimated to 
house a heap - ordinarily among twenty and fifty psychological oppressor bunch. A rooftop support with loft 
capacity deciphers to pretty much twofold the heap of equivalent bracket range with out a storage room. For 
instance, a fifty-foot bracket planned even as now not loft capacity should weigh among 300 350 lbs. A fifty foot 
bracket planned with a nine foot through nine foot loft opening might need to weigh among 600 and 700 lbs. 
 
LITERATURE REVIEW 
 
Stockrooms area unit apparent as a gamble to improve activity advancement and records streams, to decrease stock 
levels and to substitute extra light-footed conveyance. The palm in general execution of a stockroom depends upon 
on applicable technique, design, distribution center activities and material adapting to structures distribution center 
style issues contain five gatherings of choices: devotion of the absolute last state of the stockroom (reasonable plan); 
its measuring; design estimation; reposition instrumentality decision; and selection of its functional system. 
Furthermore, a stockroom mission need to also incorporate meanings of guidelines concerning request 
satisfaction/picking, loading, and stock revolution Despite the topic's importance, an outline of the writing renowned 
few exploration that continually cover the distribution center style a leven however a lot of fabric tending to the exact 
parts of a mission do exist, there has all the earmarks of being no blends of these techniques that would supply a 
base for a trendy stockroom thought there's a hole among the found assessment and thus the see of protrusive and in 
activity stockrooms. The creators country that, to choose this connection point among academe and notice, there 
should be assistant certificate improvement inside the cutting edge for reposition mission method. Considering this 
unique circumstance, the object of this bulletin is to introduce an orderly outline of the distribution center style 
writing, overlaying the amount 1999-2015.  
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METHODOLOGY 
 
Planning and Detailing 
In this challenge work, automobile CAD and Staad expert code is being used in order to analyze and fashion 
Industrial warehouse as in line with the set up. It offers the bending second, shear forces. The manner consists of 
modeling the structure, making use of properties, specification, hundreds and load mixtures, reading and making 
plans the structure. This code is a superb and person pleasant device three dimensional version generations. To 
impart maximum ability edges for a warehouse constructing amongst limitation, can constantly a bigger venture for 
every fashion dressmaker and civil engineers even though we`ve determined the best manner that's capable of 
impart maximum edges to the consumer. Here we have a tendency to had given lots of idea over environmental 
elements like air, and light, ventilation. the shape of this constructing is completely specific from the equal antique 
square warehouse homes, that imparts esthetically clever from every reason of read. Brackets rectangular degree 
three-sided body works, which incorporates basically pivotally stacked supporters that rectangular degree heaps of 
economical in opposing external hundreds on the grounds that the move stage is almost consistently pushed. They're 
eminently utilized, specifically to traverse enormous holes. Brackets rectangular degree employed in tops of 
unmarried creation business homes, extended length deck and tops of high-up push homes, to look up to gravity 
hundreds. Brackets are likewise employed in parts and flat planes of modern homes to look up to parallel hundreds 
and deal sidelong solidness.  
 
Economy of supports  
As currently refered to supports gobble up stores substantially less texture in contrast with pillars to traverse same 
term and switch gentle to outrageous masses. Notwithstanding, the efforts call for manufacture and erection of 
brackets is better and thus the overall financial framework is chosen through different variables. In Republic of India 
those issues ar prone to need the supports even various due to the reduction efforts cost. To totally utilize the 
monetary arrangement of the brackets the creators should affirm the accompanying: 
 
LOADS AND LOAD COMBINATIONS 
LOADS-Following Loads Are Considering For Analysis. Furthermore, Loads and burden mixes are considered in 
reference with the IS codes, IS-875 section 5. 
 
Dead burden 
Dead burden on the rooftop supports in single floor modern structures comprises of stacking of claddings and 
stacking of purlins, self-weight of the brackets furthermore to the weight of bracings and so forth Further, additional 
exceptional dead hundreds like bracket upheld raise dead loads; extraordinary ducting and ventilator weight and so 
forth could add to rooftop support dead loads. 

 
Live Load 
The live burden on rooftop brackets comprise of the gravitational burden because of erection and adjusting as well as 
residue load and so forth and the power is taken according to IS:875-1975. Extra exceptional live loads, for example, 
snow loads in freezing environments, crane live loads in brackets supporting monorails might need to be thought of. 
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Wind load 
The breeze load on the rooftop supports, except if the rooftop slant is basically too high, would be normally elevate 
force opposite to the rooftop, on account of attractions effect of the breeze handling over the rooftop. Thereupon the 
breeze load on rooftop bracket commonly acts inverse to the gravity load, and its greatness is bigger than gravity 
hundreds, incurring inversion of powers in support individuals 
 
Load Combinations 

 

 
 
Design of Components of the Steel Warehouse 
Design of structural elements like principal rafter, column, column base and purlins etc as per IS 800-2001. 
Components are designed for the maximum load, maximum bending moment and shear force. 
 
Properties of the components 
The steel sections tailored to the warehouse for the look of the structure for max hundreds, most bending moment, 
and most shear force. 
Sections adopted for various parts are as follows, 
• Beams- ISMB-600 
• Columns- ISHB-450 
• Purlins-ISMC-250 
• Bracings- ISLC-150 
 
Steel take-off 
The weight of the steel sections (Table-1) is the total weight of the total length required. 
 
RESULTS AND DISCUSSIONS 
 
Analyzing of Truss Structure  
Dead load with followed by self weight and member load followed by uniformly distributed load will be standard.  
 By victimization the load and definition command we are able to assign the hundreds severally.  
 In load and definition command choose the load case details therein opt for style of load i.e. loading with 

followed by self weight and member load followed by uniformly distributed load are going to be commonplace.  
 Next click on add any to assign them.  
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 And they assign one by one mass for the model ready one by one.  
 
Truss Details 
Trusses are triangular body works at some point of which the member`s are subjected to by and large axial forces 
way to outwardly achieved load. they`re going to be aircraft trusses, at some point of which the outside load and 
consequently the members lie in the identical aircraft or residence trusses wherein contributors are orientated in 
three dimensions in. area and heaps of can also additionally moreover act in any course trusses are frequently wont 
to span extended lengths the various state of affairs of strong net girders and such trusses are called lattice girders. 
 
Inputs Required to Truss Manufacturer 
Bracket kind. Decides if there'll be capacity or way. Conjointly characterizes field subtleties like side, overhang, facial 
statures and tail length. Decides the developing codes and hundreds that training For example, in western CA, 
seismic cravings might drive the making arrangements and charge of the bracket. In beach front Florida, wind drives 
the making arrangements. 
 
Bracket Design Process 
When the fundamental characteristics of an endeavor are conveyed through method of method for the purchaser to 
the support maker, the making arrangements and producing strategy return before long. Virtually all most 
significant rooftop support producers utilize particular PC code to help withinside the bracket design strategy. Inside 
the fingers of learned, those code bundles will fundamentally lessen again the time had to offer the most satisfying 
bracket for a shape. Partner confirmation most satisfying support is one which has been developed to be basically 
steady, as lightweight as potential, and in consistence with building codes. 
Normal Truss Report boundaries 
• Plan hundreds as well as stacking, remain burden, snow and wind hundreds 
• Part sizes and power attributes 
• Greatest design avoidances 
• Shop drawings with develop headings 
 
Esteem Engineering in Roof Trusses 
High-quit bracket design code, similar to Truss can playing out a part through method of method for part pass/bomb 
assessment. The results of the assessment is that the problematic "Cooperation Value" this is that the proportion of 
needed to accessible power. Defensive cowl type. The rooftop protecting cowl type plays out a standard situation 
inside the amount of supports wished. For example, a 3/4" employ board rooftop can ordinarily need bracket 
dispersing underneath 32". Some metallic decking might be introduced on rooftop brackets dispersed as much as 48". 
 
Support Installation 
Like any rooftop support, metallic rooftop brackets are outstanding introduced with the guide of utilizing crane 
friend degreed a one of a kind team. There is type of trade outstanding practices for introducing supports. The 
fundamental essential are noted underneath: 
 
• Brackets need to ne'er be connected bolt to inside allotments. This should set off twisting powers that supports 

aren't intended to hold. Bolt connected supports have conjointly been legendary to raise buddy confirmation non-
load-bearing inside divider from the beginning. 

• The support installer should as a rule conform to any interesting rules with the guide of utilizing the maker. For 
example, T-Bracing a broad net reinforcing procedure - is outstanding did at the endeavor site. Inability to put 
with inside the supporting will prominently change the power of the bracket framework. 

• Most rooftops, despite their place are planned with an intense and quick end and a slide end. This procedure 
significantly decreases how much horizontal strain at the allotments helping the bracket framework. Reinforcing 
parcels contrary to horizontal powers - obviously at the absolute best of the divider is intense. 
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CONCLUSIONS 
 
Design and Analysis of enterprise warehouse is certainly accomplished via way of means of the Staad expert code. 
The whole technique became finished as according to the great set down via way of means of the Indian standards. 
During this work, Analysis and fashion of enterprise warehouse victimization STADD expert. In step with the 
consequences acquired from the evaluation of these systems inside which metal sections had been assigned to the 
numerous warehouse fashions for every member. AUTOCAD set up became prepared accompanied via way of 
means of load calculations. Supported the ones definitely distinctive participants like truss participants, columns, 
purlins, etc. had been hand-picked. Steel quantity relies upon on number one participants and purlins. As spacing of 
body is magnified metal intake slashed for number one participants and magnified for secondary participants. the 
whole technique became finished as according to the commonplaces set down via way of means of Indian popular. 
the monetary warehouse is certainly styled via way of means of honest layout procedure. The following are the 
important thing statement and end drawn from the cutting-edge assignment work. consistent with the consequences 
acquired from the evaluation of these Structures inside which surest metal sections had been assigned to the 
numerous warehouse fashions for every member following end is created 
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Table-1 Weight of Steel Sections 

 
 

  
Fig.1. Axial Force Details Fig. 2. Torsional forces details Fig.3. Shear forces details 

   
Fig. 4. Model of warehouse Fig.4. Loading on the structure Fig.5. Wind load analysis 

   
Fig.6. Moment Z- Direction Fig.7. Moment at Y- Direction Fig. 8. Force at Z- Direction 
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Fig.9. Run Analysis Data Fig.10. Run Analysis Data for Warehouse 

  
Fig.11. Shear Force for Beam Fig.12. Point Load 

  
 

Fig.13. Displacement Fig.14. Nodes Fig.15. Shear-Bending 
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\ 
In this paper, we initiate a new class of semi open sets, called -open sets in -topological space, this 
class of sets lies between -semi open and  semi-open sets. Also we introduce various maps in -
topological space and relate them with -continuous maps. 
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Keywords:  -topology, -semi open, -open, -open, *-continuous maps. 
 

INTRODUCTION 
 
In 1963 Levine[3] initiated semi-open sets and gave their properties. [4] Biswas(1969) defined semi-open functions 
and investigated several properties of such operations. [5] Monsef et al. 1983,  started the study of β-continuity and β-
open sets. The idea of -open sets has been introduced by D. Andrijevic [6] in 1996. Recently, Lellis Thivagar et al. 
[1],[2]introduced the structure of N-topology and its continuous properties, which helps to form more topologies on 
a non-empty set.  
 
In this present work, we introduce -open sets in a -topological space( , ). Also we define -semi open sets 
and discussed the location of -open sets .Moreover, we analyse various its maps in -topological space and 
relate them with -continuous maps. 
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PRELIMINARIES 
In this part we, recollect some definitions and results which are beneficial in the sequent.  
 
Definition 2.1 [1] 
 If   is a non-empty set, , , , , … ,  are N-arbitrary topologies defined on X and let the collection  be 
defined by 

 = { ⊆ : =  (⋃ )∪ (⋂ ),    , ∈ } satisfies the following axioms: 
(i) ,∅ ∈  
(ii) ⋃ ∈  ∀ ∈  
(iii) ⋂ ∈ ∀ ∈ . 

Then the pair ( , ) is named as -topological space, and  is called -topology.  
 
Definition 2.2 [2] 
Let ( , ) be a -topological space and S ⊆   is called. 

(i) -open if  ⊆ - ( - ( - ( ))) 
(ii)  semi- open if ⊆ - ( - ( )) 
(iii)  pre-open if ⊆ -int( - ( )). 

The complement of -open (resp.  semi-open,  pre-open) is -closed  (resp.  semi-closed,  pre-closed). 
 
Theorem 2.3[2] 
The arbitrary union of  semi-open sets is  semi-open. 
 
Definition 2.4 [2] 
A mapping : ( , ) → ( , ) is *- continuous  (resp. *-   continuous, *- semi continuous,  *- continuous) on 

 if  ( )  is -open (resp. -open,  semi-open,  -open) for every ∈ ( ). 
 
Theorem 2.5[2] 
Every *-continuous map is  *- continuous. 
 
Theorem 2.6 [2] 
Every *-  continuous map is *-semi-continuous. 
The converse of theorem  2.5  & theorem 2.6 need not be accurate, as shown in [2]. 
 
Definition 2.7 [8] 
A subset  of a -topological space  is -regular open if = - ( - ( )). 
 
Definition 2.8 [9] 
A subset A of a -topological space  is said to -dense if - ( ) = .  
 
Definition 2.9 [2]  
An N-topological space ( , ) is called extremely disconnected if - ( ) is -open for all -open sets in .  
 

-OPEN SETS IN -TOPOLOGICAL SPACE 
In this part, we define a new class of semi open sets called  -open in -topological space and investigate its 
properties. Moreover, we introduce some properties are called -neighbourhood, -interior, -closure and -
derived set. 
 
 
 

Antony George  and Davamani Christober 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57772 
 

   
 
 

Definition 3.1 
Let ( , ) be a -topological space and a subset ⊆   is called  -open if  ⊆ - ( - ( )) ∪ - ( -
 ( )). The complement of -open is -closed. The collection of -open is signify by ( ).  
 
Definition 3.2  
Let ( , ) be a -topological space and a semi-open set ⊆   is -open  if every  ∈  subsequently there 
exists   ∈ ( ) such that ∈ ⊆ . A subset  of a -topological space  is -closed if −  is -open.  
The family of -open and -closed sets are signify by ( ) and ( ) respectively. 
 
Example 3.3  
Let = { , , , }. For = 3. Consider ( ) = {∅, , { }, { , }, { , , }}, ( ) = {∅, , { , }, { , , }}and ( ) =
{∅, , { }, { , , }}then 3 ( ) = {∅, , { }, { }, 
{ , }, { , }, { , , }}. Hence 3 ( ) = {∅, , { }, { }, { , }, { , }, { , }, { , }, { , , }, 
{ , , }, { , , }}, 3 ( ) = {∅, , { }, { }, { , }, { , }, { , }, { , }, { , , }, { , , }, 
{ , , }}and 3 ( ) = {∅, , { }, { , }, { , }, { , , }, { , , }}.  

Remark 3.4 
(i)From the above example, we conclude that - open and   - open are independent, since { } ∈ 3 ( ) but 
{ } ∉ 3 ( ) and { , } ∈ 3 ( ) but { , } ∉ 3 ( ). (ii) Let ( , ) be -topological space, we locate -
open as follows: ⊆ ( ) ⊆ ( ) and  ( ) ⊆  ( ) ⊆ ( ). 
 
Remark 3.5 
It is clear from the definition that every -open subset of a space  is semi-open but the reverse is not true in 
general as shown in the previous example 3.3. That is { } ∈ 3 ( )but { } ∉ 3 ( ). 
Next, we show that an arbitrary union of -open sets in a -topological space( , ) is -open. 
 
Proposition 3.6  
Let { : ∈ Δ} be a family of -open sets in a -topological space . Then ⋃ ∈  is an -open. 
 
Remark 3.7 
In example 3.3, the intersection of two 3  -open sets { , } and { , , } is { } but it is not a 2 -open. Hence in 
general, we notice that the family of all -open subsets of a space  need not be atopology. Hence it forms a supra 
topology on . 
 
Theorem 3.8 
If the family of all semi-open sets of a space  is a topology on  and the intersection of any two -closed sets of 

 is -closed , then the family of -open is also a topology on .   
 
Proof:Obvious.  
Corollary 3.9 
Let ( , ) be -topological space. If  is extremely disconnected   and the intersection of two -closed sets is also 

-closed then  ( ) forms a topology on . 
 
Theorem 3.10 
A subset  of a -topological space  is -open if and only if =∪  where  is  semi-open and  is -
closed for each . 
 
Proof: 
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Let  be -open. Then  is semi open, and ∈  there exists -closed set  such that ∈ ⊆ . Hence 
⋃ ∈ ⊆ . But ∈ , ∈  implies  ⊂ ⋃ ∈ . Hence   is a union of -closed sets. Conversely, Let  be  
semi-open and = ⋃ ∈  where each  is b-closed. Let ∈ , then ∈ ⊂  for some .  Hence   is -open. 
 
Theorem 3.11 
A subset  of a -topological space  is -open if and only if for each   ∈ , there exists an -open set  such 
that ∈ ⊂ . 
 
Proof:  
Let  be a - open  in . Then for each  ∈ , we have  is -open set such that ∈ ⊆ . Conversely,  let for 
every ∈ , there exists an -open set  such that ∈ ⊂ . Then  is a union of -open sets, hence by 
theorem 3.6,  is -open.  
 
Theorem 3.12 
Let( , ) be a -topological space and every singleton set is -closed, then ( ) = ( ) 
 
Proof: 
 Let ⊆  and ∈ ( ). Suppose = ∅  then ∈ ( ). Suppose ≠ ∅, and let ∈ .  Since every singleton 
set is -closed and  ∈ { } ⊆ . That is ∈ ( ). ( ) ⊆ ( ), clearly ( ) ⊆ ( ). Hence 
we may conclude that  ( ) = ( ). 
 
Theorem 3.13 
Let ( , ) be -topological space, then the following are true. 
(i) Every -regular closed set is -open. 
(ii) Every -regular open set is  -closed. 
 
Proof: 
(i)Let  be regular closed in -topological space ( , ), then = - ( - ( )). Which implies  is semi-open. 
Hence  is -  closed. Let ∈ implies ∈ ⊆ . Hence  is -open. (ii) obvious.  
Reverse of the above theorem is need not be true which is shown in the following example. 
 
Example 3.14 
Let = { , , }. For = 2.Consider ( ) = {∅, , { }}, ( ) = {∅, } then 2 ( ) = {∅, , { }}. Here 2 ( ) =
{∅, },  and 2 ( ) = {∅, , { }, { , }, { , }}. Here { } ∈ 2 ( ) but { } ∉ 2 ( ) and { , } ∈ 2 ( ) but 
{ , } ∉ 2 ( ). 
 
Definition 3.15 
A -topological space  is said to be locally indiscrete if every -open subset is -closed.  
 
Definition 3.16 
A -topological space  is said to be hyperconnected if every non empty -open subset of  is -dense. 
 
Theorem 3.17 
If a -topological space  is locally indiscrete, then every semi-open set is -open. 
 
Proof: 
Let  be semi-open in  then ⊆ - ( - ( )). Since  is locally indiscrete therefore - ( ) is -closed. 
Hence - ( ) = - ( - ( )). So  - ( - ( )) = - ( ) ⊆ . So  is -regular closed. By theorem 
3.13(i)  is -open. 
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Theorem 3.18 
A -topological space  is hyperconnected, then the only -open sets of  are ∅ & .  
 
Proof: 
Let ⊆  be a - open in .  If =  then there is nothing to prove. If ≠    we have to prove = ∅.  Since  is 

-open, for each ∈ , there exists a -b closed set  such that ∈ ⊆ . So − ⊂ − . −  is  semi-
closed. Therefore, -  ( -  ( −  )) ⊆ ( - ). Since  is hyper connected and every  dense is  semi- dense  
then by -s ( - ( − )) = − . Hence  − =  . So  = ∅. 
 
Theorem 3.19 
Let ( , ) be an extremely disconnected -topological space and , ⊆ , if ∈ ( ) and ∈ ( ) then 
∩ ∈ ( ). 

 
Proof: 
Let ∈ ( ) and ∈ ( ), then  is  semi-open set, since intersection of a  -open set and  semi-
open set is  semi-open, this implies that ∩ ∈ ( ). Now let ∈ ∩ , ∈  and ∈ , therefore there 
exists a -closed set  such that ∈ ⊆ . Since  is extremely disconnected then  is -regular closed set, this 
implies that ∩  is -closed set, therefore  ∈ ∩ ⊆ ∩ . Thus  ∩   is  -open. 
 
Proposition 3.20 
If a space  ( , ) is hyper-connected, then  ( ) ∩ ( ) = {∅, }. 
 
Theorem 3.21 
 If a space ( , )  is locally indiscrete, then  ( ) = ( ) =  . 
 
Proof: 
It is sufficient to show that  semi-open ⟹ -open. If ∈ ( )then ⊆ - ( - ( )). Since  is locally 
indiscrete, Hence - ( - ( )) = - ( ).  
 
Theorem 3.22 
For any subset  of ( , ). The following statements are equivalent: 
(i)  is -regular closed  
(ii)  is -closed and -open 
(iii)  is -closed and  semi-open 
(iv)  is -closed and  semi-open 
(v)  pre-closed and  semi-open 
 
Proof: Obvious 
The relation of  -open sets to some other types of sets is illustrated in the following:  
 
Definition 3.23 
Let ( , ) be a -topological space. A set  ⊆  is called -semi open  if each ∈ , there exists ∈ SO(Q) 
such that ∈ ⊆ - ( ) ⊆ . The family of all -semi open subsets of  is signified as O(Q).  
 
Example 3.24 
Let = { , , , }. For = 4. Consider ( ) = {∅, , { }, { , , }}, ( ) = {∅, , { , }, { , , }}, 

( ) = ∅, , { }, { , , } and ( ) = {∅, , { }, { , }} then 4  ( ) = {∅, , { }, { }, { , }, { , }, { , , }}. 
Here         4 ( ) = {∅, , { }, { }, { , }, 
{ , }, { , }, { , }, { , , }, { , , }, { , , }}and 4( )= {∅, , { , , }, { , }}. 
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Proposition 3.25 
Every -open sets in  a  -topological space ( , ) is an -open.  
 
Proposition 3.26 
Every -semi open sets in a -topological space ( , ) is an -open.  
The following example shows that an -open set need not be -semi open. 
 
Example 3.27 
Let = { , , }. For = 2. Consider  ( ) = {∅, , { }} and  ( ) = ∅, , { , }} then 2 ( ) = {∅, , { }, { , }}. Here 
2 ( ) = 2 ( ) = {∅, } and  2 ( ) = {∅, , { },{ , },{ , }}.. So  we have { , } is 2 -open but neither 2 -
semi open nor 2 -open. 
Figure 1 shows the relations among O(Q), O(Q), O(Q), C(Q), θO(Q), θSO(Q) and αO(Q).  
 
Remark 3.28 
From the figure 1, we conclude the following statements in a -topological space( , ). 
(i) RO(Q) is incomparable with O(Q). 
(ii) O(Q) is incomparable with (Q).  
(ii) αO(Q) is incomparable with (Q). 
(iii) SO(Q) is incomparable with  (Q) 
 
Definition 3.29 Let ( , ) be -topological space and ⊆   and ∈ , we introduce the following statements: 
(i) A subset  of  is said to be Nτ -neighbourhood of , if there exists an -open set  in  such that ∈ ⊆ .  
(ii) Nτ -interior of a set  (briefly Nτ - ( )) is the union of all -open sets which are contained in .  
(iii) A point ∈  is said to be -limit point of  if for every -open set   containing,  ∩ ( − { }) ≠ ∅. The 
set of all -limit points of  is called a -derived set of  and is denoted by ( ).   
(iv) Nτ -closure of a set  (briefly Nτ - (A)) is the intersection of all Nτ -closed sets containing .  
 
Theorem 3.30 
Let  be a any subset of a -topological space . If  is a -interior point of , then there exists a -closed set  
of  containing  such that ⊂ . 
 
Proof: 
Let ∈ - ( ).Then there exists -open set  containing  such that ⊂ .Since  is -open set, there 
exists a -closed set   of  such that ∈ ⊂ ⊂ .   
 
Theorem 3.31 
Let ( , ) be -topological space and if , ⊆  then - ( − ) ⊂  - ( ) − - ( ). 
 
Proof: 
Let ∈ - ( − ) then there exists an -open set  such that ∈ ⊂ − . That is ⊂ .  Since ∩ = ∅ 
and ∉ . Hence ∈ - ( ), ∉ - ( ).  Hence ∈ - ( )- - ( ). 
 
Theorem 3.32 
Let  be any subset of a -topological space  and let ∈  then ∈ ( ) if and only if  ∩ ≠ ∅ for every 

-open set   containing  . 
 
Proof: 
Let us prove this theorem by method of contra positive. That is ∉ ( ) ⟺ there exists an -open set  
containing  that does not intersect . Let ∉ ( ), now - ( ) is an -open set  containing  that 
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does not intersect . Let  be an -open set containing  that does not intersect . There fore −  is a -
closed set containing  . Hence  ( ) ⊂ ( − ). i.e  ∉ − ⟹ ∉ ( ).  
 
Theorem 3.33 
Let ( , ) be -topological space, and a subset  of    is  -open if and only if it is a -neighbourhood of 
each of its points. 
 
Theorem 3.34 
For any two subsets ,  of a -topological space ( , ) and   ⊂ , if  is a -neighbourhood of a point ∈ , 
then  is also -neighbourhood of the same point ∈ .  
 
Proof: 
Let   be - neighbourhood of a point ∈  and ⊂  then by definition 3.2, there exists a -open set  such 
that  ∈ ⊂ ⊂ , this implies that  is also a -neighbourhood of a point .   
 
Theorem 3.35 
Let  be a subset of , if for each  -closed set  of  containing   such that ∩ ( − { }) ≠ ∅, then a point ∈  
is -limit point of .  
 
Proof: 
Let  be any -open set containing  , then for each ∈ ∈ ( ), there exists a -closed  set  such that 
∈ ⊂ . By hypothesis, we have ∩ ( − { }) ≠ ∅. Hence ∩ ( − { }) ≠ ∅. Therefore, a point ∈  is -limit 

point of .  
Some properties of -derived sets are sated in the following  proposition.  
 
Proposition 3.36 
Let  and  be subsets of a space   . Then we have the following properties: 
(i) (∅) = ∅ 
(ii) If ∈ ( ) then ∈ ( − { }) 
(iii) If ⊂  then ( ) ⊂ ( ) 
(iv) ( ) ∪ ( ) ⊆ ( ∪ ) 
(v) ( ∩ ) ⊂ ( ) ∩ ( ) 
(vi) ( ( ) − ) ⊆ ( ) 
(vii) ∪ ( ) ⊂ ∪ ( ) 
Proposition3.37 
Let  be a subset of a space , then - ( ) = ∪ ( ).  

 
∗ -CONTINUOUS FUNCTION 

 
The aim of this section is to introduce the notions of -continuous in -topological space( , ). Also, we discuss its 
various properties. Moreover, we relate the above into various continuous maps that are -continuous,clopen 
continuous,contra continuous,contra -continuous and contra pre-continuous in -topological space. Throughout 
this section the -topological spaces ( , ), ( , ) represented by  and   respectively. 
 
Definition 4.1 
A function : →  is called ∗ -continuous at a point ∈  if for every -open set   of   containing ( ), there 
exists an -open set  of  containing  such that ( ) ⊆ . If is  ∗ -continuous at each point  ∈ , then it is 
called ∗ -continuous.  
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Example 4.2  
Let = { , , }. For = 3. Consider ( ) = {∅, , { }, { , }} , ( ) = {∅, , { , } 
{ }} and  ( ) = {∅, } then 3   ( ) = {∅, , { }, { }, { , }}. 3    ( ) = {∅, , { }, { } 
{ , }, { , }, { , }} and 3 ( ) = {∅, , { }, { }, { , }, { , }, { , }}. 
From this example, we define   : →   by ( ) = , ( ) =  and ( ) = . Here the inverse image of 3 -open sets 
{ }, { }, { , } are{ }, { }, { , } which are 3 -open. 
 
Definition 4.3  
Let( , ) and ( , ) are -topological space, a function : →  is called 
(i) ∗-    continuous  if ( ) ∈ ( ) for every ∈ ( ).  
(ii) ∗ S- continuous if ( ) ∈ ( ) for every ∈ ( ). 
(iii) ∗-clopen continuous if ( ) is -clopen in  for every ∈ ( ). 
(iii) ∗-contra continuous if ( ) ∈ ( )every ∈ ( ). 
(iv)  ∗contra -continuous if ( ) ∈ ( )for  every  ∈ ( ). 
(v) ∗contra pre-continuous if ( ) ∈ ( ) for  every  ∈ ( ). 

Example 4.4 
Let = {1,2,3,4}. For = 4. Consider ( ) = ∅, , {1}, {2}, {1,2} , ( ) = {∅, , {1}, 
{1,3}, {1,4}}, ( ) = {∅, , {4}, {2,4}, {1,2,4}} and ( ) = {∅, , {4}, {2,4}, {1,2,4}}then 
4 ( ) = ∅, , {{1}, {2}, {4}, {1,2}, {1,3}, {1,4}, {2,4}, {1,2,3}, {1,2,4}},4 ( ) = ∅, , {2}, 
{4}, {1,3}, {2,4}, {1,2,3}, {1,3,4}}  and 4 ( ) = {{∅, , {4}, {1,3}, {2,4}, {1,2,3}, {1,3,4}}. 
Let = { , , , }.For = 4. Consider ( ) = ∅, , { } , ( ) = {∅, , { }}, ( ) = {∅, , { , , }} and ( ) =
{∅, , { }, { }, { , }}then 4 ( ) = {∅, , { }, { , },  
{ }, { , , }}.Define : → by (1) = , (2) = , (3) = , (4) = . 
(i) Here the inverse image of every 4 -open set in  is 4 -regular closed  in . Hence  is 4∗-rc continuous. (ii) Here 
inverse image of every 4 -open set in  is 4 -clopen in . Which implies that  is4∗-clopen continuous. (iii) Here 
inverse image of every 4 -open set in  is 4 -closed  in . Which implies that  is 4∗-contra continuous.(iv) Here 
inverse image of every4 -open set in  is 4 -closed and 4 pre-closed in . Which implies that  is 4∗-contra -
continuous and  4∗-contra pre-continuous in . 
 
Theorem 4.5 
Let  and  be two -topological spaces. A mapping : →  is  ∗ - continuous on 

 ⟺ ( ) ∈ ( )every ∈ ( ). 
 
Proof:  
Let ∈ ( ). If  ( ) = ∅, then it is obviously -open. If ( ) ≠ ∅, then every   ∈ ( ) ⟹ ( ) ∈ . 
Since  is -continuous, then there exits ∈ ( ) containing  such that ( ) ⊆ . Then ( ), being the 
union of -open sets are  -open in . The converse follows from the definition. 
 
Corollary 4.6 
Every ∗ -continuous function is ∗-semi continuous. 
 
Proof: 
Suppose : →    is -continuous function then for every ∈ ( ), ( ) is -open in . Since every 

-open is  semi–open. Hence  is ∗-semi continuous. 
The following example shows that the reverse of the above corollary is false. 
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Example 4.7 
Let = { , , }. For = 3. Consider = {∅, , { }}, = {∅, , { , }} and = {∅, }. Then 3 = { ∅, , { }, { , }}. 
Define a function : →  as follows ( ) = ( ) =   and ( ) = . Then is  3∗-semi continuous but not a 3∗ -
continuous. 
 
Theorem 4.8 
A function : →  is ∗ -continuous if and only if  is ∗-semi continuous and for every ∈  and every -open 
set  of  containing ( ), there exists a -closed set  of  containing  such that ( ) ⊆ .  
 
Proof: 
Suppose : ⟶  is a ∗ -continuous and let ∈  and for every  ∈ ( )containing ( ), there exists an 

-open set  of  containing  such that ( ) ⊆ . Since   is -open set, then for every ∈ , there exists a 
-closed set  of  such that ∈ ⊆ , Thus we have ( ) ⊆ , and ∗ -continuous is  always implies ∗-semi 

continuous.  
 
Conversely, Let ∈ ( ), we shall prove ( ) is  -open set in . Since  is ∗-semi continuous, then  

( ) ∈ ( ). Let ∈ ( ) which implies ( ) ∈ , by assumption there exists a -closed set  of  
containing  such that ( ) ⊆ , which implies ∈ ⊆ ( ), thus  ( ) is  -open in . Hence by theorem 
4.5,  is ∗ -continuous.  
 
Proposition 4.9 
The following statements are equivalent for a function : →  
(i)  is ∗-  continuous 
(ii)  is ∗ - continuous and   ∗-contra continuous 
(iii)  is ∗-semi continuous and  ∗-contra continuous 
(iv)  is ∗-semi continuous and  ∗-contra -continuous 
(v)  is ∗-semi continuous and ∗-contra pre-continuous 
 
Proof: It follows from theorem 3.22.  
 
CONCLUSION 
 
This article introduced the concept of -open sets and its properties. Also we gave a connection with a classical 
open sets -semi open sets.Further more, we find the relationship between ∗ -continuous and various 
continuous functions in -topological space.In future, this concept can be extended to Ideal topology, Supra 
topology, Fuzzy topology, Nano topology, Generalized topological space and so on. 
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Figure 1. Relationship between -open and other open sets in -topology 
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Siddha is one of the ancient medical systems in India considered as the mother medicine of ancient 
Tamils/Dravidians in South India. The word Siddha means established truth. According to Siddha 
system of medicine, diseases are classified into 4448 types. When the normal equilibrium of three humors 
(vatha, pitha and kapha) is disturbed, diseases occur. The factors which affect this equilibrium are 
environment, climatic conditions, diet, physical activities and stress. Swasakasam is attributed to the 
derangement of Kaphahumour.Asthma is a common chronic inflammatory disorder of the airways that 
is characterized by variable and recurring symptoms, airflow obstruction, bronchial hyper-
responsiveness, and underlying inflammation. In swasakasam disease Kapha humuor was dearranged 
that lead to imbalance in Five Elements. The correction of the imbalance is made by substituting the drug 
which is predominately of the opposite nature (Pungent, Astringent and Bitter). According to Siddha 
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system of medicine anti-asthmatic drug should have properties such as hot (Vemmai) potency to 
neutralizes the Vaatha kuttram and kaba kuttram. Medicinal plant used for the treatment of asthma should 
have anti-inflammatory, immunomodulatory, anti-histaminic, smooth-muscle relaxants and allergic 
activity. Current asthma therapy lacks satisfactory success due to adverse effect, hence patients are 
seeking complementary and alternative medicine to treat their asthma. This review discusses mainly 
about the medicinal uses, phytoconstituents, pharmacological actions, and safety profile of the 
ingredients of Swasakasa Nei. And also, Swasakasa Nei may be an alternative management of Bronchial 
asthma by the way effective with low-risk. Bhramathandu ver and Vellerukkuilai are the ingredients of the 
Swasakasa Nei. 

 
Keywords: Swasakasam, Bronchial Asthma, Siddha medicine, Swasakasa Nei, Argemone Mexicana 
(Brahmathandu), Calotropis procera(Vellerukku), Drug review. 
 
 
INTRODUCTION 
 
Siddha is one of the ancient medical systems in India considered as the mother medicine of ancient Tamils 
/Dravidians in South India. The word Siddha means established truth [1]. According to Siddha system of medicine, 
diseases are classified into 4448 types [2]. When the normal equilibrium of three humors (vatha, pitha and kapha) is 
disturbed, diseases occur. The factors which affect this equilibrium are environment, climatic conditions, diet, 
physical activities and stress. Swasakasam is attributed to the derangement of Kapha humuor. The amplified kapha 
humour alone or otherwise associated with other deranged humours, either vatham or pitham affects the throat, 
nose, respiratory air ways and lungs [3].According to Theraiyar in his Pengal Muthal Karanam, Kapha humour is one 
of the major and important cause for Swasakasam. He described this as, 

 
“Kabaththinai yandrik kaasa swaasam – kaanaathu” 

 - Theraiyar[4] 
According to the text Yugi Vaithiya Chinthamani, In Kaasanoi padalam, Kaasam are classified into 12 types. Swasakasam 
(Izhuppu erumal or Isivu erumal) is one among them [3].  In siddha Maruthuvam podhu, Swasakasam (Eraippu Noi) is 
classified into 5 types, such as Vali Eraippu, Iyya Eraippu, Iyyavali Eraippu, Mukkutra Eraippu, and Melnokku Eraippu[5]. 
Asthma is a common chronic inflammatory disorder of the airways that is characterized by variable and recurring 
symptoms, airflow obstruction, bronchial hyper-responsiveness, and underlying inflammation. The interactions 
between these factors determine the range of symptoms, severity, and the response to treatment [6].It is identified by 
the history of respiratory symptoms such as wheeze, shortness of breath, chest tightness and cough that vary over 
time and in intensity, together with variable expiratory airflow limitation [7].  
 
Asthma is initiated by multiple interactions between inflammatory cells and mediators. After an exposure to a 
triggering factor, inflammatory mediators are released from mast, macrophages, T-cells and epithelial cells. This 
causes attraction of other inflammatory cells mainly eosinophil into the pulmonary tissues. This leads to lung injury, 
mucus hyper-secretion and smooth muscle hyperactivity. Furthermore, at least 27 cytokines and 18 chemokines 
plays role in asthmapathophysiology [8]. Th2 lymphocytes cytokines [interleukin IL-4, IL-5, and IL-13] and Th1 
cytokine interferon-gamma are the main ones to provoke allergy and asthma [9].Asthma affects 5-10% of the 
population or an estimated 23.4 million persons, including 7 million children [10]. The overall prevalence rate of 
exercise-induced bronchospasm is 3-10% of the general population if persons who do not have asthma or allergy are 
excluded, but the rate increases to 12-15% of the general population when patients with underlying asthma are 
included. Asthma affects an estimated 300 million individuals worldwide. Annually, the World Health Organization 

Siva et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57782 
 

   
 
 

(WHO) has estimated that 15 million disability-adjusted life-years are lost and 250,000 asthma deaths are reported 
worldwide [11]. The drugs used by the Siddhars could be classified into three groups as Mooligai/Thavaram (Herbal 
product), Thathu (Inorganic substances), and Jeevam or Sangamam (Animal products) [4]. 
 

“Ver paaru thazai paaru minjinakkal 
Mellamella parpa chendooram pare” 

 
As per the above mentioned statement from Siddha marthuvanga churukkam [2] explains, hebal drugs are used for 
treatment in preliminary stage of disease and the higher order medicines are used in chronic stage if herbal drugs 
cannot cure the severe diseases. Bhramathandu  and Vellerukku ilai are the ingredients of the Swasakasa Nei. Bothare 
from plant origin. In siddha system of medicine treatment is mainly based on Panchabhootham (Five elements) and 
Suvai(taste).On the basis of Five Elements (Panchabhootham) theory, drugs are divided in to five major categories 
based on the predominant element they possess.Suvai (Taste) has got significant place in Siddha. Our tongue 
experiences these tastes when a drug is administered orally. The dynamics of Siddha preparations are based on taste 
parameters. Six tastes are known as sweet, sour, salt, pungent (spicy), bitter and astringent. Their relationship with 
five elements are explained in follow, such as Inippu (Sweet)- earth +water, Pullippu (Sour)- earth + fire, Uppu (Salt)- 
water + fire, Kaippu (Bitter)- air+ space, Kaarppu (Pungent) – air+ fire, Thuvarppu (Astringent)- earth + air.Gunam 
(Property/Character); Siddha Pharmacology describes 21 characters of drugs like lightness, dryness etc, which are 
comparable to physical property of the drugs.Pirvu (Bio transformation) is said to be the post absorptive taste or taste 
of the drug after absorption which is considered to be an important aspect in treatment modality.Veeriyam (potency) 
is described as active constituent of the drug. This constituent is responsible for pharmacological activity of the 
medicinal herb and other drugs. The drugs have cold and hot potency. Vemmai (hot) potency neutralizes the Vaatha 
kuttram and Kaba kuttram. Thanmai (cold) potency neutralizes the Pitha kuttram. This concept was described by 
Kannusamiyam[4]. 
 
In swasakasam disease kaphahumuor was dearranged that lead to imbalance in Five Elements. The correction of the 
imbalance is made by substituting the drug which is predominately of the opposite nature (Pungent, Astringent and 
Bitter). According to Siddha system of medicine anti-asthmatic drug should have properties such as hot (Vemmai) 
potency to neutralizes the Vaatha kuttram and Kaba kuttram. Medicinal plant used for the treatment of asthma should 
have anti-inflammatory, immunomodulatory, antihistaminic, smooth-muscle relaxants and allergic activity 
[12].Antioxidant supplements are effective in reducing bronchoconstriction severity by inhibiting pro-inflammatory 
events as a result of neutralizing the effects of excess reactive oxygen species and reactive nitrogen species [13]. 
Current asthma therapy lacks satisfactory success due to adverse effect, hence patients are seeking complementary 
and alternative medicine to treat their asthma [14]. This review discusses mainly about the medicinal uses, 
phytoconstituents, pharmacological actions, and safety profile of the ingredients of Swasakasa Nei. And also, 
Swasakasa Nei may be an alternative management of Bronchial asthma by the way effective with low-risk. 
 
ADVERSE EFFECTS OF CURRENT TREATMENTS USED IN ASTHMA [15, 16]  
Isoprenaline  
Causes tachycardia 
Salbutamol  
Muscle tremors (dose related), palpitation, restlessness, nervousness, throat irritation and ankle oedema.  
Theophylline  
Convulsions, shock, arrhythmias, increased muscle tone, tachapnoea, (dose dependent) flushing, hypotension, 
restlessness, tremors, vomiting, palpitation, diuresis, dyspepsia, insomnia etc.  
Anticholinergics  
Dry mouth, difficulty in swallowing and talking, scarlet rash, photophobia, blurring of near (Atropine and its 
congeners) vision, palpitation, ataxia, delirium, hallucinations, hypotension, weak and rapid pulse, cardiovascular 
collapse with respiratory depression, convulsions and coma (in severe poisoning).  
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Ketotifen  
Sedation, dizziness, dry mouth, nausea and weight gain.  
 
Corticosteroids  
Cushing’s habitus, fragile skin, purple striae, hyperglycemia, muscular weakness, susceptibility to infection, delayed 
healing of wounds and surgical incisions, peptic ulceration, osteoporosis, glaucoma, growth retardation, psychiatric 
disturbances, suppression of hypothalamo-pituitary-adrenal (HPA) axis etc. As a consequence, the search for 
effective low-risk, non-drug strategies that provide a valuable adjunctive or alternative treatment in asthma 
management is clinically attractive and relevant. There is much interest in complementary and alternative medicine, 
and its use in the management and treatment of asthma is growing at a significant rate [17]. 
 
REVIEW OF LITERATURE 
 

Argemone mexicana. Linn (Brahmathandu) 
Argemone mexicana, known as Mexican poppy or Mexican prickly poppy, is a species of poppy found in Mexico and 
now in the United States, India and Ethiopia. The plant is pantropic in distribution and it is a weed in waste places. It 
is native to America and naturalized throughout India. It is poisonous, but has been used medicinally by parts of 
Mexico. [18, 19]. Argemone mexicana tends to grow along roadsides, in fallow and cultivated lands, riverbanks, 
disturbed areas, and on floodplains. It competes with and replaces native species in some cases and is also a 
significant crop weed  [20, 21]. In India, it grows in the temperate region as a weed in waste lands, cultivating fields 
and road sides. It prefers light sandy well-drained soil and also grows in nutritionally poor acidic, neutral and basic 
(alkaline) soil. [22] 
 
Taxonomic Classification [23,24] 
Kingdom : Plantae 
Division : Magnoliophyta 
Class  : Magnoliopsida/Dicotyledons 
Subclass : Magnoliidae 
Order  : Papaverales 
Family  : Papavaraceae 
Genus  : Argemone 
Species  : Argemone mexicana Linn. 
 
Authenticated name of Argemone mexicana Linn. According to IPNI 
Argemone mexicana Linnaeus, Species Plantarum 2 1753. 
Argemone mexicana Linnaeus, Sp. Pl. 1: 508. 1753. 
 
Vernaculars names [25, 26] 
Tamil  : Kudiyotti, Kurukkamchedi, Brahmathandu, Brahmathandi 
English : Mexican prickly poppy, flowering thistle, cardo or cardosanto, The yellow thistle, Yellow 

Mexican poppy, Prickly poppy. 
French  : Argemone;  
German  : Doppelklappen;  
Sanskrit : Swarnaksheeri, Kanchani, Karshani, Hemadugdha, TiktaDugdha, Brahmadandi, Sringala-Kanta. 
Hindi  : Satyanasi, Kataila, Bharbhand, Shirajal-kanta. 
Urdu  : Baramdaandi; 
Bengali  : Siyal-Kanta; Bharband; 
Kannada : Datturigidda,Arasina-umatta, Datturi. 
Malayalam : Ponnummattu, Brahma-dandi. 
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Manipuri : Khomthongpee;  
Marathi  : Firangidhotra; 
Punjabi  : Bhataiktheya;  
Telugu  : pichikusuma, Brahama-daudi-chettu 
 
Therapeutically useful parts of A. mexicana Linn 
Latex (Paal), Flowers (Malar), Seeds and seed oil (Vithai), Stem (Thandu), Root (Ver), Whole plant (Samoolam)were 
used medically in Siddha system of medicine [25].[Figure 1] 
 
Botanical Description 
Argemone mexicana is an erect annual herb, growing up to 100 to 150 cm with a slightly branched tap root. Its stem is 
branched and extremely prickly and oblong in cross-section. It exudes a yellow juice when cut. Leaves are 5 to 11 cm 
long, alternate, without leaf stalks (petioles), toothed (serrate) and the margins are spiny. [27] . They are more or less 
blotched with green and white veins, stand out against the bluish-green upper leaf surface. Flowering/Fruiting time 
of Argemone species starts from January-May. Flowers are complete, bisexual, i.e., with functional male 
(androecium) and female (gynoecium), including stamens, carpels and ovary. Pollination is entomophilous i.e., by 
insects  [28] . They are at the tips of the branches (are terminal), solitary, and scentless and of 2.5-5 cm diameter with 
six petals bright yellow or rarely pale lemon yellow; stamens 30-50, filaments yellow, pistil 4-6-carpellate. Fruit is a 
prickly oblong or egg-shaped (ovoid) capsule. Seeds are brownish black coloured, very numerous, nearly spherical, 
covered in a fine network of veins and about 1 mm in diameter. [29] 
 
Organoleptic characters &Therapeutic actions of Argemone mexicana Linn (Brahmathandu) [25] 
Organoleptic characters 
Taste (Suvai)  : Bitter (Kaippu) 
Character (Thanmai) : Hot (Vetpam) 
Division (Pirivu)  : Pungent (Karppu) 
 
Therapeutic actions 
Root (Ver) 
 Anodyne (Thuyaradakki) 
 Alterative (Udalthetri) 
 Seed oil (Vithaiennai) 
 Laxative (Malamilakki) 
 Sedative (Thaathuveppagatri) 
 Naustant (Kumattalagatri) 
 Expectorant (Kozhaiyagatri) 
 
Chemical constituents of whole plant and root of Argemone mexicana Linn (Brahmathandu) [24, 30] 
Chemical constituents 
Whole plant [24] 

 Argemexicaine A 
 Argemexicaine B  
 Argemexirine 
 Arnottianamide 
 Angoline 
 Chelerythrine 
 Columbamine 

 (+)-Cheilanthifoline 
 Dehydrocheilanthifoline 
 Dehydrocorydalmine 
 Dihydrocoptisine 
 Dihydrosanguiranine 
 Jatrorrhizine  
 Muramine 

 Oxyberberine 
 Oxyhydrastinine 
 O-Methylzanthoxyline 
 Quercetin, 
 Rutin 
 (-)-Stylopine 
 Thalifoline 
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 Coptisine  
 Cryptopine 

 Nor-Chelerythrine 
 Nor-Sanguinarine  

 (±)-Tetrahydrocoptisine 
 (-)-Tetrahydroberberine 

Root [30] 
 Protopine[C20H19NO5] 

 

 Berberine 
 Chelerithrine 
 Coptisine 
 Galanthamine 

 Magnoflorine 
 Palmatine 
 Sanguinarine 
 β-sitosterol 

 

 
Molecular docking analysis  
Protopine interaction with A: ASP-284 and form a bond of attraction with its oxycycle nucleus, the protopine 
contains two bezodioxole group which interacted with A: THR-293 and A: TYR-294 by forming hydrogen and carbon 
hydrogen bond while the next bezodioxole group interacted with A: LYS-288 and A: Tyr-289by forming the alkyl 
bonds. The benzene units interacted with A: PHE-283to form pi-pi T shaped interaction to stabilize the complex with 
Protopine. 
 

S. No Name of Ligand 
Binding Energy 

Kcal/mole 
Inhibitory Constant 

(μM) Hydrogen Bond 

1 Protopine − 6.07 36.03 A: THR-293, A:TYR-294 
 

Molecular docking analysis revealed that Protopine could be potential RdRp inhibitors of SARS-CoV-2[31]. 
 
Pharmacological activities of Argemone mexicana Linn (Brahmathandu): 
Anti-Asthmatic activity 
The ethanol extract of A. mexicana roots possesses significantly extended the latent period of convulsion as compared 
to standard (Ketotifen fumarate) in Histamine and acetylcholine induced bronchospasm in guinea pigs [32] 
 
Anti-stress and Anti-allergic activity 
Both the polar extracts (i.e. aqueous and methanolic) of A. mexicana stems were evaluated to exert anti-allergic as 
well as anti-stress efficacy in asthma developed by milk-induced leucocytosis and milk-induced eosinophilia at a 
dose of 50 mg/kg i.p. in albino mice model; both of the test extracts showed significant (p<0.05) decrease in 
leucocytes and eosinophils in vivo. [33] 
 
Antioxidant activity 
The ethanol extract of A. mexicana roots possesses antioxidant activity; at a dose of 100 μg/mL concentration, the 
extract showed high scavenging activity against DPPH (85.17%), ABTS (75.27%) and H2 O2 (84.25%) radicals. [34] 
 
Analgesic, Locomotor, Muscle relaxant, Anxiolytic and Sedative activities 
The ethyl acetate and methanol extract of the whole plant of A. mexicana exhibited analgesic, locomotor and muscle 
relaxant activity in Wistar albino mice at an oral dosage of 100, 200 and 400 mg/ kg b.w. Both extracts showed 
significant activities but methanol extract at a dosage of 200 mg/kg body weight was found to be more potent for 
central nervous system activities such as analgesic, anxiolytic and sedative effects. [35] 
 
Sedative activity  
A study evaluating the anxiolytic and sedative effects of A. mexicana shed light on significant central and peripheral 
nociceptive activity on Swiss albino mice. Methanolic and ethyl acetate extract have also showed significant decrease 
in motor activity and fall off time of animals on rotating rod. This study demonstrated that phytochemicals such as 
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flavonoids, steroids, alkaloids and tannins present in plant extracts may be responsible for the CNS depressant 
activity [36] . 
 
Anxiolytic activity  
The anxiolytic-like effect of ethanolic extract of A. mexicana was investigated in Wistar rats. Phytochemical screening 
confirmed the presence of alkaloids, terpenoids, sterols, steroids, flavonoids and quinones in the extracts which are 
intrinsically related to some action on the central nervous system. In order to examine the anxiolytic-like effect on 
Elevated Plus Maze (EPM) test, the alkaloid-enriched extract was administered to independent groups of animals at 
a dose of 200 μg/kg and results were analysed in terms of reduced anxiety index. It has been observed that ethanolic 
extract of A. mexicana (100 and 200 mg/Kg, respectively) and alkaloids mixtures (200 μg/ml) significantly reduces 
anxiety index similar to standard diazepam (2 mg/kg); indicating that this plant exerts anxiolytic effects due to its 
alkaloids and this action is probably mediated through gamma-aminobutyric acid (GABAA) receptor chloride 
channels. [37]. Important chemical constituents and their pharmacological activities of root of Argemone mexicana 
Linn (Brahmathandu) are described in table No 1. [38-45]. 
 
Toxicological Aspects of Argemone mexicana Linn (Brahmathandu): 
Acute toxicity study 
The oral acute toxic study results indicated no significant alterations in final body weight, organ weights, blood 
parameters and microscopic anatomy of ovaries, the uterine Horns and liver of rats treated with ethanolic extract of 
root of Argemone mexicana in comparison with the mastery group. Further, during the study period of 14 days there 
were no noticeable signs of acute toxicity. Lack of death at all doses showed that the LD50 ofethanolic extract of root 
of Argemone mexicana is greater than 5000 mg/kg body weight. [46] 
 
Calotropis procera. Linn (Vellerukku) 
C. procera (Aiton) R.Br. is a small shrub belonging to familyAsclepiadaceae, and commonly known as milkweed or 
giant weed. Itis commonly grown in wastelands and roadside area. There is a number of species of Calotropis 
butmost commonly available species include C. sussuela, C. acia Buch,C. gigantean (Linn), and C. procera. However, C. 
gigantean and C. procera are mostly found in the region of India. C. procera isdrought resistant, salt tolerant and it 
disperse seeds through windand animals. It quickly becomes recognized as a weed along degradedroadsides and 
overgrazed native pastures [47]. In Siddha system of medicine, the plant Calotropis procera was known as 
“Vellerukku”. The medicinal potential of Calotropis procera has been known to traditional systems of medicine for a 
while now with its leaves being widely used [48]. 
 
Taxonomic classification [49-50] 
Kingdom : Plantae 
Subkingdom : Tracheobionta 
Super division : Spermatophyta  
Division  : Magnoliophyta 
Class  : Magnoliopsida 
Subclass  : Asteridae 
Order  : Gentianales  
Family  : Asclepiadaceae  
Genus  : Calotropis 
Species  : Calotropis procera Linn. 
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Vernacular names [51-53] 
 

Tamil : Vellerukku 
English : calotrope, calotropis, dead Sea fruit, desert wick, giant milkweed, swallow- wort, 

mudar fibre, rubber bush, rubber tree, Sodom apple 
Hindi : madar, akada, akdo, aak 
Marathi : rui, mandara 
Punjabi : ak 
Arab : Usher 
Malayalam : Erukka 
Kannadam : Yakkeda-gid 
Sanskrit : arka, alaka, ravi 
Telgu : jilledu 
Urdu : madar, aak 

 
Therapeutically useful parts of C. procera Linn 
Latex (Paal), Fresh or dried Leaves (Ilai), Flowers (Poo), Stem Bark (Pattai), Roots and Root Bark (Ver and Ver pattai), 
Whole plant (Samoolam) were used medically in Siddha system of medicine [25]. [Figure 2] 
 
Botanical description [54] 
Morphologically, Calotropis procera is multi branched shrub with yellowish barks having white, soft and corky 
fissures. Leaves are simple, opposite, sub sessile, blade broadly obvate and oblong. It has relatively few leaves, 
mostly concentrated near the growing tip. The leaf blades are light to dark green with nearly white veins. They are 7 
to 18 cm long and 5 to 13 cm broad, slightly leathery, and have a fine coat of soft hairs that rub off. It is densely 
blossomed and the flowers are white in color, pentamerous and hermaphrodite. Its fruit is simple, inflated and 
contains numerous brown colored seeds with white silky hairs. Matured fruits erupt to disperse seeds which are 
widely spread by wind and animals. 
 
Organoleptic characters &Therapeutic actions of Calotropis procera. Linn (Vellerukku)[25] 
Organoleptic characters 
Taste (Suvai)  : Bitter (Kaippu), Pungent (Karppu), Sweet (Madhuram) 
Character (Thanmai) : Hot (Vetpam) 
Division (Pirivu)  : Pungent (Karppu) 
 
Therapeutic actions 
Leaf (Ilai): 

 Anthelmintic (Puzhukkolli) 
 Alterative (Udalthetri) 
 Laxative (Malamilakki) 
 Stimulant (Veppamundakki) 
 Flower (Poo) 
 Expectorant (Kozhaiyagatri) 
 Stomachic (Pasithee undakki)  
 Digestive (Seripundakki) 
 Tonic (Uramakki) 
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Latex (Paal): 
 Rubefacient (Thadipundakki) 
 Deodorant (Natramagatri) 

Root bark (Ver pattai): 

 Febrifuge (Veppagatri) 
 Alterative (Udalthetri) 
 Stimulant (Veppamundakki) 
 Tonic (Uramakki) 
 Diaphoretic (Viyarvaiperukki) 
 Emetic (Vaanthiundakki) 

 
List of medicinal preparation by Calotropis procera in Siddha system of medicine: 

Medicine Name Used parts Indications 

 Vellerukkan Samoolaparpam Whole plant (Samoolam) Eraippirumal 

 Swasakudori Maathirai Flower (Poo) Eraippirumal 

 Vatha sura kudineer Whole plant (Samoolam) Suram, kaasam 

 Kaanthachendooram Flower Juice (Poo chaaru) Nalirsuram, Paandu 

 Linga chendooram Flower (Poo) or leaf (Ilai) Linga putru, Yoni putru 

 
Chemical Constituents of latex and leaf of Calotropis procera. Linn (Vellerukku) 
Chemical Constituents of latex: 
The latex was acidic in nature, with specific gravity of 1.021 and contains 14.8% solids. A nontoxic proteolytic ezyme, 
calotropin (2-3%) and a powerful bacteriolytic agent were isolated from the latex [55].  It contains water and water 
soluble 88.4 to 93%, coagulate 0.8 to 2.5, calactin, calotropagenin, calotropin, calotropin, calotoxin, L-lactucerol, 
rpoceroid, syriogenin, tetraxasterol, uscharin, uscharidin, uzarigenin, voruscharin, ß-amyrin, calotropeol, 3-
epimoretenol lupeol, 57788osthum, active labenzyme and a heart poison traces of orthohydroxy phenol [56].  2, 6 
dimethyl tetra-1, 5-decaene and 3, 7, 11-Trimethyl 2, 6, 10, 12-pentadecatrien-1-ol were also isolated from the latex 
[57]. 
 
The latex contains two distinct cysteine peptidase, procerain and procerain B. However, new cysteine peptidases 
were purified from C. procera latex. The purified enzymes exhibited plasma-clotting activity mediated by a 
thrombin-like mechanism [58]. The amino acid composition of the dialyzable fraction of crude latex produced by the 
green parts of the plant was included: aspartic acid, glutamic acid, serine, glycine, histidine, arginine, threonine, 
alanine, proline, tyrosine, valine, methionine, isoleucine, leucine, phenylalanine and lysine [59]. Various cardiac 
glycosides including calotropin, calactin, calotoxin, usharin, usharidin and voruscharin were isolated from the latex 
of the plant. Latex also contained proteases calotropin DI and DII and calotropin FI and FII, an enzyme with 
invertase activity and trypsin [60]. ∝- amyrin, - β amyrin, β sitosterol and calotoxin (0.15%), Calactin (0.15%), 
Calactin composed of calotropagenin, Calotropin, Calactinic acid, Voruscharin (0.45%), and hexose, Uzarigenin, 
Syriogenin, Proceroside, Uscharin. 
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Chemical Constituents of Leaf 
Cardenolides, steroids, tannins, glycosides, phenols, terpenoids, sugars, flavonoids, alkaloids and saponins [61-63]. β 
- amyrin, cardenolides, calotropagenin, calotropin. 
 
Bitter compound–Mudarine, Glycosides – calotropin, uscharin, calotoxin and calactin[64-65]. 
volatile organic compounds–thioacetic acid, 2,3-dihydro-3,5dihydroxy-6- 57789osthu-4H-pyran-4-one, and 5-
hydroxymethyl-2- urancarboxaldehyde [63]. Leaf and stem of Calotropis procera, have 0.133% and 0.09% essential 
oils.  
Leaf oil–tyranton (54.4%), 1- 57789osthuman57789e (9.5%) and 1-heptadecene (8.2%).  
Stem oil– Z-13-docosenamide (31.8%), isobutyl nonane (13.7%) and 2, 7, 10-trimethyldodecane (12.3%). Both leaf and 
stem volatile oils contain octadecenamide. Also have long chain fatty acids, amides, sulfurate, halogen compounds 
and carbonyls like ketones [66]. 
 
Molecular docking analysis  
Calotropin was successfully docked with Mpro protein at binding pocket S1 with dock score -253.66. The interaction 
of Calotropin in the binding pocket of Mpro protein was mediated by two hydrophobic interactions and hydrogen 
bond interactions. The Calotropin showed full fitness within active site amino acids of Mpro/3CLpro proteins of 
COVID-19.Hydroxy groups (-OH), ketone groups (=O) and ether groups (-O-) in Calotropin compounds are 
predicted to play roles amino acid residue interactions at the active site of SARS-CoV-2 Mpro. 
 

Name of Ligand 
(Inhibitor) Dock score Active site residues 

Calotropin -253.66 
H-bond interactions Hydrophobic interactions 

LYS10, GLU14,GLY71 
PRO7,122, GLU114, ILE150, 

VAL301 
Molecular docking analysis revealed that Protopine could be potential inhibitors of SARS-CoV-2 Mpro[67]. 
 
Pharmacological activities of Calotropis procera. Linn (Vellerukku): 
Anti-Asthmatic activity 
Among Ethanolic and water extract of Calotropis procera, Methonolic extract possess potential anti-asthmatic 
activityin in-vitro models included isolated goat tracheal chain and guinea pig ileum preparation and in-
vivo included histamine-induced bronchospasm, milk-induced leukocytosis, passive paw anaphylaxis model, and 
haloperidol-induced catalepsy models. [68] 
 
Anti-histaminic and Bronchodilatory activity 
The aqueous and methanol extracts of C. procera possess significantly relaxed histamine induced contraction of 
isolated guinea pig trachea. The extracts also significantly inhibited histamine induced contraction of isolated guinea 
in Histamine induced contraction of isolated guinea pig tracheal chain, histamine induced contraction of isolated 
guinea pig ileum strip test, and haloperidol induced catalepsy test in rats. [69] 
 
Antimicrobial (Antifungal/ Antibacterial/ Antiviral) activity 
The petroleum ether extract of Calotropis procera exhibited the best antibacterial activity against Pseudomonas 
aeruginosa ATCC and Klebsiella pneumonia while the chloroform extract was more potentantibacterial against 
Pseudomonas aeruginosa ATCC with19 mm, 16 mm and 17 mm inhibition zone diametersrespectively [70]. The 
antimicrobial activity of aqueous andethanolic extract of roots and leaves of Calotropis proceraagainst Staphylococcus 
aureus, Streptococcus pyogen, Escherichia coli and Pseudomonas aeruginosa was studied on disc method. Both ethanolic 
and aqueous extracts of Calotropis procera had inhibitory effect on the growth of isolates. The effect exhibited by 
ethanolic extract of leaves and roots was significantly greater than that of the aqueous extract of leaves and roots [71]. 
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The methanolic and aqueous extract of leaves of Calotropis procera were subjected to the potential 
antibacterial against both Gram-positive bacteria and Gram-negative bacteria  in agar diffusion method. It was 
evident that both extracts are active against the bacteria at low concentrations [72]. 
 
The differential antimycoses activities of chloroform, methanol and ethyl acetate extracts of Calotropis procera (50,100 
and 150 mg/ml) were studied against Trichophyton rubrum, Trichophyton tonsurans,Trichophyton mentagrophyte, 
Epidermophyton floccosum and Aspergillus. Ethyl lactate extract produced the potentactivity followed by chloroform 
extract, while methanol extract had no antifungal activity in all concentrations used in the study [73]. 
 
Anti – Inflammatory activity 
The protective effect of latex of Calotropis procera in complete Freund's adjuvant (FCA) induced 
monoarticular arthritis was evaluated in rats. Arthritis was induced by a single intra-articular injection of 0.1 ml of 
0.1% FCA in the right ankle joint. The effect of dried latex(DL, 200 and 400 mg/kg) and its methanol extract (MeDL,50 
and 500 mg/kg) following oral administration was evaluated on joint inflammation, hyperalgesia, locomotor function 
and histology at the time of peak inflammation. The effects of DL and MeDL were compared with anti-inflammatory 
drugs phenylbutazone (100 mg/kg), prednisolone (20 mg/kg), rofecoxib (20 and 100 mg/kg)and immuno-suppressant 
methotrexate (0.3 mg/kg). Dailyoral administration of DL and its methanol extract (MeDL)produced a significant 
reduction in joint inflammation(about 50% and 80% inhibition) and associated hyperalgesia. The antihyperalgesic 
effect of MeDL was comparable to that of rofecoxib. Both DL and MeDL produced a marked improvement in the 
motility and stair climbing ability of the rats. The histological analysis of the arthritic joint also revealed significant 
reduction in oedema and cellular infiltration by MeDL that was comparable to that of rofecoxib [74]. 
 
Immunological effects 
The immunological potential of the latex of Calotropis procera against sheep red blood cells (SRBC)as antigen was 
investigated in Wistar albino rats by studying cell-mediated, delayed type hypersensitivity reaction (DTH), humoral 
immune response, macrophage phagocytosis and E. coli induced bacteremia sepsis. Thelatex was fractionated 
according to water solubility and molecular size of its components. The fractions were named as non-dialyzable latex 
(NDL) which corresponding to the major latex proteins, dialyzable latex(DL) corresponding to low molecular size 
substances and rubber latex (RL) which was highly insoluble in water. The HA titer levels were quantified by 
primary and secondary humoral immune response in rats. The fractions induced production of antibodies titer level 
significantly (p<0.05) in response to SRBC. In addition immune stimulation was counteracted by up regulating 
macrophage phagocytosis in response to carbon particles. Rats received NDL fractions by oral route displayed 
considerable immunological response. Oral administration of NDL fractions, dose dependently increasedimmuno 
stimlatory responses. DTH reaction was found tobe augmented significantly (p<0.05) by increasing themean foot pad 
thickness after 48h. In the survival study, control group I and negative control group II in E. coliinduced peritonitis 
has shown 50% and 66.6% mortality, while pretreated groups with NDL has reduced mortalityin rats injected with 1 
x 108 E. coli intraperitoneally from0.0% - 16.6% [75]. 
 
Anti – Cancerous activity 
Different extracts of Calotropis procera leaves were evaluated for in-vitro cytotoxic activity against theHep-2 cell line. 
The n-butanol extract had most pronounced cytotoxicity against the Hep-2 [76]. Dry latex of C. procera has the 
potential for anti-cancer effect due to its differentiable targets and non-interference with regular pathway of 
apoptosis. Dry latex treatment of mice showed a complete protection against hepato carcinogenesis. No adverse 
effect was observed in these animals. The serum vascular endothelial growth factor (VEGF) level was significantly 
lowered in the treated mice as compared to control animals. Cell culture studies revealed that the methanolic extract 
of dry latex aswell as its fraction 8 induced extensive cell death in both hepatoma (Huh7) and non-hepatoma (COS-1) 
cell lines, while nontransformed hepatocytes (AML12) were spared. This effect was accompanied by extensive 
fragmentation of DNA in Huh-7 and COS-1 cells. No change in the levels of canonical markers of apoptosis such as 
Bcl2 and caspase 3 was observed [77]. 
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Anti-oxidant activity 
The methanolic and aqueous extracts of leaves of Calotropis procera were subjected to the potential 
antioxidant activities. The antioxidant potential of the methanolic extract was determined on the basis of their 
scavenging activity of the stable 1,1-diphenyl-2-picrylhydrazyl (DPPH) free radical. IC50 of the methanol extract of 
Calotropis procera Linn. was 110.25 μg/ml which indicated the strong antioxidant activity of the plant. However the 
aqueous extract showed mild antioxidant activity [78].  The dry latex produced an increase in the hepaticlevels of 
endogenous antioxidants (superoxide dismutase and catalase and glutathione), while it reduced the levels of 
thiobarbituric acid-reactive substances in alloxan-induced diabetic rats [79]. Important chemical constituents and 
their pharmacological activities of Calotropis procera. Linn (Vellerukku) are described in table No 2. [80] 
 
Toxicological Aspects of Calotropis procera. Linn (Vellerukku): 
A few studies suggested that the plant induces acute cardiotoxicity and hepatotoxicity [81]. On the other hand, a 
safety evaluation study revealed that the use of C. procera extract in single high doses (up to 3 g kg–1) is not toxic for 
guinea pigs until the treatment of >90 days is provided [82].In another study, latex proteins of the plant when 
administrated orally, had no adverse immunological reactions in mice even at 5,000 mg kg–1; but their intraperitoneal 
administration caused death after 1 h in response to a dose of 150 mg kg–1[83]. 
 
CONCLUSION 
 
All the ingredients of Swasakasa Neiare simple, effective and easily available herbs. This review distinctly exposes 
that all ingredients of Swasakasa Nei have anti-inflammatory, anti-histaminic, anti-asthmatic, anti-spasmodic, anti-
microbial, expectorant, bronchodilator, immunomodulator and antioxidant activities. These properties play a major 
role in the treatment of Bronchial Asthma. Hence, it could be concluded that the Swasakasa Neiis one of the best drug 
of choice for Asthmatic patients since it is scientifically validated. 
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Table No 1. Important chemical constituents and their pharmacological activities of root of Argemone mexicana 
Linn (Brahmathandu) 

Chemical 
constituents 

Chemical 
formula 

Chemical structure Pharmacological actions 

Protopine[38] C20H19NO5 

 

Anti- Inflammatory activity, Anti-oxidation Activity, 
Anti-Platelet Aggregation Activities, Anti-Cancerous 

Activity, Analgesic Activity, 
Vasodilator Activity, Anti cholinesterase Activity, 

Anticonvulsant Activity, 
Anti-microbial activity, Hepatoprotective Activity, 

Neuroprotective Activities, Cytotoxic and Anti-
Proliferative Activities. 

Berberine 
[39, 40] 

 

C20H18NO4+ 

 

Antioxidant, Anti-Inflammatory, Anti-cancerous, Anti-
microbial, Hepatoprotective, Neuroprotective, 
Hypolipidemic And Hypoglycaemic Activities. 

Chelerythrine 
[41, 42] 

C21H18NO4 

 

Anti-inflammatory activity, Anti-viral activity, Protein 
kinase C inhibitory activity, 

Anti-cancer, Anti-bacterial, Insecticide, Anti-fibrosis 
activities. 
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Coptisine[43] 
 

C19H14NO4+ 

 

Anti-Inflammatory, Anti-cancerous, Anti-Bacterial 
activities. 

 
 

Palmatine [44] 

 

C21H22NO4+ 

 

Anti-Cancer, Anti-Oxidation, Anti-Inflammatory, 
Neuroprotection, Anti-Bacterial, Anti-Viral activities. 

β-sitosterol [45] 

 

C29H50O 

 

Antinociceptive, Anxiolytic& Sedative 
Effects, Analgesic, Immunomodulatory, Antimicrobial, 

Anticancer, Anti – Inflammatory, Lipid Lowering 
Effect, Hepatoprotective, Protective Effect 

On Respiratory Diseases, Wound Healing Effect, 
Antioxidant, and Anti-Diabetic Activities. 

 
Table No 2. Important chemical constituents and their pharmacological activities of Calotropis procera. Linn 
(Vellerukku) 

Chemical 
constituents 

Chemical 
formula 

Chemical structure Pharmacological actions 

α amyrin C30H50O 

 

Anti-inflammatory, Hepatoprotective, Antioxidant, 
Analgesic, Cytotoxic, Antitumor, Antiulcer, 

Gastroprotective. 
 

β amyrin C30H50O 

 

Anti-inflammatory, Hepatoprotective, 
Gastroprotective, Antioxidant, Analgesic, Antiulcer. 

β-sitosterol C29H50O 

 

Antinociceptive, Anxiolytic & Sedative 
Effects, Analgesic, Immunomodulatory, Antimicrobial, 

Anticancer, Anti – Inflammatory, Lipid Lowering 
Effect, Hepatoprotective, Protective Effect 

On Respiratory Diseases, Wound Healing Effect, 
Antioxidant, and Anti-Diabetic Activities. 

Calotropin C29H40O9 

 
 

Antitumor, Cardioactive, Proteolytic. 
 

Stigmasterol C29H48O 

 

Antioxidant, Antinociceptive, Antiviral, Cancer-
preventive, Hypocholesterolaemia, Sedative. 

Siva et al., 

http://www.tnsroindia.org.in


Indian Journal of Natural Sciences                                                             www.tnsroindia.org.in ©IJONS 
 

Vol.14 / Issue 78 / June / 2023      International Bimonthly (Print) – Open Access       ISSN: 0976 – 0997 
 

57797 
 

   
 
 

 
(a) 

 
(b) 

 
(c) 

 
(d) (e) 

 
(f) 

Figure 1. Therapeutically useful parts of the Argemone mexicana. Linn (Brahmathandu)plant: (a)Leaves and 
Flowers, (b)Stem, (c)Latex, (d)Roots, €Seeds, (f)Whole plant. 
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(c) 

 
(d) 

 
(e) 

 
(f) 

 
(g) 

Figure 2. Therapeutically useful parts of the Calotropis procera. Linn (Vellerukku): (a) Fresh Leaves, (b) 
Matured leaves, (c)Latex, (d)Flowers, (e) Fruit with Seeds, (f)Root (g)Whole plant. 
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In this paper, some algebraic properties of component wise max-max operation together with component 
wise min-min operation are investigated. Also an intuitionistic fuzzy matrix representation and 
reduction is obtained using the above operations with zero intuitionistic fuzzy matrix and unitary 
intuitionistic fuzzy matrix. 
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INTRODUCTION 
 
The concept of fuzzy set has been found to be an effective tool to deal with fuzziness. However it often falls short of 
the expected standard in the description of neutral state. As a result a new concept called IFS was introduced by 
Atanassov in [1], when it is possible to model hesitation and uncertainty by using an additional degree. Later on, 
much fundamental works with new operations have done with concept by Atanassov in [2].  Im et.al. generalizes 
fuzzy matrix as IFM in [6, 7] and they studied the determinant and adjoint of square IFMs. Khan et al. established the 
same in [8] which has been useful in dealing with the areas such as decision making, relational equations, clustering 
analysis etc. Intuitionistic fuzzy algebra and its matrix theory are considered by several researchers in using 
component wise max-min and  min-max operations in various years as follows. 
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In [1, 2] Atanassov defined component wise max-min (∨) and min-max (∧) operations on IFSs. Khan and Pal in [9] 
extended and investigated some operations on IFM and introduced intuitionistic fuzzy matrix product. From that a 
semi ring structure was constructed on IFM using the operations max-min intuitionistic fuzzy matrix product with 
component wise max-min fuzzy matrix product in [13] and then Emam and Fndh developed it to bi fuzzy matrices 
in [5]. Generalized interval valued IFMs was constructed by Adak et al. and have shown some a semiring structure 
in [3]. At the same time they initiated some properties of generalized intuitionistic fuzzy nilpotent matrices over 
distributive lattices in [4]. Muthuraji et.al. introduced component wise min-min (∧ )operation on IFMS and an IFM 
decomposition was shown in [11]. Riyaz and Murugadas developed max-min intuitionistic fuzzy matrix product in 
[14] and Lalitha in [10] discussed min-min intuitionistic fuzzy matrix product. In this way Muthuraji developed 
some new kinds of max-max (component wise) operations and constructed a semigroup structure in [12]. In this 
study more results on max-max (component wise) operations together with min-min (component wise) are discussed 
also an IFM representation is presented using min-min and max-max operations through zero matrix and unit 
matrix. 
 
Preliminaries 
Here some basic definitions and operations are recalled which are related to our study. 
Intuitionistic Fuzzy Set and its Alebraic Operations 
 
Definition 2.1 [1, 2] 
An IFS  in  (universal set) is defined as an object of the following form = , ( ) , ( )   \ ∈ , where the 
functions ( ): → [0, 1] and ( ): → [0, 1]the membership and non-membership function of the element ∈  
respectively for every ∈ , 0 ≤ ( ) + ( ) ≤ 1. 
 
For our convenience consider the elements of IFSs as in the form , ′ . 
Let , ′ , , ′ ∈ IFS, define 

(i) , ′ ∨ , ′ = [max( , ) , min( ′, ′)] 
(ii) , ′ ∧ , ′ = min( , ) , max ′, ′  
(iii) , ′ = ′,  
(iv) If , ′ ≤ , ′  then ≤  and ′ ≤ ′ 

 
Intuitionistic Fuzzy Matrix and its Operations 
Definition 2.2 [8, 9] 
An intuitionistic fuzzy matrix = [( , ′ )] ×  be a matrix where  and ′  are the membership value and non 
membership value of the  element of satisfying the condition that 0 ≤ + ′ ≤ 1 for all ,  as well as its 
operations are defined as follows 
For any elements = , ′ , = , ′ ∈ ℱ , ℱ  denotes the set of all IFMs of order × . where =
1, 2, … , , = 1, 2, … ,  define 

(i) ∨ = ′ , ′ ∨ , ′  
(ii) ∧ = , ′ ∧ , ′  
(iii) = ′ ,  
(iv) = , ′  
(v) If ≤  then ≤  and ′ ≥ ′  for all ,  
(vi) □ = , 1−  
(vii) ◊ = 1− ′ , ′  

 
Different types of IFMs 
For all = 1, 2, … , , = 1, 2, … , , = , ′  we have  
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(i) If , ′ = (1, 0) when =  otherwise , ′ = (0, 1) then the matrix  is said to be identity matrix 
denoted to  . 

(ii) If , ′ = (1, 0) for all =  then  is said to an universal matrix denoted by . 
(iii) If , ′ = (0, 1) for all =  then  is said to an zero matrix denoted by O. 

 
Definition 2.3 [11]   Let , ∈ ℱ , define 

∧ = , ′ ∧ , ′ = [min , , min ( ′ , ′ )] ∀ , . 
 
Lemma 2.1 [11]  
∧  is commutative and associative. 
 
Different kinds of component wise max-min operations on IFMs  
Definition 2.4. [12]  
Let , ∈ ℱ , define ∨  in three kinds for all , . 

(i)  ∨ = , ′ ∨ , ′  

=
[ , , ( ′ , ′ )]     , +  ( ′ , ′ ) ≤ 1  

(0.5, 0.5)                                          , +  ( ′ , ′ ) > 1
 

(ii)  ∨ = , ′ ∨ , ′  

                      =
[ , , ( ′ , ′ )]     , +  ( ′ , ′ ) ≤ 1  

(1, 0)                                                 , +  ( ′ , ′ ) > 1
 

(iii)  ∨ = , ′ ∨ , ′  

                      =
[ , , ( ′ , ′ )]     , +  ( ′ , ′ ) ≤ 1  

(0, 1)                                                 , +  ( ′ , ′ ) > 1
 

 
The intuitionistic fuzzy matrix representation can be illustrated by the following example. 
Consider a group of articles received by a journal as , , , … ,  which are under reviewed by two reviewers by 
′ ′qualities like originality, soundness and validity of contents, clarity of presentation, adequacy of references to 
literature, general interest in this subject etc. In this case, the articles are crisp, they are fixed, but the qualities 
measured by the reviewers are fuzzy qualities. Let the matrix  and denote the gradation of each article in each 
quality from reviewers. 
 
Here the entry ( ) represents the percentage of marks to accept the article under quality given by the reviewer 
and the entry( ′ )represents the percentage of marks to reject the article under quality given by the reviewer. 
Let us assume that we have three articles to be reviewed under three qualities by two reviewers with some arbitrary 
membership and non membership then the matrix ,  are given as follows 
 

=
(0.6, 0.3) (0.0, 1.0) (0.8, 0.0)
(0.2, 0.3) (0.8, 0.1) (0.7, 0.1)
(0.5, 0.2) (1.0, 0.0) (0.1, 0.2)

 ,       =
(0.5, 0.3) (1.0, 0.0) (0.6, 0.1)
(0.3, 0.5) (0.2, 0.7) (0.4, 0.5)
(0.3, 0.5) (0.0, 1.0) (0.4, 0.3)

 

 
Now consider the corresponding entries of (1, 2), (2, 2), (2, 3) and (3, 2) indicate that the opinion about that particular 

 article under quality is differ totally. In this case if we choose max-min (∨) then the editor’s gradation using 
max-min operation go with first reviewer only. Similarly for min-max go with second reviewer. But in max-min 
operations we distribute the maximum element as (0.5, 0.5) or the maximum element (1, 0) or minimum element (0, 
1) as it is for editors gradation since the averaging operator does not satisfy many algebraic properties including 
associativity. Suppose the corresponding entries are not comparable under inequality which is defined in definition 
2.1 then the previous operation takes the value either , ′   , ′ .” 
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Representation and reduction of an IFM using ∨ and ∧  
In this section some algebraic laws are discussed and an IFM representation is shown. 
 
Lemma 3.1 Let , ∈ ℱ , we have the following  

(i) (  ∨ ) = ∨  
(ii) (  ∧ ) = ∧  means Demorgan’s law fails. 
(iii) (  ∨ ) ≠ ∨  also (  ∨ ) ≠ ∧  
(iv) (  ∨ ) ≠ ∨  also (  ∨ ) ≠ ∧  

 
Proof: 

[  ∨ ] =
( , ′ )  ≥        + ′ ≤ 1 
( , ′ )  ≥         + ′ ≤ 1 

(0.5, 0.5) ℎ
 

=

′ ,      ≥        + ′ ≤ 1 
′ ,      ≥        + ′ ≤ 1  

(0.5, 0.5)                                         ℎ
 

Now consider ∨ = ′ , ∨ ′ ,  

=

′ ,      ≥        + ′ ≤ 1 
′ ,      ≥        + ′ ≤ 1  

(0.5, 0.5)                                         ℎ
 

Thus  (  ∨ ) = ∨  
Similarly, we shall prove (ii), (iii) and (iv). 
 
Lemma 3.2 (Absorption Law) 
Let , ∈ ℱ then  

(i) ∨ ( ∧ ) =  
(ii) ∧ ( ∨ ) ≠  

 
Proof: 
Let , ∈ ℱ , and for some ,  , we have , ′ ≥  , ′  

, ′ ∧ , ′ = ( , ′  ) and  
, ′ ∨ , ′ ∧ , ′ = , ′ ∨ , ′ = , ′  

Since + ′ ≤ 1 
Suppose , ′ ≤ , ′  gives , ′ ∧ , ′ = , ′  and  

, ′ ∨ , ′ ∧ , ′ = , ′ ∨ , ′ = , ′  
suppose , ′  and , ′  are not comparable.  Then 

, ′ ∧ , ′ =
, ′       ≥       ′ ≥ ′

, ′       ≤       ′ ≤ ′  

Also , ′ ∨ , ′ ∧ , ′ = , ′  
Thus,  ∨ ( ∧ ) =  for all , . 

(ii) ∨ =
, ′      ≥        + ′ ≤ 1 
, ′      ≥        + ′ ≤ 1  

(0.5, 0.5)                                         ℎ
 

Now , ′ ∧ , ′ ∨ , ′  
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=
, ′     , ′ ≥ , ′     + ′ ≤ 1
, ′     , ′ ≥ , ′     + ′ ≤ 1
(0.5, 0.5)  , 0.5  0.5, ′   ℎ

 

∧ ( ∨ ) ≠  always. 
Thus ∧ ( ∨ ) =  only if + ′ ≤ 1 and + ′ ≤ 1. 
 
Lemma 3.3 
Let , , , ∈ ℱ , then we have the 

(i) ∧ =  iff ∨ =  
(ii) If ≤  and C≤  then ∧ ≤ ∧ . 
(iii) If ≤  then ∧ ≤ ∧ . 

 
Proof: 

(i) If ∧ =  then ≤  and ′ ≤ ′  therefore it is obvious that  
∧ =  

(ii) Suppose ≤  and C≤  then for all ,  we have ≤  and ′ ≥ ′  again ≤  and ′ ≥ ′  
Thus we have ( , ) ≤ min ′ ,  and ( ′ , ′ ) ≥ ( ′ , ′ ) 
Thus  ∧ ≤ ∧ . 
 

Lemma 3.4 
For any , ∈ ℱ , we have  

(i) ∨ ( ∧ ) =  if  ≥ . 
(ii) ∨ ( ∨ ) =  if  ≥ . 
(iii) ∧ ( ∧ ) =  if  ≥ . 
(iv) ∧ ( ∨ ) =  if  ≥ . 

 

Remark 3.1  
For any  in ℱ  can be represented by using ∧ and ∨  in terms of zero matrix (O) and unitary matrix (U) as 
follows  = [ ∧ ]∨ [ ∧ ] 
Proof: Consider the element of  as , ′  
Now ∧ = , ′ ∧ (0, 1) = 0, ′ ,  

           ∧ = , ′ ∧ (1, 0) = [( ′ , 0)] 
Therefore, [ ∧ ] ∨ [ ∧ ] = 0, ′ ∨ , 0 = , ′ =  
 

Remark 3.2  
An IFM  can be reduced to constant matrix or zero matrix or an unitary matrix using max-max operators through 
modal operators when the sum of membership and non membership value is not equal 1 as follows 

(i) □ ∨ ◊ = [(0.5, 0.5)] when + ′ ≠ 1 
(ii) □ ∨ ◊ = [(1, 0)] when + ′ ≠ 1 
(iii) □ ∨ ◊ = [(0, 1)] when + ′ ≠ 1 
(iv) □ ∨ ◊ = □ ∨ ◊ = □ ∨ ◊ =  when + ′ = 1 

 

Proof: we have = , 1−    ◊ = 1− ′ , ′  
∨ ◊ = ( ∨ 1− ′ , 1− ∨ ′ ) for some ,  

If ≥ 1 − ′  and ′ > 1− ⟹ + ′ > 1 
Thus ∨ ◊ = [(1− ′ , 1−  )] 
but the value of 1 − ′ + 1 − = 2− ( + ′ ) = 1when + ′ = 1 
if + ′ < 1 then ∨ ◊ = [0.5, 0.5] 
(ii)and (iii) are similar to (i).” 
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CONCLUSION 
 
All the results which were proved earlier in intuitionistic fuzzy theory based on the usual composition operator ∧ 
(meet) and ∨ (join). In this work different kinds component wise max-max operations are introduced directly on 
IFMs. Some algebraic properties are investigated. Finally IFM representation is presented. In future all the previous 
works done using usual component wise max-min and min-max operations may be redirected to these max-max and 
min-min operations. 
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When asked to examine your data, never forget the dreadful sensation you receive! Your hypothesis has 
to be statistically supported now that you have all the necessary raw data. To dispel the myth that 
biology students are incapable of arithmetic, you should offer your numerical data as part of statistics in 
your research. Research in science must use statistical techniques. As a matter of fact, statistical 
procedures predominate in scientific research since they include thoughtful planning, data collection, 
analysis, and reporting. Planning, designing, gathering data, analysing it, developing relevant 
interpretation, and publishing the research findings are all statistical processes that go into conducting a 
study. The statistical analysis adds sense to the meaningless data, bringing life to the dead data. Only 
when appropriate statistical tests are employed can the results and conclusions be made with accuracy. 
The goal of this essay is to familiarise the reader with the fundamental research instruments used while 
carrying out various investigations. An overview of the factors, knowledge of quantitative and 
qualitative variables, and measurements of central tendency are all covered in this paper. In addition, 
without statistical analysis, the study project's findings are only worthless raw data. In order to support 
study findings, it is therefore imperative to determine statistics. In this paper, we'll see about the benefits 
of utilising statistical techniques to examine biological research and how these techniques may lead to 
more insightful conclusions. 
  
Keywords: - Statistical Techniques, Quantitative, Qualitative, Measurements of central tendency, 
Biological Research. 
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INTRODUCTION 
 
In order to identify patterns and trends, data must be gathered and put through a statistical analysis procedure. 
Numerical analysis is used in this technique to eliminate bias from the evaluation of data. Planning surveys and 
studies as well as constructing statistical models all benefit from using this strategy to get interpretations of research. 
A scientific tool used in AI and ML, statistical analysis assists in the collection and analysis of massive volumes of 
data in order to spot recurring patterns and trends and turn them into actionable knowledge. Statistical analysis is a 
tool for data analysis that makes it easier to get important conclusions from unstructured, uncooked data, to put it 
simply [1].Using statistical analysis, the findings are generated to aid in decision-making and assist firms in 
forecasting the future based on historical trends. It is a science that collects and examines data in order to find 
patterns and trends and then presents those patterns and trends. Working with numbers is a requirement for 
statistical analysis, which is a tool used by organisations like corporations and other institutions to analyse data to 
produce useful information. The enormous task of arranging inputs appears so peaceful thanks to statistical analysis, 
which removes irrelevant data and uncomplicatedly catalogues crucial facts. Statistical analysis can be used after the 
data has been gathered for a number of objectives. 
 
The use of statistics is a blessing to humanity and has many advantages for both people and businesses. Several 
justifications for investing in statistical analysis are listed below: Making judgements will be made easier if you are 
able to calculate the sales earnings and expenditures on a monthly, quarterly, and annual basis. You may be able to 
make wise selections with its assistance [2]. You may use it to pinpoint the issue or reason behind the failure and 
implement fixes. For instance, it can assist you in reducing unnecessary spending by determining the cause of a rise 
in overall expenditures. You may use it to carry out market research and create a solid marketing and sales plan. It 
increases the effectiveness of several procedures. Analyzing data scope, modularizing data structures, condensing 
data representations, illustrating it using images, tables, and graphs, evaluating statistical inclinations, probability 
data, and drawing meaningful conclusions using statistical and logical techniques. 
  
Aspects of Statistical Research in Biological Science  
In the scientific field of statistics, data from a sample of the population to the entire population are collected, 
arranged, and analysed. Also, it helps in the more precise design of a research and also provides a logical 
justification for the conclusion of the hypothesis [3]. Also, the study of biology is centred on investigating living 
things and their intricate biochemical processes, which are incredibly dynamic and defy rational justification. The 
more complicated area of study of statistics, on the other hand, identifies and interprets research patterns depending 
on the sample sizes employed. In the studied that was completed, statistics specifically shows a pattern. The use of 
statistics by biologists is frequently neglected throughout the planning stages of their study, with most of their usage 
of statistical techniques occurring after the conclusion of an experiment [4].Resulting in a complex collection of 
results that are difficult to examine using research statistical methods. The use of statistics in research can aid in a 
sequential approach to the investigation, with the statistical analysis in research going as follows:- 
  
Sampling size determination 
A biological experiment typically begins with picking samples and the ideal number of repeating tests. Research 
statistics deal with the fundamentals of statistics, which give statistical randomness and the law of employing large 
samples. Statistics shows how selecting a sample size from a broad, randomly selected sample pool aids in 
extrapolating statistical results and minimises experimental bias and mistakes. 
  
Hypothesis Testing of the Data 
Biological researchers must ensure that a result is statistically significant when performing a statistical study with a 
high sample size [5]. To do this, a researcher needs first formulate a hypothesis before analysing the distribution of 
data. Also, statistics in research aid in the interpretation of data that are dispersed across the distribution or grouped 
close to the distribution's mean. These patterns serve to both represent and assess the hypothesis and sample. 
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 Making a Successful Research Hypothesis 
An answerable question is not a straightforward assertion. A scientific experiment's goals, methods, and potential 
consequences must be described in detail in this relatively complex statement [6]. However, while formulating a 
convincing hypothesis, there are several crucial factors to take into account.1. Describe the issue you are attempting 
to fix. Verify that the topic and the experiment's main emphasis are specified in the hypothesis. 2. Attempt to format 
the premise as an if-then statement. Use this as your guide: A particular result is anticipated if a particular action is 
executed. 3. Provide the variables The variables that are altered, controlled, or changed are called independent 
variables. Separated from the study's other parameters are independent variables. Dependent variables depend on 
other research variables, as their name implies. The modification of the independent variable has an impact on them. 
4. Examine the premise. 
  
Analysis-Based Interpretation of Data 
Statistics in research aid in data analysis when working with big amounts of data. Using their experiment and 
findings, researchers may more effectively make conclusions thanks to this. Manually drawing conclusions from the 
research or from eye observation may provide inaccurate findings; as a consequence, a full statistical analysis will 
take into account all other statistical measures and sample variation to offer the data a thorough interpretation [7]. 
Hence, to support the conclusion, researchers generate extensive and significant data. 
  
Types of Statistical Research Techniques for Data Analysis 
The act of turning samples of data into patterns or trends is known as statistical analysis, which enables researchers 
to foresee circumstances and draw the best possible study results. Statistics are classified into the following types 
depending on the type of data: 
 
Descriptive Analysis 
A form of statistical analysis known as descriptive analysis is used to describe and summarize data. Using statistical 
measurements like the mean, median, mode, variance, standard deviation, and other descriptive statistics, 
descriptive analysis aims to give a general picture of a dataset's essential properties [8]. As it enables researchers to 
have a fundamental grasp of the data and spot any patterns or trends, descriptive analysis is frequently the initial 
stage in data analysis. In order to arrange and summarize the data in a way that is intelligible, this form of analysis is 
very helpful when working with huge and complicated datasets.Large amounts of data may be arranged and 
summarised using tables and graphs as a result of descriptive statistical analysis. Processes like tabulation, measures 
of central tendency, measures of dispersion or variance, measurements of skewness, etc. are all used in descriptive 
analysis. 
  
Using Box Plots and Bar Charts to Present Study Data 
For presenting research results graphically, box charts and box plots are frequently utilised. Because of this, it's 
crucial to comprehend how the two vary. Depending on the type of data and the interpretation a researcher wants to 
present, a box plot or box chart may be used. Plotting the distribution of a data set is done using a box plot. Plots 
with boxes and whiskers are another name for box plots. By displaying the reader their location and duration, these 
graphs communicate five aspects of data distribution [9]. The distribution's first and third quartiles are represented 
by the box, and the range is the interquartile range, or IQR (interquartile range). A line that crosses the box 
represents the median. Box plot "whiskers" reach the most severe data points from Q1 and Q3, respectively. Each 
mark on the graph above corresponds to one of these outliers. Possible endpoints for the "whiskers" include the 
maximum and minimum values. It's not as difficult as it may appear to read box plots. The centre of the data set is 
the median, which is shown as a line cutting across the box. It indicates that the median is exceeded by 50% of the 
data. The top "whisker" reflects numbers that are greater than the median. Dots that are outliers are located above the 
top "whisker." Outliers and the bottom "whisker" have a similar connotation. Box plots can also show the skews in 
the data set [10]. You can see how many data points fall above or below the median by looking at where it is located 
on the box. 
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Bar charts work well for counts since they are made to display categorical variables. Bar graphs show and contrast 
frequency, number, or other measurements (such as mean) for several data categories. Bar charts are commonly used 
to display continuous data from studies on humans, animals, and laboratory data. Bar charts are a prominent type of 
graph because they are straightforward to make and simple to understand [11]. They can be utilised to show nominal 
or ordinal groupings. Nominal data are qualitative or descriptive data, whereas ordinal categories are data that are 
rated (e.g., very good to very terrible) (e.g., country of birth, subject studied at university). There are many distinct 
kinds of bar charts, including stacked, grouped, and horizontal bar charts.The first step in interpreting a bar chart is 
to compare the bar's height to the equivalent value on the y-axis. By looking at the y-axis, it is possible to establish 
how the bars' heights differ from one another. Comparing the groups of bars is the next step. Bars in some bar graphs 
may be arranged in clusters. In this instance, contrast the bars inside the clusters to see how each piece of data within 
a subcategory relates to other sets of data [12]. By deducting the lowest number (represented by the shortest bar) 
from the highest value, you may also examine the range (denoted by the longest bar).Data interpretation: Bar charts 
may be used to spot outliers, trends, and patterns in the data being compared. It is critical to consider the categories 
or groups being compared, as well as the units of measurement being used on the y-axis, when interpreting the data. 
Conclusions can be made regarding the connections between the categories or groups being compared based on how 
the data is interpreted. It is crucial to make sure that the conclusions reached are founded on a thorough review of 
the evidence, rather than on presumptions or prejudices. 
 
Which one ought to you employ? 
What kind of information will you represent? What sort of data visualisation do you wish to use? Before deciding 
between the two, you must respond to such questions. Bar charts should not be employed, according to certain 
writers, while new forms for data representation should arise, according to others. The finances for two homes can 
be shown, for example, using groupings of bars[13]. Displaying the ratio of one item to another is a typical 
application for bar charts. The usage of box plots, on the other hand, allows for the visualisation of several data sets 
from diverse sources. As an illustration, consider test results from several institutions, data that changed (before and 
after) owing to a procedure, or data from various machines that produced the same product.Box plots are effective 
ways to demonstrate how your data is distributed, especially if you want to display values other than the mean. 
  
Inferential Analysis 
The data obtained from a small sample size may be extrapolated to the entire population via inferential statistical 
analysis. On the basis of sample data, this analysis assists in reaching conclusions and making judgments regarding 
the entire population. For research initiatives that use a limited sample size and want to extrapolate findings to a 
broad population, it is a highly advised statistical approach. It's crucial to utilise inferential statistics effectively and 
with caution since they are a potent tool for data analysis. The size and representativeness of the sample data are two 
of the most crucial factors to take into account when utilising inferential statistics [14]. The likelihood of drawing 
valid conclusions about the population increases with a bigger, more representative sample. It is also crucial to take 
into account the underlying presumptions of the statistical techniques being utilised, such as the independence of the 
observations and the normality of the data. Inferences and conclusions that are incorrect as a result of these 
assumptions being broken. In conclusion, inferential statistics is a crucial area of statistics that enables us to infer 
relevant information about a population from a sample of data. We can evaluate the chance that our sample data is 
representative of the population and make valid generalisations about the population by employing techniques like 
hypothesis testing and confidence intervals [15]. Yet, it's crucial to utilise inferential statistics appropriately and 
cautiously, keeping in mind the sample's size and representativeness as well as the underlying assumptions of the 
statistical methods being applied. 
  
Predictive Analysis 
A subset of data analysis known as predictive analysis use statistical algorithms and machine learning approaches to 
forecast upcoming occurrences or actions using previously collected data. Predictive analysis seeks to find patterns 
and connections in the data that may be utilised to generate precise predictions about what will happen in the future. 
In many different fields, including business, science, and weather forecasting, predictive analysis is used to make 
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predictions about consumer behaviour, sales trends, and disease outbreaks [16].Doing predictive analysis entails a 
number of processes, such as: In order to make sure the data is reliable and pertinent to the analysis, it must first be 
cleaned and pre-processed. As part of this process, data may need to be removed if it is missing or unnecessary, 
formatted according to a standard, and new variables may need to be created depending on the current variables 
[17]. Selecting the right statistical model or machine learning technique for the particular investigation is known as 
model selection. For various types of data and various jobs requiring prediction, several models could be more 
suitable. In order to train the chosen model or algorithm, historical data is used. To provide reliable forecasts based 
on the previous data, the model is modified and optimised. 
  
Prescriptive Analysis 
Data are analysed using a prescriptive approach to determine the next step. Finding the optimum result for a 
scenario is a common objective of business analysis. Both descriptive and predictive analysis are closely connected to 
it. Prescriptive analysis, on the other hand, focuses on making the best recommendations possible from the choices 
that are provided. Prescriptive analysis is a procedure that includes a number of phases, such as: Identifying the 
problem includes determining the precise issue that needs to be resolved as well as the limits and goals that must be 
taken into account [18]. Data collection and pre-processing for the analysis's usage constitute the process of data 
preparation. Model creation: This entails creating a mathematical representation of the issue and the key variables 
that influence a choice. Optimization is the process of finding the best possible solution to a problem based on 
restrictions and goals that have been specified by applying algorithms and optimization techniques. Reviewing the 
analysis's findings and making a choice in accordance with the suggested plan of action is the act of making a 
decision. 
  
Exploratory Data Analysis 
In order to discover patterns, trends, and correlations within huge datasets, exploratory data analysis (EDA), a sort 
of data analysis, is used to examine and summarise the data [19]. EDA seeks to comprehend the data better and 
provide ideas that may be evaluated with statistical techniques. To study the data, EDA frequently use summary 
statistics, data visualisation methods, and descriptive statistics. To illustrate the distribution of the data and spot any 
outliers or abnormalities, this includes methods like histograms, scatter plots, box plots, and frequency tables 
[20].EDA is a crucial phase in the analysis of data since it helps to spot any issues with the data, such as missing 
values or inconsistent data, and it makes sure the data are acceptable for further analysis. It also helps to find 
connections and patterns in the data that may be utilised to produce theories for more research. Doing EDA involves 
a number of crucial processes, such as: clearing the data This entails eliminating any redundant, omitted, or 
unnecessary data from the dataset and fixing any discrepancies or mistakes in the data.Calculating summary 
statistics like mean, median, mode, standard deviation, and range—which give an overview of the general features 
of the data—as part of descriptive statistics entails. 
 
Casual Analysis 
A statistical analysis technique called causal analysis seeks to pinpoint the linkages between variables that cause and 
result in one another [21]. To put it another way, it seeks to establish whether a certain variable (the "cause") is to 
blame for changes in another variable (the "effect"). Researchers change the independent variable (the "cause") and 
monitor the effects on the dependent variable as part of experimental or quasi-experimental methods for causal 
analysis (the "effect"). By controlling for confounding factors that might affect how the link between the cause and 
effect is related, causal inference can also be drawn from observational research. In many different disciplines, 
including as the social sciences, public health, economics, and engineering, causal analysis is applied. For 
establishing successful treatments, policies, and programmes as well as for making informed judgements, it is crucial 
[22]. Understanding and identifying the causes of "why" things appear to happen in a specific manner are made 
easier with the help of causal analysis. This analysis aids in determining the primary reasons for failures or merely 
identifies the fundamental causes of potential events. Using causal analysis, for instance, one may determine what 
will happen to a given variable if a different variable changes. 
Analysis of Mechanisms 
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To comprehend the fundamental mechanisms that control biological processes, biological sciences employ a sort of 
analysis known as mechanistic analysis. Its goal is to pinpoint the physical, chemical, and molecular processes that 
power biological systems and ascertain how they relate to one another [23]. Data from multiple sources, including 
genetic, biochemical, physiological, and biophysical information, are combined during mechanistic analysis. 
Advanced tools and methods including microscopy, genetic engineering, proteomics, and metabolomics are 
frequently needed. Mechanistic analysis is used extensively in the investigation of disease processes. Researchers can 
create novel cures and treatments that specifically target the molecular systems involved by knowing the underlying 
biology causes of a disease. Mechanistic analysis is also employed in the development of novel pharmaceuticals, 
where it may be used to find fresh targets for treatment and forecast the possible impacts of drugs on living things 
[24]. In conclusion, mechanistic analysis is a useful technique in the biological sciences that may aid in our 
understanding of the inner workings of biological systems and how they react to various stimuli. It is a vital part of 
contemporary biological research and has a variety of uses, from fundamental science to therapeutic settings. This is 
one of the less typical kinds of statistical analysis. In the process of big data analytics and biological research, 
mechanistic analysis is applied. It employs the idea of comprehending individual variations in variables that result in 
variations in other variables in a similar manner while avoiding external effects. 
 
Statistical Techniques That Are Crucial in Research 
The statistical analysis phase of research is the part of it that biological researchers find the most terrifying. To make 
this process as simple as possible, statistical tools in research can assist researchers in understanding what to do with 
data and how to interpret the outcomes. Finding the underlying components or dimensions that account for the 
variance in a group of variables is done using factor analysis [25]. This method is frequently used in survey research 
to find recurring themes or factors that influence respondents' answers. SEM, or structural equation modelling, is a 
potent statistical approach used to assess intricate models with several interconnected variables. The interaction of 
several elements (such as personality characteristics or environmental circumstances) to influence behaviour or 
outcomes is frequently studied in social sciences and psychology. Time-series analysis: This technique is used to 
examine data that has been gathered over a period of time, such as stock prices or climatic data. It may be applied to 
the data to find trends, seasonality, and other patterns.Multilevel modelling: Multilevel modelling is used to evaluate 
data that has a hierarchical structure, such as pupils nested inside classrooms or workers nested within businesses. 
Examining both impacts at the individual and group levels is possible [26]. In order to evaluate and interpret data, 
test hypotheses, and come to conclusions about the links between various variables, researchers need to use these 
statistical tools, which are crucial to their work. 
  
4.1.The Statistical Package for the Social Sciences (SPSS) 
A popular piece of software for statistical analysis in the social sciences is called the Statistical Package for the Social 
Sciences (SPSS). It offers a variety of statistical methods and tools for evaluating data, including factor analysis, 
correlation analysis, regression analysis, descriptive statistics, and inferential statistics. Users may import, modify, 
and analyse data with ease using SPSS's user-friendly interface [27]. Large datasets may be handled, and a range of 
output formats, including tables, charts, and graphs, are available. Data transformations, analysis of missing data, 
and data validation are just a few of the functions that SPSS provides for cleaning and preparing data. These 
characteristics aid in ensuring that data is correct and prepared for analysis. The fact that SPSS can work with a wide 
range of data types, including numerical, categorical, and ordinal data, is one of its advantages [28]. Together with 
basic statistical methods, it also provides a variety of sophisticated statistical methods including survival analysis, 
multilevel modelling, and structural equation modelling. In general, SPSS is a strong and adaptable software suite 
that is frequently used in social science research. Because of its user-friendly design, it is accessible to both novice 
and expert users, making it a crucial tool for academics who must study and comprehend complicated data sets. 
  
Center for Statistical Computation with R 
Dedicated to advancing the R programming language and environment for statistical computing and graphics, the R 
Foundation for Statistical Computing is a nonprofit organisation. R is a popular open-source application for 
statistical analysis, data visualisation, and data manipulation in research. Time-series analysis, linear and nonlinear 
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modelling, machine learning, and other statistical methods for data analysis are all available under statistical analysis 
in R [29]. From biology to economics to social sciences, these methods are crucial for many different sorts of study. 
Open-source: R is a piece of software that may be freely updated and expanded by users since it is an open-source 
project. Because of this, there is now a sizable user and developer community that helps to create R packages and 
tools. R is interoperable with various tools and programming languages, including Python and SQL [30]. As a result, 
researchers may utilise R alongside other tools and platforms and incorporate it into their current processes. The R 
Foundation and the R programming language are fundamental resources for study in a variety of subjects. They 
support reproducible research, give everyone access to robust statistical and visualisation tools, and are openly 
distributed. 
  
SAS 
For statistical analysis in biological research, Statistical Analysis Software (SAS) is a popular software application. 
For the study of data, SAS offers a variety of statistical tools and methods, including descriptive statistics, inferential 
statistics, correlation analysis, regression analysis, factor analysis, survival analysis, and more. SAS is helpful in 
biological research in the following ways: SAS offers tools for both the design of experiments and the analysis of the 
data they generate. This is crucial for many different biological research projects, including animal experiments and 
clinical trials [31]. SAS provides a variety of capabilities for data cleaning and preparation, including data 
transformations, missing data analysis, and data validation. These attributes contribute to ensuring that data is 
correct and prepared for analysis.SAS can manage massive datasets, which is crucial for biological research that uses 
intricate and substantial databases. SAS provides a variety of sophisticated statistical methods, including survival 
analysis, generalised linear models, and mixed models [32]. These methods are crucial for the analysis of intricate 
data in biological research. SAS offers a range of tools for data visualisation, including scatterplots, bar charts, and 
heatmaps. Data visualisation is crucial for discovering trends in data and explaining findings to others. Overall, SAS 
is an effective and flexible software suite that is often used in biological research. Because to its intuitive layout, both 
novice and experienced users may use it [33]. It is a crucial tool for academics who must analyse and comprehend 
complicated data sets. 
  
GraphPad Prism 
In biological research, the software programme GraphPad Prism is frequently used for data graphing and statistical 
analysis. It offers several statistical methods and tools, including as t-tests, ANOVA, regression analysis, and others, 
for the study of data [34]. These are some applications for GraphPad Prism in biological research: Data analysis: 
GraphPad Prism can handle a variety of data kinds, including continuous, categorical, and discrete data. It offers a 
range of statistical tests and models, including one-way ANOVA, two-way ANOVA, t-tests, non-parametric tests, 
and more, to evaluate data. Data visualisation: GraphPad Prism offers a variety of tools for data visualisation, 
including scatterplots, bar graphs, pie charts, and line graphs.Data organisation: Users of GraphPad Prism are given 
a wide range of options for organising data, including data tables, replicates, and groups. Due to this, contrasting 
and analysing different data sets is simple. GraphPad Prism's user-friendly design makes it simple for users to 
swiftly analyse and visualise data [35]. For using its capabilities, it also offers step-by-step instructions and tutorials. 
Reproducibility: GraphPad Prism users may export and save analyses and graphs, making it simple to replicate 
results and share data with colleagues. GraphPad Prism is a strong tool for biological research overall, offering 
crucial statistical capabilities and possibilities for data display [36]. For researchers of all skill levels, it is accessible 
and practical because to its user-friendly interface and repeatability capabilities. 
  
Minitab 
Minitab is a statistical software programme that is frequently used in biological research. It offers a variety of 
statistical tools and techniques for data analysis, including descriptive statistics, inferential statistics, correlation 
analysis, regression analysis, design of experiments, and more. These are a few applications for Minitab in biological 
research: Minitab offers tools for designing experiments and evaluating the collected data [37]. This is crucial for a 
variety of biological research projects, including animal experiments and clinical trials. Data transformations, 
missing data analysis, and data validation are just a few of the tools that Minitab provides for cleaning and preparing 
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data. These characteristics aid in ensuring that data is correct and prepared for analysis. Managing huge datasets: 
Minitab is capable of managing enormous datasets, which is crucial for biological research that uses intricate and 
substantial data sets [38]. Mixed models, generalised linear models, and survival analysis are just a few of the 
complex statistical methods that Minitab offers. For processing complicated data in biological research, these 
methods are crucial. Box plots, scatterplots, and histograms are just a few of the tools available in Minitab for 
displaying data. Exploring data trends and presenting findings to others need the use of data visualisation. Minitab 
is a software programme that is generally regarded as being strong and adaptable and is frequently used in 
biological research [39]. Because of its user-friendly design, it is accessible to both novice and expert users, making it 
a crucial tool for academics who must study and comprehend complicated data sets. 
 
Research and Data Analysis Using Statistical Tools 
In order to make sense of the data that researchers collect, statistical tools are crucial for research and data analysis 
[40]. These tools give researchers the ability to examine data and understand it in order to reach meaningful findings, 
form predictions, and spot patterns and linkages. Summary and description of a dataset's properties are provided by 
descriptive statistics. They reveal details about the data's structure, variability, and central tendency. Mean, median, 
mode, standard deviation, and range are some illustrations of descriptive statistics. Making conclusions about a 
population based on a sample of data is done using inferential statistics. Using these methods, researchers may 
examine hypotheses and make population-level predictions. Regression analysis, correlation analysis, ANOVA, t-
tests, and other inferential statistics are examples [41].An analytical subset of a population is chosen using sampling 
procedures. With the use of these methods, it is possible to make sure that the sample correctly captures the traits of 
the population. Simple random sampling, stratified sampling, and cluster sampling, for instance, are sampling 
methods. The preparation and execution of experiments is necessary to test hypotheses and assess the effectiveness 
of interventions or therapies [42]. To achieve this, proper research designs must be chosen, participants must be 
randomly assigned, and confounding variables must be controlled. To show data graphically and make it simpler to 
comprehend and analyse, data visualisation techniques are utilised. Histograms, scatterplots, box plots, and 
heatmaps are a few instances of data visualisation methods. There are several tools and methods for data analysis 
and visualisation available in statistical software programmes like R, SAS, and Minitab. Researchers may modify 
data, provide graphical displays, and do intricate statistical analysis using these tools. To sum up, statistical tools are 
crucial for research and data analysis because they let researchers examine and understand data to reach relevant 
conclusions[43]. Statistical software programmes, sampling procedures, experimental designs, descriptive and 
inferential statistics, and experimental designs are some of these tools. 
  
CONCLUSION 
 
By assisting researchers in successfully managing and analysing their data, statistical tools serve a crucial role in 
research. Researcher decision-making and data interpretation can both be improved with the use of statistical 
techniques. By spotting patterns and connections that might not be immediately obvious, statistical techniques can 
aid researchers in doing more precise data analysis. As a result, mistakes can be decreased and study findings can be 
more accurate. The amount of time and effort needed to process and evaluate data may be decreased with the use of 
statistical tools, which can help researchers manage their data more effectively. By giving researchers a greater 
knowledge of their data, statistical tools can assist them in making judgements that are more informed. By giving 
researchers readable, succinct summaries of their data, statistical tools can aid in the more effective dissemination of 
their results. Reproducibility: By offering a clear and organised method for data analysis, the use of statistical 
techniques can assist to ensure that study findings are repeatable. In conclusion, statistical tools are an important part 
of research since they enable researchers to better organise and evaluate their data. Making better decisions, 
facilitating better communication, and enhancing the repeatability of research findings may all be accomplished via 
the use of statistical techniques. 
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Fig. 1. Methods of Analysis using statistics Fig. 2 Analysis of Box Plot 
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Fig. 3 Statistical Analysis of Bar Graph 
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